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Preface 

Three important studies were initiated in the 1970s to investigate the relaton-
ship between climatic variations and agriculture: by the National Deense 
University (1980) on Crop Yields and Climate Change to the Year 2000, by the 
hiS. Department of Transportation (1975) on hnpacts of Climatic Change on the 
Biosphere and by the U.S. Department of Energy (1980) on Kneironinenta/ and 
Societal Consequences of a Possible CO 2 -Induced Climatic Change (the (lAP 
study). These were pioneering projects in a young field. Their emphasis was on 
measuring likely impacts of climatic variations rather than on evaluating possible 
responses, and they focused on first-order impacts (e.g, on crop yields) rnther 
than on higher-order effects on society. 

A logical next step was to look at higher-order effects and potential 
responses, as part of a more integrated approach to impact assessment. This 
was undertaken by the World Climate lrnpact Program (WC1P), which is 
directed by the United Nations Environment Program (IJNEP). The WC[1' is 
one of four aspects of the World Climate Program that was initiated in 1979. 

At a meeting in 1982, the Scientific Advisory Committee of WCIP 
accepted, in broad terms, a proposal From the International Institute for A pplied 
Systems Analysis (IIASA) for an integrated climate impact assessment, with the 
proviso that the emphasis be on impacts in the agricultural sector. Martin Parry 
was asked to design and direct the project at IJASA. Iii nd i ng was provided by 
UNEP, TIASA, the Austrian Government and the United Nations University. 

This volu trio, and its companion volume, are the products of that project, 
logethier they represent the work of 76 authors from 50 different scientilic insti-
tutes in 17 countries Yet they are not merely edited collections of chapters 
because each reports results frorni a common set of impact assessments which 
were designed, conducted and reported in a compatible rnianncr by our collab-
orating scientists. 

Discussion of the design of the assessments was initiated in September 1983 
under the guidance of a steering committee, chaired by C.S. liolling, whose 
members were F. I3olin, W.C. Clark, M.L. Parry and P.E.O. Usher. Of particu-
lar interest were sorrie of the ideas which had enierged that month at a meeting 

V 
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in Villach (Austria) on The Sensitieity of Ecosystems and Society to Climatic 
Change. 

From October 1983 a core staff of three IIA$A scientists (Martin Parry, 
Timothy Carter and Nicolaas Konijri) set about selecting case study regions (ii 
in all) with learns of 3 to 6 collaborating scientists in each case study. The 
teams came together at IIASA on two occasions, first to agree upon the details of 
the project design (to select impact models, develop climatic scenarios, (tc.) arid 
the second time, about six months later, to compare results and agree Oj)Ofl 

details of presentation. The "cool ten perate and cold" teams (for Vohinie i) 
met in April and October 1984, and the "serrii-arid" teams (for Volume 2) rriet in 
October 1984 and April 1985. A mid-term review of the project was co:id ucted 
by G.A. McKay following the October 1984 rrieetings. 

The case study reports were submitted to IIASA over the next 18 moTitlis, 
arid each received an international, interdisciplinary review. Individual sections 
of the case studies were also reviewed by specialists in appropriate fields. The 
reviewers for Volume 1, totaling 60 from 12 countries, were: S. Adalstenisson, 
M. Andreasson, D.W. Anthony, L.M. Arthur, H.. E. l3errient., M. Black, MR. 
Rryck, M.C. Bursa, M.G.R. Caririell, A.H.C. Carter, A.J.W. Caiclipole, NI. Cave, 
R.S. Chen, W.C. Clark, (LI .F. Coperriari, Ni .1). I)ennett, P. L)riessen, S. Dunlop, 
.1. Eadie, A. Iddy, W.R. Emanuel, K. Frohberg, II. Fukui, C.F. Green, D.S. 
Grundy, J. hansen, M.N. Ilougli, T. Iwakiri, S.It. .lohnson, H.W. Katz, W.W. 
Kellogg, H. van Keulen, C. van Kooten, S. Lebedeff, S. he Duc, L. Lyles, A.J. 
McIntyre, H. Mansikkaniemi, T. Mela, 1). Mitlin, RE. Munri, P. Newbould, 
A. E.J. Ogilvie, M.S. Philip, L. Pölkki, C. Price, W.E. ftiebsamc, I. Saito, C.M. 
Sakamoto, C. Siren, E. Siuruaiiicii, P. Srnit hsori, A. Smyshlaev, Y. Sugiliara, .1. 
Tarrant, J .11.M. Tliornky, M. Torvella, C.C. Wallén, R.A. Warrick, arid T.M.L. 
Wigley. 

The reviewers for Volume 2 (altogether 53 From 16 cou n tries) were: 1".0. 
Aguiiiba, R. Arianthakrishnan, G.E. Arkin .J .A.A. Berkliout, E. Berry, 11, Brom-
ley, I. Burton, P. Cooper, hi. Currey, J.C. l)ickirison, T.E. l)owning, Wit. 
Emanuel, C. Fischer, P.A. Furley, B.E. Grandin, S. Gregory, It. Gwvnne, M. 
Hamilton, G.H. Hargreaves, S. Ilastenrath, R.L. Fleatlicote, C. lienlrey. HG. 
Hunt, 1). Jha, R.W. Katz, J.R. Kiniry, G. Knapp, V.E. Kousky, R. Lal, P. 
Legris, H.N. Le Tlouérou, M. Lipton, D.M. Liverinan, J.G. Lockwood, LO. 
Mearns, V.V.N. Murty, M. Nirenberg, L.J. OgalLo, J.P. Palutikof, P.W. Porter, 
D.A. Preston, G.W. Robertson, C. Sage, R.P. Sarker, E.L. Scandizzo, J. Shukla, 
K. Swinde.11, M. Thompson, W.I. Torry, .1. Townsend, R.L. Vanderlip, F.J. 
Warigati, and A. Wood. 

The reviews were then dispatched to authors, together with additional 
comments and general guidelines from the three volurrie editors, for lirial revi-
sions of the case study reports. 

Advice and encouragement was given by our scientific colleagues at IIASA 
(particularly Bill Clark, "Buzz" llolling, .lag Maini and Ted Munn) and by visi-
tors to our project (particularly Bob Chen, howard Ferguson, Michael Glintz, 
Bob Kates, Diana Livermnari, Gordon McKay, Bob Watts and Dan Williams); 
and Peter Usher, our program officer from hJNEI', was there with the right kind 
of support when it was needed. 
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At Birmingham University and at IIASA Martin Parry and Thu Carter 
edited the reports into more coherent volumes. Marilyn Brandl and Lourdes 
Cornelio keyboarded and corrected the text. Tim Grogan drew the ligures. Bob 
l)uis and his publications team at ITASA, in conjunction with David Lamer at 
Reidel, did the final production work. Marilyn and Lourdes, secretaries to the 
Climate Project at nASA, deserve our especial gratitude for their efficiency and 
dedication. 

In all, more than 200 scientists and professional support staff have worked 
toward the publication of these two volumes. We thank them all and hope that 
they can take some satisfaction from the result. 

Laxenburg, Austria 	 Martin L. Parry 
March, 1987 
	

Timothy R. Carter 
Nco1aas T. Konijn 
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Abstracts of Part I 

Section 1 

This section describes the aims and methods of the HASA/UNEP project on the assess-
ment of the effects of climatic variations on agriculture. It summarizes the results from 
case studies in cool temperate and cold regions in the northern hemisphere. Details are 
given elsewhere in this volume. A companion volume reports the results of studies in 
semi-arid regions. 

An overall goal of the project was to increase our understanding not only of first-
order effects of climatic variations on agricultural productivity, but also of higher-order 
effects on regional and national economies. The first part of this section outlines some 
approaches for considering these interactions. Two broad types of experiments are 
described: impact experiments and adjustment experiments. The former provide esti-
mates of the First-order and higher-order effects of climatic variations on farming sys-
tems that are assumed to include no adjustments, The latter evaluate a number of 
adjustments available at the farm- or policy-level to offset or mitigate these effects. 
Experiments were conducted to examine the impacts of three types of climatic scenarw, 
representing short- and medium-term climatic variations observed in the historical 
instrumental record, and long-term climatic changes estimated for a doubling of atmo-
spheric carbon dioxide concentraions by the Goddard Institute for Space Studies gen-
eral circulation model (the GISS 2 x CO 2  sceoario). 

The results of the case study experiments Jin Saskatchewan (Canada), Iceland, 
Finland, in the Leningrad, Cherdyn and Central regions of the northern European 
USSR, and in .lapan are sumnmnam-ized in the second part of the section, and tabulated in 
appendices. Results indicate t,hat the effects of the GISS 2 x (X) 2  scenario no agricul-
ture are generally greater than the effects of observed, decadal anomalies, but not 
always as great as the effects of observed extreme annual events. However, the fre-
quency and magnitude of these extreme events could well increase under 2 x CO 2  condi-
tions implying that a series of on-farmii adjustments (e.g., changes in crop variety, in fer-
tilizer applications or in land allocation) and a range of policy responses (e.g., revised 
regional agricultural support, adjustments in agricultural infrastructure and government 
assistance to plant breeders) would he necessary to accommodate the changes. 

The section concludes by describing a nurriber of general research approaches that 
were found to be of value in these assessments, and by recommending some specific 
priorities for further research. 
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Section 

This section introduces the first-order impact models that are used in the case studies in 
this volume for estimating effects of climatic variations on agriculture. The focus is on 
models of crop growth and yield, although other models of plant productivity or poten-
tial are also considered. Two types of agrodiniatic model can be identified; (1) agro-
clrnatie indices and (2) crop-climate models, including: (a) empirical-statistical models 
and (b) simulation models. 

Most models were developed to accommodate present-day short-term variations in 
climate and few are appropriate for use in experiments to assess the effects of long-term 
climatic change. The advantages and limitations of using agroclimatic models for both 
of these purposes are illustrated with reference to a checklist of the models used in this 
volume. The importance of adequate model validation and sensitivity testing is 
emphasized. Problems of the mismatch of scales in using agroclimatic model estimates 
as inputs to models of higher-order effects are also examined. Finally, some alternative 
methods of presenting model results are discussed, and the advantages of a spatial-
mapping approach for Jocating regions where agricultural productivity is particularly 
sensitive to climatic variations are described. 

Section 3 

The purpose of this section is to derive CO 2-induced climatic change scenarios from gen-
eral circulation models (GCMs) as a basis for impact assessments conducted in the case 
study areas. It is stressed that such climate scenarios should neither be construed as 
predictions of regional climatic change, nor as estimates of forthcoming climatic events, 
but rather as a set of self-consistent and plausible patterns of climatic change. Data 
processing, model validation, and regional scenario construction are demonstrated. 
Model problems and improvements are discussed briefly. The selection of the GJSS-
model data as input for the case studies of this volume is made on the basis of model 
characteristics and requirements for impact analysis. It must be realized that this and 
all the other GUMs that have so far been used in CO 2  sensitivity studies are still 
plagued with many deficiencies and that the data obtained therefrom are quite uncer-
tain. These models are, however, currently the most appropriate tools with which a 
future climatic change due to specific influences can be assessed. While they are con-
stantly being improved, it is important that the methods for model-derived climatic 
scenarios are also developed so that they are available for impact analysis when they are 
needed. The ultimate goal is community preparedness, i.e., to have at hand an optimal 
strategy that can respond with flexibility to any potential climatic risk. 

Secflon 4 

Tlis section examines recent changes in surface temperature., sea-level pressure, precipi-
tation and the interannual variability of these elements in the northern hemisphere. Its 
purpose is to provide background information on climatic variations that have occurred 
in the case study areas in the recent past and which have, in some circumstances, been 
adopted as climatic scenarios in the climate impact assessments in those areas. Data 
sources are discussed with an indication of limitations of coverage and other shortcom-
ings. The surface temperature data show that there was a warming at least over the 
land areas of the northern hemisphere from the turn of the century until about 1940, fol-
lowed by a cooling until the rnid-1960s and a subsequent warming. The spatial patterns 
of the temperature variations in the northern hemisphere have been analyzed using 
annual average data. Further studies have shown that at least in the winter season the 
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regional temperature variations were associated with changes in the atmospheric circula-
tion at the surface. There is no evidence for a consistent relationship between average 
temperature over a period and interannual variability. Long-term fluctuations in precip-
itation are also noted in some regions. Correlations have been found between tempera-
turc and precipitation, although the sign and magnitude of the correlation vary accord-
ing to location and season. 

Section 5 

This section, together with the section that follows, provides a case study of the advan-
tages and disadvantages of linking biophysical and economic models in attempts to 
assess the effects of climatic change. Here, the effects of changes in temperature induced 
by a doubling of present-day atmospheric carbon dioxide concentrations (2 x CO 2 ) on 
the productivity of northern hemisphere boreal forests are assessed using a simple forest 
growth model. The productivity of boreal forests is closely correlated with accumulated 
temperatures during the year the effective temperature slim (ETS) - this relationship 
forming the basis of the growth model. Monthly temperatures for a 4' latitude x 5' 
longitude network of grid points in the latitude band 38'N-70'N are converted to ETS 
both for observed (1931-1960) "present-day" conditions and for 2 x CO 2  conditions. 
Temperatures under 2 x CO2  conditions are those derived from estimates of the God-
dard Institute for Space Studies (C 155) general circulation model (GCM). The com-
fSlted ETS values are then converted to annual growth and mapped. Several uncertain-
ties in the analysis are acknowledged and discussed. Results indicate that the location 
of the boreal zone under the GISS 2 x CO 2  scenario would be shifted northwards by 
500 1000 krn, and forest, growth would increase in all parts of the study area with the 
greatest increases occurring in northern maritime regions. The results reported here are 
used in Part I, Section 6, as inputs to a further set of experiments to assess the economic 
implications of productivity changes on the world's forest sector. 

Section 6 

High-latitude forests provide the raw materials for an important part of the world's 
forest products industry. Section 5 indicated potentially large increases in forest produc-
tivity in the horeal zone under the temperature changes implied by the Goddard Insti-
tute for Space Studies (GISS) climate model for a doubling from present levels of atmo-
spheric carbon dioxide concentrations (the (1155 2 x CO 2  scenario). This section 
quantifies some of the economic effects of those productivity changes using an economic 
model of the global Forest sector. The model projects production, consumption, prices 
and trade of 16 forest products in 18 regions which comprise the globe. Ecological 
effects associated with changes of climate enter the model through the forest growth and 
timber supply components. The model computes partial market eqi.milibrium solutions 
for each of the ten 5-year periods covering 1980 to 2030, the latter date assumed to be 
the date at which doubled CO 2  levels are reached. The absolute values of the results 
are highly speculative owing to uncertainties in the climate, biological and economic 
models, and because of the long time period of projections. Nevertheless, assuming that 
relative increases in forest growth due to climate warming are greater in the boreal zone 
than in other regions, three results seem fairly robust; 

The primary benefits of the increased supply will accrue to the consumers of forest 
products. 
While some producers, both in the directly affected regions as well as in other 
regions, are likely to benefit from the increased timber supply, others in directly 
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affected regions where the increase in supply is small may actually be hurt by cli-
mate warming. 

(3) Climate warming imposes sgni6cant costs on regions where productive capacity is 
currently marginal and where large investments have been made to grow trees 
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The Assessment of Effects of 
Climatic Variations on Agriculture: 
Aims, Methods and Summary of Results 

Martin Parry and Timothy Garter 

1.1. Introduction 

There is growing evidence that increasing concentrations of carbon dioxide 
(CO2) and of other radiatively active trace gases in the atmosphere may be hav 
ing a long-term effect on our climate. The earth is at present experiencing a long 
timescale climatic warming, with global mean temperatures increasing by 
0.30.7'C over the last 100 years (WMO, 1986). Five of the nine warmest years 
in the entire 134-year global temperature record occurred after 1978, the three 
warmest being 1980, 1981 and 1983 (Jones et at., 1986). Although this observed 
increase cannot yet be ascribed in a statistically rigorous manner to the iricreas-
ing concentration of CO 2  and other trace gases, its direction and magnitude lie 
within the predicted range of their effects. Recent assessments suggest that, 
increases in global mean temperatures in the range of 1.5 5.5 C are likely to 
occur as a result of increases in CO 2  and other trace gases equivalent to a  dou-
bling of the atmospheric CO 2  concentration, which will probably occur between 
2050 and 2100 (Bolin et. aL, 1986). 

The magnitude of these climatic changes could be sufficient to bring about 
long-term changes in agricultural potential, hut it is not yet clear whether these 
changes in potential would he reflected in spatial shifts of cropping patterns and 
regional changes in agricultural output. However, preliminary estimates are that 
in the mid- to high-latitude cereal growing zones, shifts of several hundred kiloni-
eters per 'C change are possible, assuming unchanged technology and economic 
constraints. 

In addition to potentially large-scale and long-term changes in temperature, 
short-term anomalies of climate continue to cause severe shocks to economies 
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and communities around the world. In 1982 and 1983 the most pronounced El 
Niflo event ever recorded was associated with major floods in Ecuador and Peru, 
persistent drought in Northeast Brazil and widespread forest fires in Australia. 
At the same time there occurred persistent drought in southern and eastern 
Africa, and in north-central India. 

Droughts have also recently affected the southeastern. United States (in 
1986) and the US Corn Belt (in 1983). Each of these short-term events has had 
a substantial effect on agriculture at the regional level. The 1983 drought in the 
US Corn Belt, for example, reduced average US maize (corn) yields by 29% rela-
tive to the year before (Parry et al., 1985). This, combined with a 29% reduc-
tion in planted area promoted by the IJS government to reduce over-production, 
resulted in a 50% fall in US maize production in 1983 in comparison with the 
previous year. 

Short-term variations in temperature can also affect agricultural output, 
especially in northern countries where the growing season is limited by spring 
and autumn frosts. In Japan, for example, a cold winter in 1982-1983 was fol-
Towed by a late spring and cool summer in 1983. As a result, average rice yields 
in the northernmost district, Ilokkaido, were about 21% below normal and there 
was extensive damage by weather to wheat and barley both in terms of the area 
affected and the quantity of production lost. Details are given in the Japanese 
case study in Part VI of this volume. 

These brief examples have, of course, greatly over-simplified the connection 
between climatic variations and fluctuations in agricultural output. Many other 
(non-climatic) factors are also at work, and it is not a simple task to unravel 
them. However the indications are, firstly, that short-term climatic anomalies 
will continue to cause short-term perturbations in output and, secondly, that 
future Tong-term changes in climate may alter the long-term agricultural poten-
tial of different regions of the earth. Taken together, these are sufTicieiitly corn-
pelling reasons for attempting to extend our understanding of the effects of 
climatic variations on agriculture. 

1.2. Aims 

This volume considers, firstly, the range of effects that both short-term and 
long-term changes of climate may have on agriculture and, secondly, the array of 
adjustments available to mitigate or exploit these effects. The core of the 
volume is a number of case studies of cool temperate and cold regions in the 
northern hemisphere. A companion volume reports results of similar case stu-
dies in semi-arid regions (Parry et al., 1988). 

The two volumes are the outcome of a research project based at the Inter-
national Institute for Applied Systems Analysis (IIASA) and funded jointly by 
IIASA and the United Nations Environment Programme (UNEP) as part of the 
World Climate Impact Programme (WCIP). The WCIP is one of four com-
ponents of the World Climate Programme (WCP) that was initiated by the 
World Meteorological Organisation (WMO) in 1979. 
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The purpose of the project was twofold: 

(I) To investigate the effects of climatic change and variability*  on agriculture. 
(2) To evaluate alternative responses to these effects. 

An important premise behind the study was that, while we are not yet in a posi-
tion to forecast how the climate may change (either in the short- or long-term) 
we can estimate the potential consequences of each of a number of possilie 
climatic changes. By considering the range of impacts from and adjustments to 
these possible events we can improve both our techniques of impact analysis and 
our armoury of potential responses. Thus, at some point in the future, when we 
are able to make reasonably accurate forecasts of climatic change, we shall also 
have acquired an ability both to assess their impact and to respond effectively to 
them. 

1.3. Alternative Approaches to the Problem 

The past 15 years have seen encouraging developments in the method of climate 
impact assessment. With the benefit of hindsight it seems that our efforts up to 
the mid-1970s focused mainly on the (one-way) impact of climate on human 
activity. This has recently been replaced, and hopefully improved upon, by a 
greater emphasis on the interaction between climate and human activity. 

1.3.1. The emphasis on impacts 

The impact approach is based upon the assumption of direct cause and effect 
where a climatic event (for example, a short-term variation of temperature) 
operating on a given "exposure unit" (for example, a human activity) may have 
an "impact" or effect Pigure 11 (a). Such an approach certainly characterized 
studies which, for example, employed regression models to seek statistical rela-
tionships between climate and agriculture with a "black-box" approach that gave 
little attention to understanding the nature of the relationships. This was true of 
some aspects of the US Department of Transportation's Climate Impact Assess-
ment Program which sought to estimate the possible range of effects resulting 
from atmospheric ozone depletion (ClAP, 1975). It also characterized the 
approach followed by the National Defense University's study of possible effects 
of long-term climatic change on crop yields and agricultural production (NDU, 

*Throughout the volume reference is made to three forms of climatic perturbation: climatic 
variability, climatic change and climatic variations. Following Hare (1985), chm.atic vanab*hty 
describes the observed year-to-year differences in values of specific climatic variables within an 
averaging period Lypically 30 years). Ctsmattc change describes longer-term changes bdweers 
averaging periods either in the mean values of climatic variables or in their variability. These 
two descriptors form subsets of the third collective term, thmatsc varwilons, which embraces 
short-, medium- and longer-term changes with time in values of climatic variables. 
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Impact approach 

IMPACT 	
_____ EXPOSURE UNiT k 	CLIMATIC 

I 	(e.g. activity) 	I 	I 	VARIATION 

Interaction approach 

OTHER FACTORS INTERACTION 	I 	I 	CLIMATIC 

	

environmental H (including response < 	VARIATION 
environmntaI 	to external factors) and non-  

Figure 1.1. Schema of simple (a) impact and (h) interaction approaches in climate irn-
pact assessment (adapted from Fcates, 1985). 

1980). }lere the emphasis was on the search for relatively simple connections 
between a climatic variation on the one hand and a possible response on the 
other. In reality, of course, so many intervening factors operate that it is both 
misleading and quite impossible to treat these three study elements (climatic 
variation-exposure unit-impact) in isolation from their environmental and socie-
tal niilieu, and very few studies have followed this method with success. 

1.3.2. The emphasis on interactions 

More recently, the focus of attention has been to seek a better understanding of 
the interactions between climate and human activity by assuming that a climatic 
event is merely one of many processes (both societal and environmental in ori-
gin) which may affect the exposure unit [Figure 1.1(b)]. To illustrate, it may be 
argued that the magnitude of the effect of the 1930s drought on the Canadian 
prairies was substantially increased by the depression of farm prices and the 
desperate economic straits that had been reached by many Prairie farmers before 
the beginning of the drought. In addition, widespread ploughing of soils prone to 
wind erosion increased the amount of windblown dust which choked crops and 
reduced yields. Economics, weather and farming technology thus interacted to 
create a severe economic and social impact that was perhaps pre-conditioned by 
the Depression but triggered by drought. Likewise the effects of any change of 
climate in the future will be influenced by concurrent economic and social condi-
tions and the extent to which these create a resiliency or vulnerability to impact 
from climatic chauge. 
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OTHER FACTORS I 	list ORDER 	 CLIMATIC 
(societal, 	INTERACTIONS  
environmentaL 	F .g. biophysical) 	r 	1 VARIATION 

etc.)  

2nd ORDER 
INTERACTIONS 
(e.g. at enterprise lev€I: 
firms, farms, etc.) 

3rd ORDER 
INTERAC IrONS 
(eg.at  regional and 
national level 

Figure 12. Schema of interaction approach with ordered interactions. 

This interaction approach was adopted by the project on Drought and Man 
of the International Federation of Institutes for Advanced Study (IFIAS) (Gar-
cia, 1981). here the emphasis was on comprehending the syndrome of political 
and economic as well as meteorological events which resulted in the severe effects 
of drought in the Sahel in the mid-1970s. 

1.3.3. Orders of interaction 

Interaction models achieved greater realism by considering the "cascade" of 
interactions that can occur from the First-order hiophysical level, through 
second-order levels characterized by units of enterprise (farms, corporations, 
etc.) to third-order interactions at the regional and national level (Figure 1.1. 
This approach was followed by the European Commission study of the 
socioeconomic effects of CO 2-induced climatic changes, which used outputs from 
general circulation models (GCMs) to generate information on possible changes 
in temperature and precipitation that could he used as inputs to models of runoff 
and biomass production. Economic interactions at the second- and third-order 
levels were not, however, modeled (Meini, et al., 1984). 

1.3.4. The search for a fully integrated approach 

Additional complexity can be introduced by studying interactions of the same 
order, both within individual sectors (such as between different farming systems) 
and between different sectors (such as between the concurrent effects of a change 
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INTEGRATED IMPACT ASSESSMENT 

Fzgure .1.3. A hierarchy of models for integrated climate impact assessment. 

in climate on agriculture, forestry, water resources, etc.), and the feedback effects 
operating between them. This form of fully integrated assessment has been pro-
posed in some recent methodological studies of climate impact assessment, such 
as the Battelle Study (Callaway et al., 1982) but has yet to be successfully imple-
mented. In theory an integrated assessment could be performed at any level 
(hiophysicat, enterprise, or regional) and for any sector, and for any combination 
of these. A schema is given in Figure 1.9. 

It will be some time before fully integrated assessments can be implemented 
because the full complement of systems models and our ability to connect them 
satisfactorily does not yet exist. Yet there are encouraging indications that some 
elements critical to an integrated approach have been successfully incorporated 
in a number of recent reviews of methods (Parry and Carter, 1984; Carbon Diox-
ide Assessment Committee, 1984; Warrick et al., 1986; Maunder, 1986). In sum-
mary, we can say that over the past five years: 
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• 	We have moved away from studying impacts on averages (e.g., average 
crop yields) to considering also impacts on the range of expected effects 
(e.g., anomalously high or low yields). 

• 	There has been some progress in linking models of different orders and of 
different sectors to produce more integrated assessments. 

• 	Some recent assessments have experimented with a range of adjustments, 
and have thus begun to answer the question: "How might agriculture best 
respond to climatic change?" 

• 	We have begun to make assessments over real (geographic) space not sim- 
ply at a few arbitrarily-chosen points. 

• 	There has been some attempt to match the spatial scales of impact assess- 
ment to the spatial scales at which policy-makers and planners operate. 

1.4. An Outline of the IIASA/UNEP Approach 

The approach adopted in the IIA.SA/UNEP project has three general charac-
teristics. Firstly, it attempts a partially integrated assessment of impacts. 
Secondly, it adopts both a direct and an adjoint research method. Thirdly, it 
reports two types of experiment: impact and adjustment experiments. 

1.4.1. A partially integrated approach 

Three elements in the TIASA/UNEP project characterized its integrated 
approach 

Firstly, the project sought to assess the effect of climatic variations on agri-
culture by using a hirarrhy of modeis that included the following: 

• 	Models of climatic variation (based on outputs from general circulation 
models, on analysis of the instrumental record, or a combination of these). 

• J3iophysical models of first-order relationships, that is those between cer-
tain climatic variables (e.g., temperature, precipitation, insolation, 
windspeed, etc.) and biophysical supply or demand (e.g., biomass produc-
tivity, energy demand, etc.). In particular these considered the effect on 
crop growth, livestock production, livestock health, etc. 

• 	Economic models of second-order relationships, that is those at the enter- 
prise level (e.g., of farms, firms, agencies, institutions, etc.). These con-
sidered the effects (inter aha) of changes in farm-level production on farm 
profitability, farm purchases, etc. 

• 	Economic models of higher-order relationships, for example those between 
farm profitability and regional employment or gross domestic product. 

Secondly, it was considered important to consider the effects of climatic 
variations and their interactions with other physical systems, distinguishing 
between: 
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Figure 1.4. Schema of the LIASA/UNEP project's approach: an interactive approach to 
climate impact assessment with ordered interactions, interactions at each level, and 
some social and physical feedbacks. 

• 	Those in which the effects of the climatic variation are transmitted through 
other physical systems (e.g., by pests and diseases; by changes in soil struc-
ture, soil nutrients, soil erosion, salinization, etc.). 

• 	Those in which the effects of the climatic variation are themselves affected 
by other concurrent environmental trends (such as acid deposition, ground-
water depletion, etc.). 

Thirdly, the project considered two types of response to climate impacts: 

• 	Adjustments at the enterprise level (which at the farm level might include 
changes of crops, increased irrigation, changes in fertilization, etc.). 

• 	Policy responses at the regional, national and international level. 

Figure 1.4 gives a schema of the project's study method, which incorporates 
the three ciements outlined above. 

1.4.2. The use of direct and adjoint methods 

The scientific method most frequently adopted in climate impact assessment is 
the direct method in which, for example, the effects of a change in an input vari 
able (such as a change in temperature) are traced, in a number of steps, along 
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several pathways (e.g., temperature -4 crop biomass productivity -# forage level 
carrying capacity - livestock production meat and milk supply, etc.) ]Fig-

ut-c 1.5(a)]. The question is thus posed: "For a given variation in climate, what 
is the effect on, for example, ecosystems, economy and society?" An advantage 
of this approach is that assessments can he made even if the number of climatic 
scenarios is restricted (for example, in the case of projected possible future cli-
mates). The analysis is conducted on the basis of the character of the climatic 
changes rather than their likely impacts. 

An alternative or adjoint method (Parry and Carter, 1984) focuses first on 
the sensitivity of the exposure unit and addresses the questions: 

To what aspects of climate is the exposure unit especially sensitive? 
What changes in these aspects are required to perturb the exposure unit 
significantly? 

Climatic scenarios can then be characterized partly on the basis of these detected 
sensitivities and partly along lines adopted in the direct approach described 
above. The steps are illustrated in Fgurc 1.5(b). An advantage of this approach 
is that it can help identify sensitivities independently of state-of-the-art climatic 
scenarios and can allow climatic changes to he expressed in the form which has 
direct meaning for the exposure unit. To illustrate, in the Saskatchewan study 
in this volume, the effects of climate on agriculture have been characterized in 
terms of the frequency of days of blowing dust because a sensitivity study of 
Prairie agriculture identified such events as critical to the sustainability of cereal 
production in the region. 

1.4.3. The conduct of impact experiments and 
adjustment experiments 

In this project two broad types of response experiment were conducted (cf. F!g-
nrc 14 In a number of impact experiments each set of models in the hierarchy 
simulates a limited number of feedbacks within its own sub-systems. The form 
of analysis is therefore essentially sequential, estimates of effects being based 
largely on assumed and essentially static sets of agronomic and economic 
responses. 

Adjustment experimens involve altering some of these assumptions to 
evaluate various options available to offset or mitigate the effects. These 
responses might occur at the enterprise level (for example, a farm-level decision 
to switch to a different crop) or through a change in government policy (such as 
a change in farm subsidies). Experiments for different crops, varying amounts of 
fertilizer, etc., can enable a new set of impact estimates to be generated which 
can then be compared with the initial estimates, and thus help in evaluating 
appropriate policies of response to climatic variations. 

In the studies reported here it has frequently proved useful to perform 
these experiments in a sequence, firstly, conducting impact experiments on the 
(unrealistic) assumption that the economic and social systems will undergo no 
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change and secondly, conducting adjustment experiments which incorporate an 
increasingly complex pattern of assumed responses. 

1.4.4. Sonic integrating concepts 

Three broad concepts provi(Icd a common focus for the study: the evaluation of 
climatic changes as changes in risk, the mapping of impact areas, and the 
emphasis on vulnerability of marginal systems to climatic change. 

ClimatIc change as a change in risk 

Government interest in impacts from climate is often a short-term concern (e.g., 
the effects of droughts, floods, cold spells, etc.). Long-term climatic changes, 
such as that which might result from increasing atmospheric CO 2 , are frequently 
not perceived by governments to he of immediate importance. This suggests, 
therefore, that a useful way to express long-term climatic change for the policy 
maker is as a change in the frequency of short-term anomalies. For example, 
estimates from this study indicate that in Saskatchewan the frequency of drought 
would increase frorri 3% of all months at present to about 9% under a doubled 
(0 2 climate. One advantage of this type of approach is that the change can he 
expressed as a change in the risk of impact (Parry, 1985a). This would enable 
governments to devise programs that accomnniodated specified tolerable levels of 
risk, and adjust policies to match the new risk levels. 

I)elimniling impact areas 

In order to conduct useful impact analyses, it is important to he specific about 
the exposure unit being studied and its location. One method of identifying 
areas that can be affect(d by climatic variations focuses on the shift of limits or 
margins representing boundaries between arbitrarily defined classes (Parry, 
19851)). The classifications may be of land use, agroecological potential, vegeta-
tion, crop yields, etc., arid the boundaries delimit zones on maps that may shift 
in response to a change in climate, thus defining "impact areas". This method 
can be combined with the change-in-risk approach to help identify agricultural 
areas that are particularly sensitive to climatic variations. Examples reported in 
this volume include spatial shifts of thermal resources, of zones of net primary 
productivity, and of agricultural potential. 

Vulnerability at the margin 

Underlying the identification of spatial shifts of climatic resources is the idea 
that sensitivity to climatic variability may be more readily observed towards the 
margins of tolerance of an organism or activity, or at the margins of comparative 
advantage between two competing activities. We can detine three types of "mar-
ginality": 
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Spatal or geographical rnarginahty, which describes the edge of a specified 
region defined in biophysical or economic terms. 
Economic marginality, where returns on an activity barely exceed costs. 
Social mar ginaliy, where an underdeveloped population becomes isolated 
from its indigenous resource base and is forced into marginal economies 
that contain fewer adaptive mechanisms for survival (Baird et al., 1975). 

These marginal areas or groups do not necessarily coincide on the ground. 
Marginal populations, for example, are not always found in areas that are poorly 
endowed with resources. But it is reasonable to suggest that, whatever the type 
of marginality, it is characterized by a special sensitivity to changes in resource 
availability (such as changes in climate, which can itself be regarded as a 
resource). The margins can be mapped and their shifts can be used to designate 
areas of impact from climatic change or climatic variability. 

Marginality, risk and the spatial shift of these arc, thus, three concepts that 
underlie the studies in this volume: The focus is on regions near the northern 
limit of agriculture where levels of agricultural risk are already high; close atten-
tion is given to changes in risk that may result from changes of climate; and 
there is emphasis on mapping these effects in order to identify areas of possible 
impacts. 

1.4.5. The use of case studies 

In order to develop and test the methodology in a manageable research context 
the project focused on a number of case studies. The case studies fall into two 
groups: cool temperate and cold regions, and semi-arid regions. 
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Figure 1.6. Location of the case study regions: Saskatchewan (Canada), lceland, Fin-
land, the Leningrad, Central and Cherdyn regions (USSR) and northern Japan. 
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Cool ternperae and cold regions 

Consideration of CO 2-induced climatic changes is a prominent feature in these 
studies, partly because CO 2-induced climatic warming is expected to be more 
pronounced at higher latitudes, and partly because agriculture in these more 
economkally developed regions is less vulnerable to short-term climatic variabil-
ity. Results of these case studies are reported in this volume. 

Four criteria determined the choke of case studies, namely that they 
should: 

(t) Be near the northern limit of agriculture and this, prima facie, be sensitive 
to variations in temperature. 
Include a variety of geographical locations, farming types, and political 
structures (i.e., both centrally planned and market-oriented economies). 
Have available for use a variety of crop-climate and economic models 
already developed and validated for the region. 
have scientists and policy advisers with sufficient interest and time to make 
a commitment to research on the project. 

The regions chosen as case studies were: Saskatchewan (Canada), Iceland, 
Finland, the Leningrad, Central and Cherdyn regions of the northern USSR, and 
northern Japan (Figure 1.6). 

Semi-arid regions 

Vulnerability to drought is symptomatic of some agricultural systems in these 
regions, where a high degree of sensitivity to present-day climatic variability is a 
major source of system disruption. Case studies were conducted in the central 
Sierra of Ecuador, Northeast Brazil, central and eastern Kenya, dry tropical 
India, in the Stavropol and Saratov regions of the southern USSR, and in 
southeast Australia. Results of these are reported in Volume 2 (Parry et. a!, 
1988). 

Organization 

In each case study a team of between 4 and 7 scientists and policy advisers per-
formed the experiments and submitted results. The teams met together at 
IIASA at the beginning of the project to establish common goals, agree upon 
climatic scenarios and upon methods of impact assessment, and to determine the 
intended outputs. They then returned to their home regions to complete the 
research, which was reported in draft form at a second meeting at 1IASA. Omis-
sions, overlaps and errors were discussed at that meeting, and results were sub-
mitted to IIASA for external reviewing and subsequent revision. 

1.4.6. A common set of experimcnts 

In order to establish a degree of comparability which would enable subsequent 
synthesis and the generalization of results, the case studies adopted similar 
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climatic scenarios, similar model hicrarchks and similar analytical approaches 
(Figure 1.7). 

Types of climatic scenario 

Each case study was asked to consider the effects of three scenarios of climatic 
variation: 

A single, anomalous weather year, taken from the region's historical instru-
mental record. 
An extreme weather decade or period of weather-years, also taken from his-
torical data. 
A long-term change of climate that might result from a doubling of atmo-
spheric CO 2 . Data for this scenario were derived from grid-point outputs 
from the Goddard Institute for Space Studies (GISS) GCM (Hansen et al., 
1983, 1984). It is referred to in the following pages as the "GISS 2 < CO 2  
scenario". It should be noted that the "direct" effects of increased atmo-
spheric CO 2  on plant growth and water-use efficiency were not considered 
in the impact experiments (except for a single example in the USSR study). 

Thus short-term, medium-term and long-term climatic variations were all 
considered. Details of the development of scenarios are given in Appendix 1.1 
and also in Sections 3 and 4. 

Linlcng the models 

in each case study a variety of models of crop-climate relationships were used to 
estimate first-order effects. Descriptions and coniparisons of these can be found 
in Section 2. Three main types of model were used: 

Agroclimatic indices that combine into a single term those meteorological 
variables that most influence plant growth. 
Empirical-statistical models that relate a sample of annual crop yield data 
to weather data for the same time period and area using statistical tech-
niques such as regression analysis. These were most valuable for estirriat-
ing the impacts of short-term climatic anomalies, the magnitude of which 
were within the range of conditions upon which the model was based (thus 
not requiring extrapolation of model relationships). Assessments using 
these models were most successful in areas where crop yields are highly 
sensitive to a single climatic variable. 
Simulation models that are based on an understanding of the relationships 
between the basic process of plant and crop growth and environmental fac-
tors. Despite their general requirements for quite detailed meteorological 
and physiological data, simulation models are more firmly based on experi-
mental observation than statistical models, and were therefore more suited 
to conducting adjustment experiments in this project (particularly when 
considering longer-term effects of changes in climate). 
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Adjustment experiments 
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Figure Li. Types of model used and stages of analysis adopted in the HASA/UNEP 
project. 
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!ntroductton to the case studtei 

Table 1.1. Checklist of experiments on the effects of climatic variations on agricultural 
production. Experiments in Part A assume cc. 1980 technology. Experiments in Part B 
assume adjusted technology. In each case study three or more climatic scenarios were 
considered (for details, see text). 

Type of experiment 	 Case study regions 
Saskatchewan 

A. Impact experiments 	 (Canada) 	Iceland Finland N. USSR Japan 

Effects on derived parameters of climate 

Accumulated temperatures 	X 	 X 	 X 
Onset of growing season 	 X 
Precipitation effectiveness 	 X 
Drought frequency 	 X 

Effects on potential 

Biomass potential X X 
Biomes X 
Cropping limits X 
Forest limits X 
Wind erosion of soil X 
Index of soil fertility X 
Probability of crop maturation 	 X 

Effects on crop yields 

Spring wheat X X X 
Winter wheat X 
Barley X X 
Oats X X 
Winter rye X 
Corn for silage X 
Potatoes X 
Vegetables X 
Hay X X 
Pasture X 
Rice X 
Yield variability X X 

Effects on livestock 

Carrying capacity X 
Carcass weight X 

Higher-order economic effects 

Farm income X X 
Farm employment X 
Provincial GDP X 
Additional costs X 
National food supply X 
National food stocks - X 
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Table 1.1. continued. 

Type of ezperiment 	 Case study regions 
Saskatchewan 

B. Adjustment experiments 	(Canada) 	Iceland Finland N. USSR Japan 
Changes in crop type 

From spring to 
winter varieties 
From early- to late- 
maturing varieties 

Changes in fertilizer appiwations 
To increase or optimize yields 	 X 
To stabilize 1980 yields 	 X 

Changes in soil drainage 
To prevent waterlogging 	 X 

Changes in land allocation 
To stabilize yield 	 X 
To optimize production 	 X 	 X 

Changes in bought in food 
To supplement fodder supply 	 X 

Outputs from these were used as inputs to models of second-order effects 
where these models were available. In some case studies detailed farm simula-
tions were available., but elsewhere farm-level responses needed to he described 
in a non-quantitative fashion. To illustrate, the case study in Finland used a 
hierarchy largely of regression models: first-order effects of climate on cereal 
yields were estimated using regression models, and farm-level profitability was 
then investigated as a second-order effect of the climate-induced yield changes by 
balancing the gross returns per unit of production against farmers' expenditures. 
Average net return was thus obtained on a regional basis assuming present-day 
price and cost levels. Finally, the implications of changes in crop yields and pro-
duction for agricultural policy were examined, both at the regional level (in rela-
tion to income equalization policies within Finland) and at the national and 
international levels (with respect to natioiial average farm income, self-sufficiency 
objectives and overseas trade). 

In contrast, the Saskatchewan study used a mixed hierarchy of simulation 
and regression approaches. A simulation model estimated altered yield levels of 
spring wheat that were used as inputs to farm-level modds, converted to produc-
tion figures and then aggregated by farm size and soil zone to give provincial 
production and commodity changes. These were then used as inputs to a 
regional input—output model which considered impacts both on the agricultural 
and the non-agricultural sectors. Finally, changes in output levels for various 
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economic sectors were translated into changes in employment using a third, 
employment, model (for details see Part II). 

Anal tical stages 

Where possible the case studies adopted the adjoint approach, considering first 
the varying sensitivities of different regions, sectors and farming systems to 
different types of climatic variation and thus identifying, a priori, points of spe-
cial vulnerability that should be the focus for study. Scenarios of climatic varia 
tion were then constructed using those climatic variables (or derived variables, 
such as effective temperature sum, onset of growing season, etc.) considered most 
appropriate for the particular impact study. Various orders of effect and 
response were then considered (Figure 1.7). 

Table Li is a checklist of the impact experiments conducted for each case 
study. It includes: 

Effects on derived climatic parameters (e.g., effective temperature sum, pre-
cipitation effectiveness, etc.). 
Effects on agricultural potential (e.g., shift of altitudinal cropping limits, 
changes in probability of ripening, etc.). 
Effects on crop yields. 
Effects on livestock. 
Higher-order effects such as on farm income, farm employment or on 
national food stocks. 

These were followed by adjustment, experiments which considered the 
efficacy of various on-farm adjustments as responses to variations in climate, 
including: 

Changes of crop type or cultivar to suit the expected weather. 
Changes in the amount of treatments applied, especially fertilizer applica-
tions. 
Changes in the timing of farming operations to suit the weather (e.g., the 
timing of soil preparation, planting and fertilizing). 

More general policy responses at the regional and national level were also 
considered. These included: 

Changes in regional land-use allocations. 
Changes in national agricultural support policies. 

1.5. Major Findings of the Present Study 

In this subsection we report some general conclusions about the effects of 
climatic variations. Consideration is given to types of first-order effect, types of 
higher-order effect, potential farm-level adjustments and potential national 
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policy responses. We then discuss the project results in more detail, prior to 
making recommendations about adjustments, policy responses and future 
research directions. 

1.5.1. Spatial complexities and non-Jinearities 

The geography of ehmatic change and its effecl 

It should first be emphasized that IL is not always a straightforward matter to 
make valid generalizations about the effects of climatic variations, largely 
because they can exhibit such a complex pattern in both time and space. Not 
only are there likely to occur varying degrees of a6solnle change in climatic vari-
ables at different locations, but the effect of these changes is very much a func-
tion of the change in climate relative to the existing (baseline) conditions. For 
example, while effective temperature sums (ETS) in southern Finland were 
found to increase by 33% under the CISS 2 x CO 2  scenario, in northern Finland 
(where they were already one-tenth lower than in the south) the increase is 43%. 
Thus much of the variation in yield responses is a function of the geogra)1y of 
existing potential. 

While that geography is often complex, there are, however, some general 
spatial patterns which can be detected. For example, because agricultural pten-
tial generally decreases northward in most of the areas studied, the same abso-

lute increases of temperature have greater relative effects on crop potential at 
higher than at lower latitudes. 

In addition, because the magnitude of temperature changes expected to 
result from increases in atmospheric CO 2  is greater at higher latitudes, we can 
reasonably expect substantial effects on crop potential in far northern regions. 
To illustrate, we may draw upon results from the Japanese case study in this 
volume. These indicate that mean July-August temperatures increase more in 
northern Japan (i 3.5C in Ilokkaido) than in central Japan (i 3.2'C in Tohokii) 
under the CISS 2 x CO 2  scenario. The effect of these different absolute changes 
on different regional climates means that effective accumulated temperature 
increases significantly more in Ilokkaido (-35%) than in Tohoku (1-29%). As a 
result, the estimated increases in rice yields in ilokkaido are twice that in 
Tohoku. Similar differential effects are found in other northern regions. This 
has profound implications for the support policies that at present bolster farm 
incomes in northern regions (see Subsection 1.5.8 below). 

The non-linear effeels of c(imaiic change 

Because the relationship between climatic change and its effect on agriculture is 
frequently non-linear, small climatic changes can have large effects. Consider, 
for example, the relationship between temperature and spring wheat yield in 
Saskatchewan. Here temperatures of around 1 C less than average are generally 
beneficial for yields because the crop's moisture requirement for transpiration is 
decreased. However, reduced temperatures also imply a shortening of the 
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Figure 1.8. Hypothetical yield-temperature response curves for two crops (A and B) in 
the same region, 

potential growing season, and at temperatures 2°C less than average the crop 
will generally fail to ripen and yields are thus nil, cf. Figure 1.20 (a)]. In this 
instance a 1 to 2°C decrease in growing season temperature is a critical threshold 
beyond which quite small variations of climate can have a dramatically increased 
effect. One of the present priorities in climate impact assessment is to identify 
critical thresholds such as these, and estimate whether they are likely to be 
exceeded under certain scenarios of climatic change. 

In general the relationship between crop yield and climate exhibits a 
greater degree of linearity than that exemplified above. Normally we might not, 
therefore, expect a small increase of ternperattire to have a dramatic eFfect on 
yields. In the core grain growing regions of North America and Western Europe, 
for example, a 2°C warming with no change in precipitation is estimated to 
reduce average yields by 10±7% (Bolin, et at., 1986). however, the differences in 
response by different crops may be criticaL Consider, for example, the yield 
response to average temperature of two crops in the same region (Figure 1.8). If 
we assume that these crops are otherwise equally competitive, then the cross-
over of the curves indicates the point at which the crops are equally profitable. 
To the left of the cross-over it would make sense, ceterie paribus, to grow crop A, 
and to the right crop U. In this simple example a small climatic change would 
result in a major change in choice of crop and thus of land use in the region. in 
reality patterns of cropping and livestock production throughout the world are 
the result of the intersection of similar (though more complex) functions. A 
small change in one of these functions, perhaps due to a change of climate, can 
cause a radical change in regional production patterns. 
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In addition we should note the strongly non-linear effects on the frequency 
of extreme events such as droughts and cold spells that can occur as a result of 
changes in mean climate. For example it has been demonstrated that, in north-
ern Europe near the present altitudinal limit of cereal cropping, a 0.6 'C increase 
in mean annual temperature can decrease the frequency of 'cooi summer" crop 
failure by a factor of 14 (Parry and Carter, 1985). Similarly, an increase of 
1.7'C in mean maximum temperatures in the US Corn Belt increases by three 
times the likelihood of a run of 5 consecutive days with damaging high tempera-
tures for maize (Mearns et. at., 1984). 

Effect.s can be rnuUiplicattve and cumulative 

The ultimate effects of a climatic anomaly on agriculture may often be greater 
than simply the first-order effects on yield. In some cases, two or more first-
order effects may induce a combined effect that is multiplicative. For example, 
in iceland during a cold decade, hay yields are reduced but the fodder require-
ment for sheep is increased because there is reduced grazing available and a 
shorter- than- normal growing season. The combined effect is to reduce carrying 
capacity quite sharply and to increase the requirement for "bought-in" feed. 
Conversely, higher temperatures, higher grass yields and a longer grazing season 
would reduce the requirement both for winter stall-feeding in particular, and for 
winter housing for stock in general, thus radically altering the present-day alloca-
tions of capital to these expensive items 

In addition, apparently minor annual effects of climatic anomalies on agri-
cultttre can, if repeated over successive years tinder a changing climate, accumu-
late to produce significant long-term effects. Some first steps at modeling these 
effects have been taken in the Japanese case study where the CISS 2 x CO 2  
climatic scenario has been introduced into a regional econometric rice model, not 
as an instantaneous change in climate, but as a linear transition between 
present-day and 2 x CO 2  temperatures over a 17-year simulation period. 
Although this is, of course a very rapid and somewhat "unreal" climatic change, 
the results indicate that the annual increment in national rice supply due to pro-
gressively higher temperatures is still relatively small. However, over the 17-year 
period, these small increases in estimated supply would, assuming unaltered 
government policies, lead to more than a doubling of rice stocks and thus pro-
duce a major national rice surplus. Appropriate changes in national agricultural 
policies to avoid this outcome are considered in Sibsection 1.5.8 below. 

1.5.2. Climatic change versus present-day anomalies 

How can we judge the magnitude of effects of possible future changes of climate? 
One way is to use as a bench-mark the effects of present-day climatic extremes. 
An advantage is that we can measUre the effects of these events and also have 
some idea of the more appropriate ways of responding to them and these may 
provide some clue to effects and responses in the longer-term.. However, caution 
is necessary because we are comparing part of the interannual variability around 
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the mean with changes in the mean. We consider these complications and make 
detailed comparisons later in this subsection (1.6.3). At this point it is useful to 
summarize our conclusions. 

Understandably, the relative magnitude of present-day extremes and mean 
conditions under the GISS 2 x CO2  scenario depends greatly on the geography 
of existing variability and of changes predicted by the GISS GCM. The former 
is characterized by large differences between temperate and continental loca-
tions, differences that are reflected, for example, in the present-day location of 
l)orea.l forests (see Section 5). The latter are as much the product of present lim-
itations of GCMs as they are a reflection of the future geographical pattern of 
climatic change. These limitations are discussed in Appendix 1.1 and in Section 
3. 

In these comparisons of the effects of short-term and long-term climatic 
variations we assume that management and technology are at 1980 levels. It 
should thus be emphasized that we are comparing simulated, not actual effects. 
Appiopriate adjustments in farming systems could well reduce the levels of 
impact. With these caveats in mind, it appears that: 

• 	In Saskatchewan an average weather-year under the CISS 2 x CO 2  climate 
would he broadly similar in its scale of effect on wheat yields and wheat 
production to that estimated for the most anomalous five-year period on 
the local instrumental record the extremely warm and dry period 
1933 1937. Individual extreme years, such as 1961, have exceeded this 
level of anomaly. 

• 	In Iceland temperatures under the GISS 2 X CO 2  scenario exceed any of 
those experienced in individual years over the past century. Effects on 
yields of hay and carrying capacity of sheep are about four times those of 
the 10 warmest years since 1931. 

• 	In Finland the effects on crop yield of higher temperatures assumed under 
the 2 x CO 2  scenario are roughly double those estimated to occur in 
weather typical of the most extreme warm periods that have occurred this 
century (e.g., 193 1-1940 and 1966-1973). 

• 	In the northern USSR, the effects on crop yield of increased temperatures 
and precipitation under the GISS 2 x CO 2  scenario are negative, and oppo-
site to the effects of warmer- than- average conditions characteristic of the 
present-day climatic variability. 

• 	In Japan the effects on rice yields of higher temperatures assumed under 
the GISS 2 x CO 2  scenario are of a similar magnitude to those estimated 
for one of the warmest individual years in the instrumental record (1978). 

1.5.3. First-order effects of climatic variations on agriculture 

In this and the following subsections we describe in general the types of first-
order and higher-order effects of variations of climate. Specific results of impact 
experiments are summarized in Section 1.6. 
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Changes in length of growing season and period of crop growth 

Two of the major imnplkations of CO 2-induced temperature changes for the 
growth of agricultural crops at present cultivated in cool temperate and cold 
regions are: (a) a lengthening of the potential growing season, and (b) an 
increase in plant growth rates and thus a shortening of the required growing 
permod. For example, under the GISS 2 x CO 2  scenario the growing season in 
southern Saskatchewan is lengthened by 4-9 weeks, while the estimated matura-
tion period for spring wheat is reduced by 4--14 days (see Part 11, Section 4). 
One strategy to cope with the resulting mismatch between crop requirements 
and the thermal resources available for growth would be the substitution of crop 
varieties with greater thermal requirements (see Subsection 1.5.7). however, 
other characteristics of the growing season may place constraints on the choice of 
substitutes. For example, in southern Saskatchewan moisture constraints due to 
high evapotranspiration rates would restrict potential plant growth during the 
summer period (.July and August), splitting the effective growing season into two 
parts. Crops such as winter wheat or maize, with higher thermal requirements 
and a greater ability to withstand dry summer conditions, might be suitable as 
substitutes for spring wheat under these conditions. 

Changes in mean crop yield 

Fxcept where nioisttire is a limiting factor, yields of most crops in cool temperate 
and cold regions display a marked positive relationship to growing season tem-
peratures. This relationship varies, of course, from crop to crop. It is demon-
strably stronger in the north than in the south of some of the areas we have 
studied, and clearly indicates the marginal conditions of these northerly regions. 
The results also suggest that the cultivars grown in these areas, while bred to 
survive the cool conditions, are rarely able to obtain yields approaching the full 
potential. 

Crop yields estimated for the CISS 2 x CO 2  scenario are generally above 
the present-day average, a result that can be attributed to large predicted 
increases in precipitation offsetting the increased water demand from crop trans-
piration caused by markedly higher temperatures. Under these conditions, the 
low-temperature constraints on achieving potential yields are removed. How-
ever, the temperature increases are in some cases so great that crop cultivars are 
ill-adapted to the longer and more intense growing season and to the assumed 
range of (higher) temperatures under the GISS 2 x CO 2  scenario. As a result, 
mean yield levels are usually no greater than those obtained during anomalously 
warm periods at the present-day. 

Some crops can he expected to do better tinder the GISS 2 x CO 2  scenario 
than others. For example winter wheat would probably give higher yields than 
spring cereals in Saskatchewan and in the Central (Moscow) Region of the 
USSR. Also, in the latter region crops with greater thermal requirements such 
as maize would show a greater increase in yield than cold-region crops such as 
potatoes and oats. The differences in yield between various crops can thus be 
expected to alter. This will affect the relative profitability of different crops and 
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thus the extent to which they are grown in different regions. We provide a more 
detailed discussion of yield responses under various climatic scenarios later in 
this section (1.6.2). 

Changes in the variability of yields 

Since we at present know little about changes in the interannual variability of 
temperature and precipitation which might accompany a change of climate, in 
the experiments reported here this was generally assumed to he equal to the 
present-day variability. However, a number of the "extreme period" instrumen-
tal scenarios indicated that past changes in mean climate, though more modest 
than the 2 x CO2  changes, were accompanied by significant changes in year-to-
year variability. Moreover, several experiments indicated that whatever changes 
in climatic variability are assumed, these are not necessarily reflected in 
equivalent changes of crop yield variability. The rice model results for llokkaido 
illustrate two contrasting cases: 

During a 1957 to 1966-type "stable" climate the coefficient of yield varia-
tion is about one-third lower than during a 1974 to l.983-type "unstable" 
climate although mean temperatures and mean yields for the two periods 
are very similar. 
Comparison of the GISS 2 x CO 2  scenario results with those for the base-
line climate (1974-1983) indicates a reduction of over a quarter in interan-
niial yield variability and a small increase in mean yields, in spite of an 
assumption that there is no change in interannual climatic variability. 
This is due to a lower frequency of cold summer damage tinder the 2 x 
CO2  climate. 

The second point emphasizes that the effect of a change in mean climate 
and/or year-to-year variability on mean yield can be different from its effect on 
the above- or below-average yields. Furthermore, there is an added spatial 
dimension if we attempt to identify patterns of regional variability. Figure 1.9 
illustrates these points by showing how the relative effects of the cool- and 
warm-period climatic scenarios and the GISS 2 x CO 2  scenario on spring wheat 
yields in Finland differ, both between highest-yielding (5 percentile), average-
yielding (50 percentile) and lowest-yielding (95 percentile) years, and between 
central Finland and southern Finland. The former differences can be explained 
by contrasts in climatic variability between scenarios; the latter are largely 
attributable to the greater susceptibility in southern than in northern Finland of 
spring wheat to moisture stress during warmer-than-average years. 

Changes in the probability of yields 

A corollary of the effect on yield variabiJity is the effect on the probability or fre- 
quency of a given yield level. Given the strongly non-linear relationship between 
variations in average climate and the frequency of extreme events, discussed 
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Figure 1.9, The influence of climatic variations on different levels of spring wheat yield 
in central and southern Finland. Three yield levels are represented: lowest yields (95 
percentile), average yields (50 percentile) and highest yields (5 percentile). VIelds are 
relative to the 1959--1983 baseline. (Based on information in Figures 3.6 8.8, Part IV.) 

above in Subsection 1.5.1, it is cleat that climatic variations can be especially 
important in marginal farming areas where the risk of failure is already 
significant. In some of the experiments reported here, the level of risk is referred 
to as the level of crop certan1y. An example of this is presented in the case 
study in Iceland, where the potential area of successful barley ripening is 
expressed in terms of the number of lowland meteorological stations at which 
barley would ripen in 60% of years, and in 90% of years (Appfnthx 1.3). 
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Changes in yield quality 

While yields may increase in some regions under the G1SS 2 x CO 2  scenario, the 
quality of output may decrease. This is the case in Iceland where the digestibil-
ity of grass decreases with increases in temperature, thus reducing the otherwise 
marked gains in output on both hayfields and unimproved rangelands (see Part 
ITT). 

Changes in sensitivity to inputs 

One of the difficulties of estimating effects of climatic change on agriculture is 
that the sensitivity of yield to inputs such as fertilizers and pesticides also varies 
with climate. In Iceland, for example, it is evident that hay yield would he more 
responsive to altered fertilizer inputs during anomalous climatic periods if the 
mean level of nitrogen fertilization was lower than at, present. This means that 
adjusting levels of fertilization can he an effective stabilizing response in extreme 
years, a point that is considered further in Subsection 1.51). 

1.5.4. Effects on the spatial pattern of agricultural potential 

Spatial shifts of comparative advantage 

Different crops growing in the samr region often respond differently to a given 
change of climate. For example, assuming no change in rainfall, winter wheat 
yields in the Central (Moscow) Region of the European USSR are estimated to 
increase under a 1.5 'C increase in temperature while spring barley and oats 
yields are reduced (Appendix 1.5). in order to optimize agricultural output from 
the region there might therefore occur a substantial switch of crops, an adjust-
rrient which is explored further in Subsection 1.5.8. 

Likewise, the same crop grown in different regions may respond differently 
to a similar change of climate. In northern Finland, for example, barley would 
benefit from a higher ETS without moisture shortage, whereas in. southern Fin-
land yields could actually decrease as a result of the same change in tempera-
tures due to early summer moisture stress (Appendix .1.4). Comparable sensi-
tivity analyses of spring wheat yields in the northern and southern parts of the 
European USSR indicate similarly contrasting responses: at Cherdymi (west of the 
Ural Mountains) yields increase with increasing temperature, while near Volgo-
grad (some 1000 km farther south) they decrease (Appendix 1.5 and Parry et. al., 
1988). 

The combination of these two complexities of response (by different crops 
or varieties in the same region and by the same crops or varieties in different 
regions) would bTing about substantial shifts in the comparative advantage 
which one crop or mix of crops would have over another. In the Central Region 
(USSR), for example, a 1.5'C warming would suggest a strong move away from 
barley, oats and grassland and into winter wheat and maize for silage (Appendix 
1.5). 
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Figure 1.10. Safely cultivable" area for irrigated rice in northern Japan under four 
climatic scenarios (from Part VI). The safely cultivable area (shaded) is defined by the 
minimum level of accumulated temperatures during the growing season required for the 
crop to complete its normal life cycle. 
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Spatial shifts of crop potent al 

A consequence of the factors described above, together with many other sources 
of spatial complexity, is that climatic change can be expected to bring about a 
spatial shift of crop potential. Areas which are, under present climatic condi-
tions, judged to be most suited to a given crop or combination of crops or to a 
specified level of management will change location. In its simplest form this kind 
of shift can be seen as a shift in limits of the cultivable area. This is illustrated 
in Figure 1.10 for northern Japan where the "safely cultivable" area for irrigated 
rice under the GISS 2 x CO2  climate is more than double that under the 
present-day climate. Similar large-scale climate-related shifts of potential for 
maize and wheat have been investigated in North America (Biasing and Solo-
mon, 1983; Rosenzweig, 1985). 

Regional analogues as indicators of irrzpae.L 

Analogue regions for each case study area, based upon changes in temperature 
and precipitation assumed under the GISS 2 x CO 2  scenario, are shown in Fig-
ure 1.11. Regional analogues of this kind are useful for interpreting the GISS 2 
x CO 2  scenario for several reasons: 

(i) As effective illustrations of cIimatc change. As illustrations alone, regional 
analogues serve to highlight the magnitude of the future change in climate within 
regions in terms of the present-day difrererices in climate between regions. For 
example, the experiments reported elsewhere in this volume indicate that 
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Figure lii. Present-day regional analogues of the GISS 2 >< CO 2  climate estimated for 
the case study regions: Saskatchewan, Iceland, Finland, Leningrad and Cherdyn regions 
(USSR) and Hokkaido and Tohoku districts (Japan). 
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Iceland's climate under the CISS 2 x CO 2  scenario is similar to the climate of 
northeast Scotland today. 

(Q) As 2nthcaor5 of likely agricultural adaptations. Since agricultural activities 
have been developed and often adjusted by many generations of Farmers to 
match local climatic resources, it is reasonable to assume that, agriculture is, in 
most cases, closely tuned to present-day climate. Exceptions occur where 
economic, social and political forces have pushed certain farming types into 
regions which are climatically marginal to them. Elsewhere, however, present-
day farming types in analogue regions are a useful indicator of the adaptive stra-
tegies required to retune agriculture to altered climatic resources (e.g., by the 
substitution of new crops, the altered allocations of land to various uses, adjust-
ments in management practices, etc.). To illustrate, rice varieties at present 
grown in central and southern Japan which was identified as an appropriate 
regional analogue for the CESS 2 x CO 2  climate in northern Japan (Hokkaido), 
were used in adjustment experiments with crop simulations for Hokkaido to 
evaluate their adoption as an appropriate adaptive response. These rice varieties 
yielded 18 21% more under the CISS 2 x CO 2  climate than did present-day 
llolckaido varieties (see Part VI). 

() As untheators of potcrthal productiunty. Current agricultural productivity in 
the analogue region may also be of a similar magnitude to that attainable under 
a changed climate in the study area. This possibility otTers a new (often unique) 
opportunity to verify model estimates of crop response to climatic change. For 
example, a linear relationship has been found between national hay yields in Ice-
land during the period 1901 --1981 and a temperature index based on seasonal 
temperatures. The average temperature index for the period 19311-1960 is 1.0, 
while the highest observed annual index is about 1.2. Under the GISS 2 x CO 2  
scenario, however, the mean index rises to about 1.5, approaching the average 
present-day value in Northern Ireland (which is 1.74). If the yield/temperature 
relationship for Iceland is also valid for conditions in Northern Ireland, we could 
expect average hay yield under simflar management to he about 74% higher in 
Northern Ireland than in Iceland. In fact, yields in Northern Ireland are in good 
agreement with this estimate, thus providing some justification for extrapolating 
the hay yield index to the 2 x CO 2  scenario conditions in Iceland (see Part III). 

There are, of course, many difficulties with using regional analogues, due 
generally to regional variations in environmental, management and technological 
factors and in particular to differing responses to climatic variations by these 
various factors. Perhaps the most important general difficulty with respect to 
crop growth is the variation of daylength with latitude. Crop varieties at high 
latitudes are bred for short growing seasons with high photoperiods. Under 2 x 
CO 2  conditions, while substitution by varieties at present grown at lower lati-
tudes would make sense from a climatic standpoint, these varieties might not be 
suited to the long daykngths of their new environment. For this reason, geo-
graphical shifts in agricultural potential under a e0 2-induced climatic change 
may well have important implications for plant breeding (see Subsection L7.5). 
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1.5.5. Complexity due to other concurrent effects 

Further complexity stems from the relationship between climate and other 
environmental processes There are, indeed, numerous other paths by which 
changes in climate can have an indirect effect on agriculture, largely through 
concurrent effects on other physical systems. 

Effects on water resources 

Major changes in water resources may result from changes in climate and have 
serious implications for agriculture. To illustrate, changes in precipitation in 
Japan assumed under the CISS 2 x CO 2  scenario may involve increases in 
winter snowfall, increased spring snowmelt and thus changes in water availabil-
ity for rice irrigation (see Part VI). Changes in groundwater supply and fre-
quencies of flooding are also sources of major indirect effects of climatic changes 
on agriculture considered in detail in the case studies (see Parts V and VI). 

Effects on smi fertthty 

Increases in precipitation estimated for some regions under the GISS 2 x CO 2  
scenario are likely to lead to increased soil leaching and a consequent reduction 
in soil nutrient status. In the Leningrad region of the USSR an index of soil fer-
tility indicates falls in soil productivity of more than 20% by the year 2035 as a 
result of precipitation increases and assuming trend fertilizer applications. Large 
increases in fertilizer applications would be necessary to restore productivity lev-
els (Appendii 1.5). 

Effects on soil erosion 

Changes in climate involving changes in the frequency of dry spells may affect 
rates of wind erosion. in Saskatchewan the frequency of moderate and extreme 
droughts is estimated to increase three-fold under the GISS 2 x CO 2  scenario 
(and thirteen-fold if increases in temperature are not accompanied by increases 
in precipitation). Estimates of changes in the potential for wind erosion vary 
from - 14% to 129% according to the assumed changes in precipitation (Appen-
dix L2). 

Effects on the incidence of pests and diseases 

Variations of climate can cause spatial shifts in the survival and development of 
pests and diseases, somewhat similar to the spatial shifts of agricultural potential 
discussed above. However, factors affecting the transport, migration and disper-
sal of pests and diseases require more extensive research before these effects can 
be effectively modeled. For this reason little attention has been given to them in 
the case studies reported here. Where, however, their effects have been 
estimated it is clear that the consequences are serious. For example, while blight 
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and rust do little damage to potatoes and the few cereals that are grown in 
Iceland's cool climate at present, they could be expected to reduce yields much 
more under the warmer climate assumed for the GISS 2 x CO 2  scenario. This 
could make Iceland's climate similar to that, in northeast Scotland today where 
cereal losses from diseases amount at present to 10-15% (see Part 111). 

1.5.6. Higher-order effect,s of cJirnatic variations on agriculture 

Effects on fat-rn profitabihtj 

Assuming for the present that there is no change in costs of inputs, we can esti-
mate the effect of yield changes on farm profitability by analyzing the effect on 
net returns per hectare. in southern Finland, for example, net returns to barley 
cultivation under the GISS 2 x CO 2  scenario are estimated to increase by about, 
three-quarters and net returns of oats about three-fold (Appendix l). Yet 
present-day returns to farming in Finland, as in much of Furope, are heavily 
dependent on government support, and it is unrealistic to believe that this level 
of support would continue, in particular because of the production surpluses that 
would ensue. Changes in government agricultural support as an appropriate 
response to climatic change are considered in Subsection 1.58. 

Effects on regional production costs 

Changes of yield may also affect production costs, particularly in centrally 
planned economics where regional production targets are fixed and where levels 
of inputs are often adjusted to counter weather-related variations of yield. In the 
Central (Moscow) Region of the IJSSR, for example, a I C temperature change 
can reduce production costs of winter wheat and corn by 22% and 6%, respec-
tively, while increasing production costs for cool-summer crops such as barley, 
oats and potatoes (Appendix 1.5). 

Effects on regt anal and national food production 

The aggregate effect of altered yields on regional or national food production is 
the outcome of an extremely varied set of interactions, because yields are altered 
by differing amounts according to crop type, soil type, level of input and type of 
management. Owing to the complexities and uncertainties of modeling these 
relationships it has thus far been possible only to provide estimates for single 
crops. The results from experiments in the present study indicate that in 
Saskatchewan provincial wheat production under the GISS 2 x CO 2  scenario 
falls by 18%, while in Japan annual rice production increases by about 5% 
(Appendices I.and 1.6). 
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Effects on regional farm income 

By using aggregated data on crop yield as inputs to farm simulation models, 
changes in regional farm income can be estimated. To illustrate, five farm simu-
lation models were developed in the Saskatchewan study, one for each of five 
farm types. These were used to simulate commodity changes, net income and 
cash flow under different levels of crop production (estimated by a crop-climate 
model for the different climatic scenarios). These effects were then aggregated 
according to the type, size and dominant soil zone of farms, to give provincial 
totals representative of 65000 farms in Saskatchewan. In this way, provincial 
farm incomes were estimated to be reduced by 78% in an extreme dry year 
(1961-type), by 25% under a dry period scenario (1933 to 1937-type), and by 7% 
under the GISS 2 x CO 2  scenario (Appendix i.e). Varying margins of error 
accompany these estimates, details of which are given in Part II. 

Effects on regional farm income disparities 

Government policies of response in reducing price support for agriculture would 
need to be sensitive to the regional pattern of climatic effects. For example, in 
Finland under the GISS 2 x CO 2  scenario yields of barley and oats are 
estimated to increase both in the north and in the south of the country, but 
farmers in the south obtain greater increases in net return than farmers in the 
north. Moreover, the year-to-year variability of net return is lower in the south 
than in the north (Appendix 1.4). Thus, ceieris paribus, the south of Finland 
would further increase its advantage over the north for growing barley and oats. 
In contrast, the regional differences in estimated relative changes of spring wheat 
yields (higher in the north than in the south) suggest that the comparative 
advantage of cultivating spring wheat in the south may be reduced. This has 
major implications for regional planning because the low-productivity northern 
regions are at present heavily subsidized by the government (see Part IV). 
Adjustments in regional policies are considered in Subsectioti 1.5.8. 

Effects on over-supply 

In many of the cool temperate and cold areas covered in this volume agriculture 
is heavily and expensively subsidized by governments in order to maintain farm 
incomes and boost domestic food output. Without large-scale reductions in this 
support, it is likely that massive surplus production would occur in these areas 
under a warmer climate. In Japan, for example, the national rice stock is 
estimated to double under the GISS 2 x CO 2  scenario. That would leave the 
government with large surpluses of a rice variety that has a very limited market 
outside Japan and is at present produced at a cost well above the world level. It 
is clear, then, that government policy might need to be altered radically to 
reduce price support for rice farmers or to enforce the "set-aside' 1  of farmland in 
Japan (see Part VI). 
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higher-order effects on the wider economy 

Changes in farm profitability can be expected to affect other, non-agricultural 
sectors of the regional economy. Continuing with the Saskatchewan example, an 
input-output model was used to estimate the effects of provincial agricultural 
commodity changes (determined by the farm simulations, described above) on 
other sectors of the provincial economy (e.g. marketing, transportation and pro-
vincial household purchasing power). Reasonable estimates of effects under 
scenarios of short-term climatic variations are possible using this model and 
assuming present-day relationships between sectors of the economy, but these 
become unreliable under scenarios of longer-term climatic change. For example, 
purchasing power fafls by 38% under the extreme dry year scenario, by 13% 
under the dry period scenario and by 3% under the CISS 2 x CO 2  scenario 
(Appendix 1.2). Likely future adjustments in province-wide economic activity, 
which clearly would affect the last of these estimates, are considered in Subsec-
tions 1.5.7 and 1.5.8. 

Effects on employment 

Changes in agricultural production and profitability and the effects of these on 
the wider economy are likely, in addition, to affect the level of employment. In 
the Saskatchewan study, present-day statistical relationships are used to simu-
late changes in provincial employment as a function of changes in economic 
activity estimated for 12 sectors by the input output model under different 
climatic scenarios. In an extreme dry year, agricultural employment is estimated 
to fall by about 9% and total provincial employment by 6%, whereas under the 
dry period scenario (1933 to 1937-type) the reductions are 3% and 2%, respec-
tively (Appendix 1.4 Quite large margins of error accompany these estimates 
and these are likely to be greatly magnified for the estimates of effects under the 
GISS 2 x CO 2  scenario (reductions of 0.8% in agricultural employment and 0.5% 
in total employment). Substantial changes in employment structure can be 
expected to occur over this time-scale that are not considered in the simulations. 
An impact experiment of this kind merely gives an indication of the sensitivity of 
employment to climate, not a prediction of likely effects over the long-term. 
Further details are given in the Saskatchewan case study (Part 11). 

Parallel effects on other sectors 

The focus of this volume is on the responses to climatic variations of a single 
economic sector, agriculture. But while the results of first-order biophysical" 
impact experiments at the plant or crop level are largely separable from the con-
current first-order effects on other sectors (e.g., on forests, water resources, tran-
sportation, etc.), the higher-order effects and their various implications are not. 
For instance, the study of potential effects of the CISS 2 x CO 2  scenario on the 
productivity and economic profitability of northern boreal forests (Sections 5 and 
6) indicates that the traditional balance between forestry and agriculture in 
many northern regions could be significantly altered under a 2 x CO 2  climate. 
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Specifically, the enhanced growth rates of horeal forests estimated by a simple 
biological model for the GISS 2 x CO 2  scenario would lead to increased supply 
of forest products on the world market. The economic benefits of this (estimated 
by an economic model of the global forest sector) would accrue primarily to the 
consumers of forest products, through lower prices. Some producer-countries 
would also hncfit (e.g., Finland) while others, despite the increased produc-
tivity, may lose (e.g., Sweden). 

From results such as these we can begin to bring together some of the hith-
erto disparate strands of climate impact assessment. For example, by weighing 
the estimated benefits of the GISS 2 x (J0 2  scenario for Finnish forestry against 
the estimated effects of the same scenario on agriculture, some indications can be 
gained of the wider implications of CO 2-induced climatic change for national-
and regional-level policies in Finland. 

1.5.7. Potential farm level adjustments to climatic variations 

The effects that have been surmnarized above assume no changes in technology, 
management or in background economic conditions (product prices, labor sup-
ply, etc.). This assumption is unrealistic, at least with respect to long-term 
changes in climate, because experience tells us that these factors are likely to 
change substantially over the kind of time-scale estimated for atmospheric CO 2  
doubling. The estimates are not, thereFore, a prediction of future effects but a 
sensitivity analysis of present-day agriculture, enabling identification of those 
aspects and areas which may be especially vulnerable to climatic variations. 
This form of analysis also provides a basis for the next step the evaluation, 
firstly, of potential adjustments at the farm level and, secondly, of potential pol-
icy responses at the regional or national level. The former are considered here, 
the latter in Subsection 1.5.8. 

The farm level adjustments that have been considered are largely those 
that could be put in place now, since this enables us to parameterize them and 
use them as inputs to the linked models. Assumptions about uncertain future 
developments in technology, demand and prices are much less easy to specify. 
The adjustments are of five types: of crop variety, of soil management, of land 
allocation, of harvesting efficiency and of purchases to supplement production. 

Changes In crop variety 

(1) Change from spring to winter varieties. Under the CISS 2 x CO 2 scenario, 
yields of spring-sown crops (e.g., wheat, barley and oats) would be reduced in 
some regions, owing to the increased frequency of moisture stress early in the 
growing period. However, a switch to winter wheat or, in some areas, winter rye 
would reduce damage by high evapotranspiration rates and, in addition, take 
advantage of the longer potential growing season (assuming that snow cover 
remained sufficient to protect the crop against winter kill). In Saskatchewan 
experiments with a switch of 10% of the cropped area from spring wheat to 
winter wheat indicated reduced overall wheat output in a normal year, but 
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increased output in a drought year (Figure 1.12). A next step would be to evalu-
ate the effects over (say) 5 or 10 years of variable weather, to see which "mix" of 
varieties offer the highest aggregate production or (alternatively) the most stable 
income over a given period. Different planting strategies could then be devised 
to meet different farming goals. 

Change to candies with higher thermal requirements. A logical way of 
exploiting longer and warmer growing seasons at high latitudes is to use later-
maturing varieties with higher thermal requirements. In many cases the 
estimated yields of present-day varieties of crops such as spring wheat in N. 
USSR and early-maturing rice in northern Japan derive little benefit from a 
warmer 2 x CO 2  climate, and may even he reduced. Yet several experiments 
have shown that by substituting varieties with higher thermal requirements 
higher yields can he achieved (Figure 1.13). For example, in the Cherdyn region 
of the USSR., spring wheat varieties with thermal requirements 50 and 100 grow-
ing degree-days (GD!)) greater than current varieties gave yields 16% and 26% 
above the baseline under the CESS 2 x CO 2  climatic scenario. These estimated 
yield increases were further enhanced when direct effects of atmospheric CO 2  on 
plant. photosynthesis and water use were also simulated. 

In central and southern l'inland, the response of spring wheat varieties 
with thermal requirements 120 Cl)!) above the present-day varieties was tested 
for the GISS 2 x CO 2  scenario. Again, average yields were increased 
significantly both in central Finland (by about 20%) and in southern Finland (by 
approximately 10%). 

In northern Japan, simulated yields under the CISS 2 x CO 2  scenario of 
middle- and late-maturing rice were well above baseline values (+23% and 

26%, respectively) and much improved on the yield increase estimated for 
present-day early-maturing varieties ( 1 4%) (Figure 1.13). 

Change to varieties giving less variable yields. As discussed above, we know 
little about what changes could occur in the interannual variability of tempera-
ture and precipitation as a result of increasing atmospheric CO 2 . Any increase 
could have a profound effect on yield security. But, even if we assurrie the same 
degree of variability under an altered climate, the effects on crop yields are con-
sulerahle. It is possible, however, to test a number of varieties for stability of 
yield in order to reduce these effects. Our data from Hoickaido indicate that 
later-maturing varieties of rice would give higher and less variable yields under 
the (1155 2 x CO 2  climate (Figure 

The responses of different varieties to cool or warm summers under the 
changed climate are also of interest. In Japan, anomalously cool summers under 
the GISS 2 x CO 2  scenario would be warmer than their present-day counter-
parts and hence, with present varieties, they would provide higher yields, exceed-
ing even the 2 x CO 2  average yields. However, later-maturing varieties with 
higher thermal requirements would not respond favorably to the coolest sum-
rners, even under the warmer 2 x CO 2  climate. In-contrast, an anomalously 
warm summer in the 2 x CO 2  climate would actually lead to below-average 
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Figure 1.12. Effects of adjustments to crop allocation in Saskatchewan and the Central 
Region (N. USSR) and to fertilizer applications in Iceland, on agricultural receipts and 
productivity under different climatic scenarios (continued on facing page). 

yields of present-day varieties, while the later-maturing varieties would be better 
equipped to exploit the warm conditions, giving above-average yields (Figure 
1.15). 

Similar results are presented for central and southern Finland in Figure 
1.15. Yields of an adapted spring wheat variety would exceed those of present-
day varieties across a range of conditions both in central and in southern Fin-
land. 

Changes in fethlizing and drainage 

(1) Altered fertilizer applications. The present study includes two types of 
adjustment experiment with fertilizers. The first, for the Leningrad region 
(USSR), increased levels of fertilizer application to optimize winter rye yields 
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under the GISS 2 x CO 2  scenario. While estimated yields for increased fertilizer 
applications based on projections of the preient-day trend are lower than fore-
casted trend yields in the absence of a climatic change, a 50% increase in fertil-
izer applications would increase yields to levels above the trend (Figure 1.13). 
The second, for Iceland, varied fertilizer applications in order to maintain con-
stant production levels. This indicated that it would be possible, by decreasing 
applications under warmer conditions and increasing applications in cool Condi-
tions, both to stabilize hay yields at a level only slightly lower than the present-
day average and to reduce costs significantly (because long-term fertilizer use 
would be greatly diminished) (see Figure 1.12). Variable applications of fertilize.r 
to stabilize yields by offsetting the effects of anomalously cool or warm summers 
are at present being tested for feasibility by the Icelandic government. 
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Figure 1.13. Estimated crop yields under the GISS 2 x CO 2  scenario for present-day 
and for adjusted crop varieties and management conditions. Model experiments in Fin-
land, northern USSR and northern Japan. I present variety; 2,3,4 = varieties with 
thermal requirements 50, 100 and 120 growing degree-days higher than present; 5,6 = 
newly introduced middle-maturing (Koshihikari) and late-maturing (Nipponbare) 
varieties with transplanting date 25 days earlier than present; 7 = present variety with 
technology trend projected to the year 2035: values relative to trend yields without 
climatic change; 8 present variety with fertilizer applications 50% above those in 7; 9 

present variety with drainage activity increased by 2 km/km 2  above that in 7; 10 = 
combination of 8 and 9; Ii 	includes 'direct" efl'ects of carbon dioxide. 
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Eigure 1.14. Cost of increased grain production in the Central region, N. USSR. 
(Thanges in total grain production are plotted in percentages relative to the baseline 
(vertical axis) as a function of additional expenditure (roubles) on harvesting capacity, 
equipment and labor (horizontal axis). The resultant costs per ton are shown on the 
graph as percentage values relative to the baseline for (a) the baseline climate 
(1931-1960) and (6) an arbitrary increase in mean annual temperature of +1 C (Source: 
Tables 4.5 and 47, Part V). 

() Jmproeements in soil drainage. Increased precipitation predicted in the GISS 
2 x CO2  experiment might be expected to lead to increased soil erosion, thus 
offsetting both the beneficial effects of a warmer climate and technological 
improvements. Improvements in soil drainage are an adjustment which was 
evaluated in the Leningrad region, N. USSR (Figure 1.1). The effect of these 
measures is to reduce yields slightly, an effect that would have to be weighed 
against reduced erosion and more efficient disposal of nitrate poihitants in the 
region, in order fully to assess overall benefit (for full details, see Part V). 

Changes in farm expenditure 

Even if a climatic change leads to higher crop yields, there may not be sufficient 
capacity to collect and store the greater output. Under these circumstances, 
increased expenditure on new equipment, additional labor and increased storage 
facilities may be economically justified in the tight of the higher production 
obtained. For example, the cost effectiveness of increasing the efficiency of grain 
production in the Central Region around Moscow (USSR) is illustrated in Figure 
1.14 for baseline and warmer (+i'C) climatic conditions. Under the baseline cli-
mate an increased expenditure on infrastructure of 30 million roubles (1 rouble = 
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US$ I in 1986) could increase the harvested grain production by about 3%, 
but the average cost per unit of this increased production would rise by about 
1%. Under the warmer climate, production simulated for baseline expenditure 
would increase by about 11% and would increase by another 10% with an addi-
tional investment of 30 million roubles. In this instance the average cost per ton 
of production would actually fall (from 88% to 83% of the baseline value). Thus 
the improved production potential fully justifies an increased expenditure under 
the warmer climate, while the equivalent increase in expenditure under present 
climatic conditions would not he justified. 

Changes in off-farm purchases reqtnred to supplement farm production 

Off-farm purchases, which represent both real costs to the farmer and opportu-
nity costs to the agricultural sector, can also he affected. For exam pie, the cost 
of bought-in feed required to offset the reductions in herhage yield estimated For 
a cool decade in Iceland would be, on average, 29-38% of a farmer's net income. 
In a warmer climate, the deployment of this "saved" expenditure elsewhere offers 
one range of adjustments that has yet to he fully explored (see Part Ill). 

1.5.8. Potential regional and national policy responses 
to climitic variations 

In addition to the farm level adjustments in management and technology 
described above, a number of potential regional and national policy responses 
were evaluated. 

Changes in regional land-use allocation 

(1) Changes of land use to optimize production. Because different crops respond 
differently to changes of climate and to varying levels of fertilizer application 
under those climates, any attempt to maximize output of each crop while mini-
mizing production costs is likely to identify quite different allocations of land to 
alternative crops under different climates. For exarriple, in the Central Region 
(USSR), an "optimal" land use for a climate that is on average 1 'C wanner than 
the present one would have an expanded area under winter wheat, maize and 
vegetables and a reduced area under northern temperate-zone crops such as 
spring-sown barley, oats and potatoes (Figure 1.1). This pattern of land use 
begins to resemble that at present found farther south in the USSR and points 
again to the value of using regional analogies to identify possible responses to 
climatic change (see Subsection 1.5.4 above). 

Broadly similar experiments in Iceland have investigated the increase in 
carrying capacity of both improved grassland and unimproved rangeland under 
the G1SS 2 x CO 2  scenario. Assuming unaltered technology, carrying capacity 
increases by two-thirds or more. Given that inputs are unchanged, estimates 
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show that 12% increases in carcass weight of sheep could be obtained at the 1980 
stocking levels, or alternatively the 1980 capacity levels could be maintained with 
feed requirements reduced by 53% (see Appendix i.e). 

(2) Changes of land use to stabilize production. Some experiments, still in prog-
ress in Saskatchewan and not reported in this volume, consider the efficacy of 
removing marginal cropland from production as a means of drought mitigation. 
Wheat crops on this land tend to he profitable in years of normal or above-
normal rainfall but can cause major losses in dry years. When the marginal 
cropland is "converted back" in modeling experiments from wheat to pasture for 
beef cattle the result is a reduction in the interannual variability of provincial 
farm income due to weather, with only small losses in overall production when 
averaged over a span of weather-years. 

Changes in national agricultural policy 

Changes of policy to maintain national food security while avoiding over-
supply. The effect of price support policies in many countries is to encourage 
home production often at prices well above that of the world market. The case 
studies of Finland and Japan in this volume indicate that major national sur-
pluses of foodgrains can be expected to result from increases in growing season 
temperatures. These would he an unnecessary expelise on the national exche-
quers and create a problem of disposal. Radical changes of policy would he 
needed to avoid these circumstances, in particular the reduction of price support 
for cereal farmers and the introduction of set-aside programs to encourage farm-
ers to take cropland out of production (see Parts IV and VI). 

Changes of policy to maintain equitable regional farm incomes. lkcause vari-
ations of climate have differing degrees of effect in different regions (see Subsec-
tion 1.5.1 above), the present regional pattern of farm incomes is likely to alter. 
As a result, government policies designed to reduce regional discrepancies may 
need substantial revision in order to maintain a level of equitable support. In 
general, where northern regions (such as north Finland), which at present enjoy 
a high level of government support., would experience marked increases of agri-
cultural potential as a result of increased growing season temperatures, farm 
support would need to be reduced accordingly. 

() Changes of policies supporting farm inputs. Where national farm policies 
tend to encourage inputs such as fertilizers and improved drainage these can be 
retuned to encourage new levels of input appropriate for the altered levels of 
agricultural potential. In addition, further support may be needed in traditional 
areas of agricultural extension such as in land management (e.g., instituting new 
soil management practices to control erosion), water management (e.g., improv-
ing efficiency of water use) and pest control (e.g., adopting resistant crop 
varieties and cultivation practices). 
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1.6. Summary of Specific Results 

Figures 1.1 5-.! .19 summarize, for Canada, Iceland, Finland, N. USSR and Japan, 
estimates of the effects of three types of climatic variation: an extreme year, an 
extreme decade and a long-term change (here represented by outputs from the 
CISS CCM 2 x CO2  experiment). Appendices 1.2 to 1.6 list the more detailed 
results. In both figures and appendices results are arranged according to the 
hierarchial structure of the experiments adopted in the project. From top to 
bottom they contain values for the regional climatic scenarios, for estimated 
first-order effects, and for estimated higher-order effects. Estimates are relative 
to the baseline period, (i.e., to the baseline climate 1951--1980, or to crop yields 
simulated for that climate, or to actual yields, production, income, etc., for that 
period). In the impact experiments management and technology are held con-
stant at ca. 1980 levels, although they are varied in the adjustment experiments. 

I.G.I. The impact experiments: A summary of estimated 
effects without adjustments 

We summarize here the results of the impact experiments conducted for the five 
case studies. This set of experiments assumes that the effects occur without 
adjustment in the agricultural system. The range of adjustments available for 
reducing negative effects or enhancing positive ones has been outlined in Subsec-
tion 1.5 above. Further details of the results are given in Figures 1.15-1.19 and 
in Appendices 1.2-1.6. Short definitions of some of the measures of impact are 
given before the appendices. For a full assessment of the experiments the reader 
is referred to the individual case study reports in this volume. Unless otherwise 
stated all changes are relative to the 1951-1980 baseline. 

Southern Saskatchewan (see Figure 1.15) 

Under the extreme dry year (1961-type) scenario: growing season precipita-
tion totals are 36 to 71% below the 1951-1980 baseline (depending on loca-
tion); growing season temperature is 1.3°C to 3.5°C above the baseline; 
effective temperature sum (ETS) increases 12 to 18%; precipitation 
effectiveness decreases 23 to 40%; wind erosion potential varies from -15% 
to +367%, according to location; the climatic index of agricultural potential 
decreases 53 to 84%; spring wheat yields decrease 74 to 79%, according to 
soil zone; total provincial wheat production falls 76%; average farm house-
hold income falls 78%; total employment in the province falls 6%; total pro-
vincial household purchasing power decreases 38%. 
Under the extreme dry period (1933 to 1997-type) scenario: growing season 
precipitation varies from 47% below to 7% above the 1951-1980 baseline 
(depending on location); growing season temperatures are 0.0C to 2.3°C 
above the baseline; ETS increases 3 to 16%; precipitation effectiveness 
decreases 21 to 27%; wind erosion potential varies from -57% to 1123%, 
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according to location; the climatic index of agricultural potential decreases 
26 to 60%; spring wheat yields decrease 9 to 29%, according to soil zone; 
total provincial wheat production falls 20%; average farm household income 
decreases 25%; total employment in the province falls 2%; total provincial 
household purchasing power decreases I 3% 
Under the GISS 2 x CO2  scenario with temperature and precipitation 
adjusted: growing season precipitation totals are 9 to 14% above the 
1951-1980 baseline; growing season temperatures are 3.5°C to 3.6°C above 
the baseline; ETS increases 48 to 53%; precipitation effectiveness increases 
5 to 12%; drought frequency increases >3; wind erosion potential decreases 
3 to 14%; the climatic index of agricultural potential increases I to 30%; 
spring wheat yields decrease 4 to 29%, according to soil zone; total provin-
cial wheat production decreases 18%; average farm household income 
decreases 7%; total employment in the province falls 0.5%; total provincial 
household purchasing power decreases 3%. 
Under the GISS x CO2  scenario with only temperature adjusted: growing 
season temperatures are 3.5 ° C to 3.6°C above the baseline; JTS increases 
48 to 53%; precipitation effectiveness decreases 10 to 12%; drought fre-
quency increases x 13; wind erosion potential increases 24 to 29%; the 
climatic index of agricultural potential varies from —18% to -3%; spring 
wheat yields decrease 15 to 37%, according to soil zone; total provincial 
wheat production falls 28%; average farm household income decreases 12%; 
total employment in the province falls 1%; total provincial household pur-
chasing power falls 6%. 

Iceland (.9cc Figure 1.16) 

Under the cold-decade (1859 to 1868-type) scenario: mean annual tempera-
ture is 1.3°C below the 1951-1980 baseline; onset of growing season is 
delayed 13 days; the area with potential for tree growth is almost miii; hay 
yields decrease 19%; pasture yields decrease 16 to 17%, according to the 
level of fertilization; sheep carrying capacity of improved grassland 
decreases 34%; of rangeland decreases 19 to 21%; average Jamb carcass 
weight decreases 1%; sheep feed requirements increase 22%. 
Under the 10 warmest years scenario: mean annual temperature is 1.1 °C 
above the 1951-1980 baseline; onset olgrowing season is brought forward 7 
days; hay yields increase 18%; pasture yields increase 16 to 17%, according 
to the level of fertilization; sheep carrying capacity of improved grassland 
increases 40%; of rangeland increases 18%; average lamb carcass weight 
increases 376; sheep feed requirements decrease 16%. 
Under the GISS 2 x CO2  scenario: mean annual temperature and precipita-
tion arc 4.0°C and 15% above the 1951-1980 baseline; onset of growing sea-
son is brought forward 48 days; hay yields increase 66%; pasture yields 
increase 49 to 52%; sheep carrying capacity of unproved grassland increases 
253%; of rangeland increases 64 to 66%; lamb carcass weight increases 
12%; sheep feed requirements decrease 53%. 



10 

Aims, methods and summary of results 	 55 

CHANGES 
RELATIVE 
TO 
BASELINE 

MEAN 
ANNUAL 
TEMPERATURE 

(C 

MEAN 
ANN U AL 
PREC I P TAT ION 

•J. 

POTENTIAL 
TAIGA AREA 

	

COLD DECADE 	10 COLDEST YEARS 	10 WARMEST YEARS 	0)55 28 CO5 

	

(189 to 1868 type ) 	durmy 1931- 84) 	1 (durIng 1931-84) 	 eYIpeIiment 

OF LOWLAND 	
B 	 F( S 	 B 	 NS 	 ER 	 NS 	 B 	NS 

PERMOTING 

C~ T 
609. 	909. 	 609. 	90!. 	 609. 	90 N. 	 6C•. 	90 9. 

1. OF LOWLAND 	SEARS 	YEARS 	YEARS 	YEARS 	YEARS 	REARS 	- YEARS 	YEARSWITH  

RIPENED NV 	 Q E!I 0 	T lII 

NO 	HAT 	PASTURE 	HAT 	PASTURE 	HAY 	PASTURL 	41*5 	PASTURE 

MOCELED 	0 

H L

D 	 nI 
40 - 	

TA -O SH 	 CA HO SN 	 CA 1.40 544 	 CA HO SN 

REQIJIREMENTS..D!_ 	Eli 	ILLI_J L 	 L 
40  

RANGELAND 
:: 

2 	 1 	 2 	 1 	 2 	
j 	

2 	r 

SHEEP 

FOR CONSTANT 40 
 

20 

LAMB 20  

WE IGH  
CONSTANT 

BASELINE 	SCENARIO STANDARD 
PROPORTION 	PROPORTION 	ERROR OF 	3 z BIRCH 	NS z NORWEGIAN SPRUCE 

ESTIMATE 

ignre 1.16. Estimated effects of climatic variations on agricultural production in Ice-
land. Baseline climate is 191 1980. H 	high input (120kg/ha nitrogen); L 	low in- 
put (80kg/ha); Ca = cattle; Un . horses; Sh 	sheep; 1 = from national model; 2 = 

from refined national model. (Sources: Appendix 1.3 and Part UI.) 



56 	 !ntrodgction to the case s tudics 

F2nland (see Figure 1.17 

(a) North/Central Finland 

Under the cold-per!od (1974 to 1982-type) scenario: mean growing season 
precipitation is 2% above the 1959-1983 baseline; ETS decreases 2%; bar'ey 
yields decrease 1%; spring wheat yields decrease 12%. 
Under the warrn-penod (1966 to 1979-type) scenario: mean growing season 
precipitation is 8% below the 1959-1983 baseline; ETS increases 3%; harley 
yields increase 3%; spring wheat yields increase 15%. 
Under the CISS 2 x CO2  scenario: ETS and growing season precipitation 
are 35% and 59% above the 1959-1983 baseline; barley yields increase 14%; 
spring wheat yields increase 20% (vising new varieties) 

(b) Southern Finland 

(I) Under the cold-period (1974 to 1982-type) scenarw: mean growing season 
precipitation is 7% above the 1959-1983 baseline; ETS decreases 5%; barley 
yields increase 4%; spring wheat yields decrease 15%. 
Under the warm-period (1966 to 1978-type) 6cenar2o: mean growing season 
precipitation is 3% below the 1959- 1983 baseline; FTS increases 2%; barley 
yields decrease 8%; spring wheat yields increase 10%. 
Under the GISS 2 x CO2  scenario: ETS and mean growing season precipi-
tation are 37% and 50% above the 1959-1983 baseline; barley yields 
increase 9%; spring wheat yields increase 10%. 

(e) All Finland 

Under the cold-decade 0861 to 1870-type) scenario: net return on barley 
decreases 31% in the south; national farm income falls by 7 to 106), accord-
ing to the impact model used. 
Under the warm-decade (1981 to 1940-type.) scenario: net return on barley 
increases 42% in the south and decreases 18% in the north; national farm 
income varies from -7 to f 16%, according to the impact model used. 
Under the GISS 2 x CO2  scenario: net return on barley increases 77% in 
the south and 47% in the north; national farm income increases 12 to 27%, 
according to the impact model used. 

N. USSR (see Figure 1J8) 

(a) Leningrad Regwn 

(1) Under the +0.8'C scenario: mean growing season precipitation is 5% 
above the 1951-1980 baseline; winter rye yields increase 31% (but only 4% 
relative to trend). 
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(2) Under the CISS 2 x CO2  scenario: mean May-October temperature and 
precipitation are 2.2°C and 367c above the 1951-1980 baseline; winter rye 
yields increase 6% (hut decrease 22% relative to trend). 

(b) Cherdyn Region 

Under the 4.1°C scenario: growing season precipitation is unaltered from 
the 1951 1080 baseline; spring wheat yields increase 3%. 
Under the GISS 2 x CO2  scenario: mean May-September temperature and 
precipitation are 2.7°C and 50% above the 1951- 1980 baseline; spring 
wheat yields decrease 3%. 

(c) Central Region 

Under the -1°C scenario: annual precipitation is unaltered from the 
1031-1960 baseline; trended winter wheat yields increase 33%; trended bar-
ley yields decrease 1%. 
Under the + 1.5°C scenario: annual precipitation is unaltered from the 
1931-1960 baseline; trended winter wheat yields increase 30%; trcndcd bar -
ley yields decrease 4%. 

Japan (see Fzgurc i.i) 

(a) North Japan 

Under the "cool-year" (1980-type) scenario: mean July--August tempera-
tire is L6°C below the 195.1 1980 baseline; effective accumulated tempera-
ture (EAT) decreases 14%; rice cultivation limit falls 250m; rice yield index 
decreases 10%; district rice supply falls 36%. 
Under the "warm-year" (1.978-type) seenario mean July-August tempera-
ture is 2.5°C above the 1951 -1980 baseline; EAT increases 25%; rice cul-
tivation limit rises lOOm; rice yield index increases 15%; district rice suppiy 
increases 18%. 
Under the GISS 2 x CO2  scenario: mean July-August temperature is 
3.5°C above the 1951-1980 baseline; EAT increases 35%; rice cultivation 
limit rises 560m; rice yield index increases 5%; district rice supply increases 
17%. 

(b) Ccntral Japan 

Under the "cool-year' (1980-type) scenario: mean July-August tempera-
ture is 2.6°C below the 1951-1980 baseline; EAT decreases 21%; rice cul-
tivation limit falls 410m; rice yield index decreases 48%; district rice supply 
falls 18%. 
Under the "warm-year" (1978-type) scenario: mean July--August tempera-
ture is 2.3°C above the 1951-1980 baseline; EAT increases 20%; rice cul-
tivation limit rises 370 m; rice yield index increases 8%; district rice supply 
increases 10%. 
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Under the GISS 2 x CO2  scenario: mean July--August temperature is 
3.2C above the 1951-1980 baseline; EAT increases 29%; rice cultivation 
limit rises 510m; rice yield index increases 2%; district rice supply increases 
7%. 

(c) AU Japan 

(i) Under the "cool-year" (1980-type) scenario: net biomass production de-
creases 7%; rice yields decrease 13%; national rice supply falls 15%; over 10 
consecutive occurrences of a similarly cool year, national rice stocks are 
exhausted. 
Under the "warm-year" (1979-type) scenarw: net biomass production in-
creases 3%; rice yields increase 3%; national rice supply is unchanged. 
Under the GISS 2 x CO2  scenario: net biomass production increases 9%; 
national rice supply increases 6%, over a 16-year period national rice stock 
triples. 

1.6.2. Analysis of the results 

In this subsection we analyze the results of the first-order impact experinent,s, 
particularly the assessments of crop yield responses to climatic variations. The 
results can be divided into two types: 

Those illustrating the sensitivity of agriculture to present-day climatic vari-
ations (based on the instrumental scenarios and on a range of model sensi-
tivity tests). 
Those indicating the possible effects of selected longer-term climatic 
changes that are beyond the range of recorded variations (based on the 
GISS 2 x CO 2  scenario). 

In the following subsection (1.6.3) we compare the magnitude of effects of the 2 
< C0 climate with that of present-day climatic variations, including a discus-

sion of higher-order effects where these have been estimated. 

The sensitivity of agriculture to present-day climatic variations 

The results of individual scenario experiments are depicted for each case study in 
Figures 1.15-1.19. In addition, to highlight the sensitivity of crop yields to vari-
ations in temperature (a key variabk, given the northerly location of the case 
study regions), the graphs in Figure 1.20 compare the modeled responses of 
different crop types to changes in growing season temperatures alone (with other 
factors such as precipitation and solar radiation assumed fixed at their baseline 
values). Some general observations can he noted: 

(1) A positive yield/temperature relationship. Yields of most of the crops stud-
ied display a positive relationship with growing season temperature within 
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Figure 1.20. Modeled crop yield responses to temperature with other climatic variables 
assumed !lxed at baseline values. Each plot represents estimates by a particular model 
for a specific geographical region. (a) Wheat: 1. Winter wheat, Central Region (USSR); 
2. Spring wheat Cherdyn Region (USSR); 3,4. Spring wheat, Saskatchewan (crop dis-
tricts fib and 7a). () Barley: 1. Northern Finland; 2. Southern f'inland; 3. Central Re-
gion (USSR). (c) Rice: 1. Hokkaido (simulation model); 2. llokkaido (yield index); 3. 
Tohoku (yield index). (d) Hay, grass and corn: 1. hay, Iceland (national); 2,3. Pasture, 
Iceland (high and low inputs); 4. Hay, Central Region (USSR); 5. Corn (maize) for 
silage, Central Region (USSR). Solid curves represent empirical relationships that are 
described by continuous functions. Dashed curves are inferred relationships from indivi-
dual model runs. The letter G adjacent to plotted points denotes responses to tempera-
ture changes under the G1SS 2 x CO 2  scenario. 
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the normal range of interannual temperature variations (especially for 
below-average temperatures. This emphasizes the limiting effects of tem-
peratures in many of these northern marginal environments. 
The importance of other climatic factors, in reality, climatic variations 
involve more than just the temperature changes depicted in Figure I.M. 
indeed, several of the plots could he construed as potentially misleading if 
considered in isolation. For example, rice yields in Japan are extremely 
sensitive to variations in solar radiation, while precipitation variations have 
a significant effect on yields of barley in Finland, on spring wheat yields in 
the Cherdyn region, USSR, and (overridingly) on spring wheat, yields in 
Saskatchewan. 
Differences between model estimates. Different models may give apparently 
contradictory results for the same crop and region. This is illustrated for 
rice yields in Hokkaido )see Figure 1.20(c)]. According to a simple index 
relating interannual temperature variations to rice yields, above-average 
temperatures are beneficial to rice yields over a wide range of conditions. 
In contrast, results from a simulation model imply that positive departures 
from the same 1951-1980 baseline temperatures are detrimental to yields. 
The discordant results here are a consequence of (a) the inter-correlation 
between a modeled climatic variable in the yield index (temperature) and 
an unmodeled variable (solar radiation), and (h) the smoothing of long-
term average climatic data used in the simulation model. In other exam-
ples, discrepancies may be less easily explained. 
The influence of non-climatic factors. Even if the location and climatic 
characteristics of two regions are similar, other non-climatic factors may 
interact with climatic variations to produce markedly different yield 
responses to climate. For example, a higher relative sensitivity to tempera-
ture is observcd for pasture yields in Iceland at lower levels of fertilizer 
application Figure 1.20(d)]. This has important implications for using 
varied fertilizer applications to stabilize annual yields and to maintain 
stocking levels. 
Carry-over effects.  It is important to examine the effects of extreme 
weather-years in the context of the climate in the preceding years. One 
example is the case of two consecutive years (1936 and 1937) with similar 
warm, dry conditions in southern Saskatchewan (Appendix 1.2). Estimated 
average spring wheat yields are reduced relative to the baseline in both 
years, but the reduction is nearly three times as large in 1937 (55%) as in 
1936 (20%). This is because the modeled soil moisture reserves in early 
1936 (following a relatively cool and wet year in 1935) are considerably 
greater than in early 1937 (following the 1936 drought). 

Estimated effects under the GISS 2 x CO 2  scenario. 

Results of experiments with the GISS 2 x CO 2  scenario are summarized in Fig-
ure 1.21. As noted above, the direct effects of doubled atmospheric carbon diox-
ide concentrations were not considered in this project. It is also important to 
restate that the GISS model estimates are crude in spatial and temporal 
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Fsgure 1.21. Effects under the CISS 2 > CO2  scenario: regional changes in climate and 
their estimated effects on agricultural potential, on crop yields, on livestock and on the 
regional economy (relative to the baseline). I'tTNP -- relative total net production of 
vegetation (national), BR - brown soils; l)B = dark brown soils; BL = black soils; T 
temporal model; S -- spatial model; NT - no trend; TT - technology trend; SV = simu-
lation model for variable climate; SM = simulation model for mean climate; Yl = yield 
index; CC - carrying capacity; CW carcass weight; El = farm income; FE = farm 
employment; G = CDP; TE = total employment. For information on baselines see Ap-
pendices 1.2 1.6. 
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resolution, unrealistic in their representation of present-day climate and thus 
highly uncertain in their representation of a 2 x CO 2  climate. They are 
regarded here not as predictions, but as plausible scenarios of future climate that 
are useful in extending our understanding of the methods of estimating biophysi-
Cal and economic effects of climatic change. 

The climatic changes are different from region to region as indicated by the 
temperature and precipitation plots. These differences reflect the differential 
regional climatic responses to a global atmospheric CO 2  doubling simulated by 
the CISS GCM, as well as different methods of interpreting the GISS model out-
puts in each region (see Appendix 1.1). Nevertheless, in all regions the 2 x 
scenario projections are of substantially higher temperatures accompanied in 
most regions by significant increases in precipitation relative to the 1951 1980 
baseline period. No other climatic variables are adjusted in the scenario, so 
where they are required for impact experiments, they are usually fixed at base-
line values (see Section 2 for further details). 

The tnain effects on crop yields to he notcd from Figure 1.21 and the 
appendices are as follows: 

(I) Southern Saslcalchewan. Spring wheat yields are reduced on average by 
18%, owing to water stress induced by the higher temperatures that is not 
fully off-set by increased precipitation. The impacts vary between soil 
zones, an effect that is largely conditioned by the baseline climatic condi-
tions rather than the soil properties themselves, for the latter are not 
modeled explicitly in this application. The effects of the GISS 2 x CO 2  
scenario assuming baseline precipitation are more severe, with an average 
yield decrease of 28% estimated (see Figure 1.15). 
Iceland. Hay and pasture yields increase markedly under the GISS 2 x 
CO 2  scenario, indicating the high sensitivity of these crops to temperature 
conditions in this marginal environment. Precipitation effects are not 
accounted for in the model experiments because the-se are of minor 
significance for herhage yields in most years under present climatic condi-
tions, and because the scenario estimates imply a large precipitation 
increase (21%) accompanying the 3.7C temperature increase. This indi-
cates that even under a warmer climate moisture stress may be a limiting 
factor only in exceptional years. Some justification for this assumption, 
and for the magnitude of the estimated yield changes, is provided by infor-
mation on grass growth in northern Britain. 
Finland. Barley and oats yields increase but not as substantially as they 
might with lower precipitation amounts. There are no consistent 
differences in percentage increases between north and south - these depend 
on the models used. However, the model results all indicate that the 
coefficient of variation of barley and oats yields would increase in N. Fin-
land but decrease in S. Finland (Appendix 1.4). 
N. USSR. Winter rye yields in the Leningrad region decrease, both for 
present technology (relative to baseline yields) and for trend fertilizer appli-
cations under the changed climate (relative to yields for trend fertilizer 
applications under the baseline climate) (Figure 1.18). The reduced yields 
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are mainly attributable to high precipitation totals under the GISS 2 
CO 2  scenario, both through short-term waterlogging and harvesting 
difficulties, and because of longer-term impoverishment of soil fertility. 
Spring wheat yields in the Cherdyn region (N. USSR) also decrease slightly 
(probably owing to moisture stress and to the premature development of 
the crop under the increased temperatures). Although outside the general 
scope of this volume, the direct effects of doubled concentrations of atmo-
spheric carbon dioxide on yields were also considered along with the 
climatic effects. Estimates suggest a substantial (17%) increase in spring 
wheat yields when both factors are combined. 

(5) Northern Japan. lUce yields increase slightly under the GISS 2 x CO2  
scenario. Estimates were for average 2 x CO 2  temperatures using a yield 
index for Ilokkaido and Tohoku districts, and for year-to-year variations in 
2 x CO 2  temperatures using a simulation model, also for }{okkaido. In 
spite of differences between the two models, the results undoubtedly reflect 
the reduced risk of cool summer damage to rice that would probably be 
associated with increased average temperatures. This effect is highlighted 
by a 27% reduction in the coefficient of variation of yields estimated by the 
simulation model for Hokkaido. 

1.6.3. 2 x CO 2  versus present-day climatic anomalies: 
A comparison of their effects On agriculture 

A fair degree of caution is necessary when comparing impact estimates for 
different climatic scenarios. In particular, an important distinction should be 
drawn between the cxl rerne year and the penod-averaged climatic scenarios. The 
former are part of the interannual variability around a given mean condition 
while the latter represent changes in the mean condition, the meteorological 
mechanisms of which may be quite different from those causing year-to-year 
fluctuations. For example, the reasons for the change to warmer conditions 
under the GISS 2 x CO 2  scenario in Saskatchewan are certainty different from 
those explaining the extremely warm, dry year 1961 even though locally the mag-
nitude of change is similar. Moreover, altered average conditions are accom-
panied by their own extreme year events, which are important to consider 
because their individual effects on agricultural productivity may, when averaged, 
be quite different from the effects of a period-averaged change in climate. 

Nevertheless, a comparison of estimated impacts under the GISS 2 x CO 2  
scenario with those in recently experienced anomalous years or periods can give 
as some idea of the possible scale of future impacts and whether they lie within 
the range of recent experience. In particular it would indicate (a) how far 
present-day farming systems, which are resilient to some of the existing short-
term climatic variability, can accommodate possible future longer-term changes 
in climate, and (b) how radical need to be the adjustments to farming systems in 
order to accommodate the future changes. Such a comparison yields the follow-
ing conclusions: 
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In Saskaehewan first-order effects under the CISS 2 x CO 2  scenario are 
broadly similar to those averaged for an extreme dry period (1933 to 1937-
type), while higher-order effects are less severe. Total provincial wheat 
production under the 2 x CO 2  scenario falls by 18% (in the dry period by 
20%), provincial employment by 7% (25%), and provincial purchasing 
power by 3% (13%) (Appendix 1.2). In contrast, effects under the extreme 
dry year (1961type) are l)etWCefl three and eleven times as great as for the 
2 x CO 2  scenario. A crude conclusion is that an average weather-year 
under the CISS 2 x CO 2  climate would be broadly similar in the scale of 
its first-order effect to that typical of the anomalously dry 1933 to 1937-
type weather. The magnified higher-order effect of the 1933 to 1937-type 
weather relative to the GISS 2 x CO 2  conditions is probably attributable 
to the different spatial pattern of the yield changes under the two scenarios 
(see Figure 1. 15). This analysis has, of course, assumed in both instances 
that management and technology are at 1980 levels. Appropriate adjust-
ments in farming systems could well reduce the levels of impact. Once 
again we should emphasize that variability of weather around the GISS 2 x 

average climate would almost certainly bring more severe effects in 
occasional extreme years. 
in Iceland effects under the GISS 2 x CO 2  scenario exceed those estimated 
for anomalously warm years in the instrumental record. This is due to the 
large degree of warming (an increase of 4 'C in mean annual temperature) 
estimated by the (HSS model and also to the relatively low present-day 
variability inherent in Iceland's highly maritime climate. Thus, while vari-
ations in hay yields range from —13% to f 18% for the 10 coldest years and 
10 warmest years since 1931, under the GISS 2 x CO 2  climate they are 
estimated at 1 66% (Appendux iS). Similarly, while rangcland carrying 
capacity at present varies from 13% to +18% and sheep carcass weight 
from only —2% to -1 3%, under the GISS 2 x CO 2  climate they would 
increase by about 64% and 127b, respectively. With additional ilcreases 
attainable from the introduction of new crops with high thermal require-
ment.s (e.g., wheat, sugar beet, vegetables), it is clear that a warming of the 
scale envisaged by the G!SS niodel would confer substantial benefits in Ice-
land well beyond those experienced in anomalously warm years today. 
In Finland effects under the GISS 2 x CO 2  scenario exceed those for 
anomalously warm periods under present-day climate, though the 
difference is less marked than in Iceland. The latter is due partly to a 
weaker temperature/yield relationship for grain crops in Finland than for 
grass crops in iceland, partly to the greater sensitivity of Finnish grain 
yield to precipitation changes, and partly to the greater interannual varia-
bility of temperatures in Finland than in Iceland. To illustrate, while 
effective temperature sums are 12 to 15% above normal in the south of the 
country in an exceptionally warni period (1931 to 1940-type), they are 
estimated to increase by 33 to 37% under the GISS 2 x CO 2  scenario 
(Appendix 1.). Barley yields increase by Ito 12% in the warm period, and 
by 9 to 21% under the 2 x CO 2  scenario. The percentage changes in 
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farmers' net returns (4-42% in the warm period and +72% in the 2 x CO 2  
climate) are greater than the yield changes because of the intrinsically low 
level of net return obtained at present. in contrast, the inferred levels of 
aggregated national farm income closely reflect the yield changes (Figure 
1.17). In comparative terms, however, and as a rough approximation, all of 
the effects under the 2 x CO 2  scenario are about double those currently 
experienced during an abnormally warm run of years. 
In the USSR both winter rye yields in the Leningrad region (+4%) and 
spring wheat yields in the Cherdyn region (+7%) are above normal for 
small increases in growing season temperature and precipitation. however, 
conditions under the CISS 2 x CO2  scenario appear detrimental. They 
may either be be too wet, leading to nutrient depletion and waterlogging 
(in the Leningrad region winter rye yields even before the assumed date of 
CO 2-doubling are 22% below trend yields), or they may be too warm lead-
ing to premature crop ripening (in the Cherdyn region spring wheat yields 
are 3% below the baseline). 
In Japan effects under the GTSS 2 x CO 2  scenario are of a similar magni-
tude to those estimated for an anomalously warm year (1978-type). 
Effective accumulated temperatures in Eiokkaido in the warm year are 25% 
above normal, and under the 2 x CO 2  scenario, + 35%. Effects on rice 
yields are +6% and -1-4%, respectively. Economically, however, the effects 
of the GISS 2 x CO2  scenario are quite different from those of an 
anomiialously warm year. The former implies a prolonged period of over-
supply with a continuous build-up of rice stocks. In contrast, the latter 
represents a single year of oversupply that would normally be balanced 
against other years of deficit 	'Tgure 1.19). Once again, therefore, it is 
misleading to compare the effects of single-year anomalies with those of 
long-term changes in mean climate. Not only would the new mean climate 
be characterized by its own range of anomalous years but, unlike the single 
years, it represeilts a new average level of agro-climatic resource to which 
farming systems can he retuned. Thus the introduction of later-maturing 
rice varieties, which would take advantage of the warmer and longer sum-
mets, are estimated to enable an increase of yields by more than a quarter 
(Appendix 1.6). 

1.7. Conclusions and Recommendations 

The results summarized here have been drawn from five substantial case studies 
in Saskatchewan (Canada), Iceland, Finland, the northern European USSR and 
Japan. For the accuracy, meaning and full context of the results, reference 
should be made to the case studies themselves. 

The estimates reported in this volume are not pred!ciions of future effects. 
Present-day uncertainties and inaccuracies in simulating the behavior of the 
world's climate and in evaluating the agricultural implications of climatic change 
do not permit realistic predictions to be made. Furthermore, we cannot Forecast 
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what technological, economic and social developments in agriculture will occur 
over the next half century. The estimates should therefore be considered as 
measures of the present-day sen.sitniiiy of agriculture to climate change. More-
over, as significant as the numbers presented in these estimates are the methods 
developed to achieve them, and the insights that have thus been gained with 
respect to the range of on-farm adjustments and larger-scale policy responses 
most appropriate for matching agriculture to an altered climate. The estimated 
effects, on-farm adjustments and potential policy responses are summarized 
below. 

1.7.1. Possible effects of climatic variations 
(without farm level adjustments or policy responses) 

In summarizing these effects we are assuming, for the present, that technology 
and management do not alter in response to variations of climate. Subsequently 
we shall relax this assumption. Many of the unrealities of the GJSS 2 x CO 2  cli-
mate scenario, discussed in Appendix 1.1, should also be stressed. 

Spatial corn plezi ties and non-lineanlies 

For a number of reasons the effects of climatic variations are likely to vary con-
siderably in their magnitude: 

• 	The patterns of effect of climatic variations are likely to be geographically 
complex, firstly because the amounts of absolute change in, for example, 
temperature and precipitation will vary considerably from region to region, 
and secondly because their effect on agriculture is a function of change rela-
tive to the existing (baseline) climate which itself is also geographically 
varied. 

• 	The relationships between climatic variations and crop growth, and espe- 
cially between climatic variations and farming decisions, may be strongly 
non-linear, In certain regions small climatic variations can exceed a critical 
threshold that would require farming systems to alter radically. 

• 	Relatively small changes in mean climate can bring about major changes in 
the frequency of anomalous (e.g., unusually warm or dry) years, even if 
there is no change in interannual variability around the mean. This can 
have a substantial effect on the stability of agricultural production. 

• The effects of climatic variations on agriculture can be (a) multzplicatiue, 
where different elements in a farming system are each adversely (or each 
positively) affected, such that the combined result is substantial and (b) 
cumulative, where carry-over effects from one year to the next (such as in 
soil moisture or production surpluses) have an incremental influence on 
profitability. 
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Changes in !neld and yield response 

Variations in climate can affect agricultural output through 

• 	Changes in length of the potential growing season and changes in plant 
growth rates leading to changes in the required growing period. This may 
result in a mismatch between crop requirements and climatic resources and 
require the substitution of crop varieties. 

• 	Changes in mean yield. These vary from crop to crop, resulting in changes 
in their relative profitability which may lead to crop substitution. 

•  Changes in the variability of yields, which can occur even when no change 
in interannual climatic variability is assumed to accompany a change in 
mean climate. 

• 	Changes in the level of crop certainty (i.e., the probability of a given yield), 
which may result from quite small changes of mean climate owing to the 
strongly non-linear relationship between changes in mean climate and the 
frequency of anomalous weather-years. 

• 	Changes in yield quality, which may be unrelated to changes in the yield 
amount. 

• 	Changes in the sensitivity of plants to differing levels of application of fer- 
tilizers, pesticides and herbicides. 

Changes in the spatial pattern of agncultural potential 

In addition to changes in yield at a given location, a long-term climatic change 
will induce varied responses in different, plants and animals in different regions. 
This is likely to result in substantial spatial shifts of agricultural potential, par-
ticularly: 

Spatial shifts of comparative advantage, resulting in the widespread 
replacement of present-day crop types and varieties in certain regions. 
Spatial shifts of crop potential, where the physiological limits to certain 
crops may contract or be extended as a result of changes of climate. 

The use of analogue regions to observe the consequences of such spatial 
shifts may be rewarding, particularly in order to indicate likely levels of produc-
tivity and likely agricultural adaptations. 

Other first-order cffects 

The present study has focused largely on the effect of climatic variations on 
rain-fed agriculture. It has not considered, for example, what influence changes 
in the composition of the atmosphere might have on plant growth. Neither has it 
examined fully the indirect effects of climatic variations on agriculture, usually 
transmitted through concurrent effects on other environmental systems. Four 
paths of impact are likely to be important: 
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• 	Effects through changes in water resources that may assume a greater 
importance under a changed climate for irrigation or flood control. 

• 

	

	Effects through changes in soil fertility, particularly as a result of altered 
rates of leaching resulting from precipitation changes. 

• 	Elfects through changes in rates of soil erosion, again largely as a result of 
altered rates of precipitation. 

• 	EFfects through changes in the incidence or agricultural pests and diseases. 

Jiigbrr-ordrr effects 

If we assume, for the present, that technology and management do not alter in 
response to a long-term change of climate, we may expect the most pronounced 
effects to be: 

• 	Changes in farm profitability, owing to altered yield levels. 
• 	Changes in regional production costs, particularly in centrally planned 

economies with regional production targets. 
• 	Changes in regional and national food production, being the aggregate out- 

come of varying yield responses by different crops on different soil types, 
under (lifterent systems of management. 

• 	Changes in regional farm income, as a result of altered levels of individual 
farm profitability. 

• 	Chaiigcs in regional farm income disparities, also as a result of changes in 
the regiomial pattern of productivity and profItability. 

• 	Changes in rates of over-supply due to regional changes in agricultural 
potential. 

• 	Changes in regional economic activity, stemming from changes in produc- 
tion, incomes and investment in agriculture that affect the vitality of other 
sectors of the economy. 

• 	Changes in employment that result from altered economic activity in both 
the agricultural and non-agricultural sectors. 

• 	Changes in other economic sectors, which occur in parallel to changes in 
agriculture and should be examined alongside the agricultural effects in 
order to assess overall impact. 

1.7.2. Some potential adjustments at the farm level 

A number of "adjustment experiments" were conducted as part of the 
IIASA/UNEP project to identify those adjustments that represent the most 
appropriate responses to possible long-term changes of climate. These adjust-
trients may be summarized as follows: 

(1) 	Changes in crop variety, viz: 
• 	Changes from spring to winter crop varieties, to reduce losses due to 

early summer moisture stress. 
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• 	Changes to varieties with higher thermal requirements, to increase 
yields in warmer growing seasons. 

• 	Changes to varieties giving less variable yields, to reduce losses in 
anomalous weatheryears and increase yield security. 

Changes in fertilizer applications and drainage, viz: 
• 	Increasing fertilizer application, to maximize yields in warmer grow- 

ing seasons. 
• 	Decreasing fertilizer applications, to minimize input costs under more 

beneficial climatic conditions. 
• 	Varying fertilizer applications to reduce interannual yield variability 

due to climate. 
• 	Improving soil drainage, to reduce soil erosion that may result from 

altered levels of precipitation. 
Changes in farm expenditure, to match investment in machinery, storage 
facilities, labor, etc., to altered levels of production that are expected to 
result from variations of climate. 
Changes in off-farm purchases, required to supplement farm production 
that may alter as a result of variations of climate. 

1.7.3. Some potential policy responses at the 
regional and national levels 

In addition to the farm level adjustments described above, a number of large-
scale changes in agricultural policy may also he necessary as responses to long-
term changes in climate. These could include: 

Changes in regional land allocations, viz: 
• 	Changes of land use to optimize production, in particular policies to 

encourage regional-scale substitutions of crop types in order to match 
actual cropping patterns to new spatial patterns of-agricultural poten-
tial. 

• 	Changes of land use to stabilize production, to reduce the interannual 
variability of production caused by short-term variations of climate. 

Changes in national agricultural policy, viz: 
• 	Changes of policy to maintain national food security in the context of 

variations of climate, while avoiding costly over-supply. 
• 	Changes of policy to maintain equitability of regional farm incomes in 

the context of inequities resulting from variations of climate. 
•  Changes to policies supporting farm inputs and land management, 

such as support policies for fertilizers, erosion control, water manage-
ment, etc., to encourage appropriate on-farm adjustments to varia-
tions of climate. 
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1.7.4. Recommended research approaches 

Five general research approaches have emerged from this study as valuable, 
complementary ways of assessing the possible effects of climatic variations: 

(I) An integrated approach to climate impact assessment is needed in order to 
comprehend (a) the interactions between climatic variations and other 
changes in the physical envirormient (e.g., soil acidification, groundwater 
pollution, etc.) and (b) the interconnections between effects on various sec-
tors of society and economy (e.g., on agriculture, energy, industry, etc.). 
This wide-ranging comprehension is necessary if we are to increase our 
understanding of the range of appropriate economic and social responses to 
climate. 
An iterative approach, usually within a model framework, is particularly 
useful, both for evaluating the first-order effects of climatic variations (e.g., 
for a number of different climatic scenarios) and for testing a range of 
adaptive responses to impacts (e.g., adjusted crop planting dates, altered 
crop varieties, varied fertilizer applications, altered land allocations, etc.). 
Such an approach is important for considering the comparative costs and 
benefits of different response options (e.g., the costs of increasing fertilizer 
applications weighed against improved returns from higher crop yields). 
An adjoint approach to the study of effects of climatic variations can he as 
valuable as the direct approach. The former focuses on the intrinsic sensi-
tivities of economy and society to climate and then asks, "What type or 
degree of change in climate would cause a significant perturbation of 
them?" The latter asks the question: "['or a given climatic change, what is 
the impact on (for example) ecosystems, economy and society?" Both 
approaches are valid, indeed complementary, lines of inquiry. An advan-
tage of the first is that it can assist in the identification of thresholds or ths-
tnct non-l1ncarities in response to climatic change, helping u.s recognize 
what kinds of climatic change are critically important and what are not,. 
The spatial analysis of effects is an essential part of climate impact assess-
ment. There are numerous examples given in this volume of the value of 
specifying changes in climate as spatial shifts of climatic types, or vegeta-
tion zones, or levels of agricultural potential, etc. 
The use of analogue regions is a particularly valuable aspect of spatial 
analysis, helping to describe an altered climate, characterize its possible 
effects and evaluate potential adjustments through the study of present-day 
farming types. 

Within each of the broad approaches summarized above, a number of more 
specific tasks can he recommended. These are considered below. 
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1.7.5. Research priorities 

This study has highlighted a number of priorities for future research. In sum-
marizing these we shall refer to Figure 1.25 which depicts the approach adopted 
in the TIASA/UNEP project and identifies points that warrant further attention. 
These research needs are summarized below, together (in italics) with examples 
specifically related to effects of climatic variations on agriculture: 

(1) 	More appropriate data on climatic variations for impact assessment: 
• 

	

	greater spatial and temporal resolution and representativeness of 
climatic data 

e.g., to provide suitable inputs for cropcltmate models 
• 	a greater range of climatic data 

e.g., informatton on variations in specific variables such as 
windspeed and solar radiation, measures of variability as well as 
means, etc. 

• 	more information on likely rates of change 
e.g., to enable eonsderation of required rates of adaptation 
(such as the development or substitution of new crop varieties, 
etc.) 
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Figure 1.22. Research priorities in the assessment of effects of climatic variations: The 
schema of the IIASA/UNEP project's approach, with priority tasks identified by 
numbers that are described in the text. 
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Improved understanding of the relationship between changes of climate 
and changes in other physical systems - specifically, climate and: 
• 	soil nutrients, soil erosion and salinization 

e.g., to enable consideration of effects of precipitatwn changes 
on nutrient leaching 

• 	pests and diseases, and their vectors 
e.g., to enable analysis of changes in crop and livestock losses 

Improved understanding of the relationship between climatic variations 
and first-order impacts in agriculture; specifically: 
• 	climatic variations and production potential 

e.g., effects on indices of agricultural potential 
• 	climatic variations and agricultural yields 

e.g., by empirical or simulation modeling of crop-climate and 
hvestock-cltmate relationships 

• 	direct impacts of climate on input requirements 
e.g., changes in fertilizer requirements 

Greater precision in tracing the higher-order effects of climatic change in 
the secondary and tertiary sectors (i.e.., second to nth-order impacts); 
specifically: 
• 	by using hierarchies of linked climate, impact, and economic models 

to trace the pathways of impacts 
e.g., to trace effects of altered climate on crop yields, on gross 
production, on farm profitability,  on regional competitiveness, 
etc. 

(5),(6) Greater precision in simulating impacts at the enterprise level and 
regional level 

e.g., by farm simulations to estimate altered farm incomes, by 
regional agricultural planning models to estimate altered 
optimal regional landuse allocations, etc. 

Improved understanding of the role of perception of climatic change (its 
actual or potential impacts, and the array of potential responses): 
• 	as an expression of the direct impacts 

e.g., changes in mean, in frequency of extreme events, in risk 
levels 

• 	as an expression of the costs and benefits of impacts 
e.g., changes in mean levels of farm income, in the stability of 
farm income, in regional employment, etc. 

• 	as an expression of the choice range of potential or actual adjustive 
mechanisms; their costs and benefits 

e.g., changes in comparative advantage between crops, in cost 
effectiveness of improved harvesting capacity, in sensitivity of 
crops to fertilizer applications 

Improved understanding of adaptive responses at the enterprise level, 
especially of: 
• 	firm and farm-level decision making, particularly in the face of risk, 

uncertainty, and constraints on choice 
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e.g., the range of on-farm adjustments of management and 
technology (fertilizing, soil drainage, crop-livestock cotnbina-
lions, etc.) at present available 

• 	the resilience of economic systems 
e.g., the relative resilience of mono-cropping, mixed cropping 
and mixed crop-livestock farming to climatic variations 

(9) 	Strategy formulation at the regional, national, and international level, 
especially with respect to: 
• 	the range of possible policy responses 

e.g., government price support and crop insurance schemes 
the process of policy formulation 

e.g., centralized planning of production targets and land alloca-
tion, strategies of regional development, domestic consumer 
requirements, export earnings, etc. 

the priority areas for resource allocation 
e.g., plant breeding, agricultural extension services, fertilizer 
trials, etc. 

the constraints on choice (with respect to other resource needs and 
problems) 

e.g., competing land uses, limits on expenditure, self sufficiency 
objectives, etc. 

1.7.6. The structure of this volume 

It is clear from the list of research requirements presented above that much still 
needs to be done. We have emphasized that the assessments presented here, and 
in the companion volume on semi-arid areas, are preliminary. The present task 
is to improve our methods of impact assessment so that, when usable predictions 
of climatic change are available, we have sound means of acting upon them in 
terms of evaluating possible effects and determining appropriate responses. 
There are, however, encouraging signs in this volume that appropriate methods 
of assessment are now emerging. 

The remainder of Part I of the volume considers, firstly, the choice of 
impact models and the development of climatic scenarios for the case study 
experiments. There then follows some further consideration of the advantages 
and difficulties involved in linking hiophysical and economic models, using as an 
example a case study of the possible effects of CO 2-induced climatic warming on 
forest growth and the forest sector. The remaining five parts of the volume con-
tain the results of the case studies. 
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Appendix 1.1 

Development of the Cliniatic Scenarios 

In order to conduct experiments to assess the impacts of climatic variations on agricul-
tore in the different regional case study areas, it was first necessary to obtain a quantita-
tive representation of the changes in climate themselves. Since climatic changes cannot 
yet be accurately predicted, the approach adopted as an alternative was to specify a set 
of plausible future conditions that we label 'scenarios". 

The climatic scenarios were selected to provide climatic data that were: 

Meteorologically realistic, comprising combinations of variables that were both 
physically plausible and geographically consistent. 
Freely available or easily derivable, and 
Suitable as inputs to impact models. 

As a common thread running through all five of the case studies in this volume, 
climatic scenarios were selected to reflect issues of particular concern in these regions, 
characterizing (a) typical short-term anomalies and their relation to (b) possible longer-
term CO 2-induced climatic change. To represent the first of these, two broad types of 
instrumental scenario were chosen: 

A single, anomalous weather-year, taken from the historical instrumental record. 
An extreme weather decade or period of weather-years, also from historical data. 

The second issue of CO 2-indiiced climatic change was considered through the selection of 
a third, general circulation model (GCM)-based scenario: 

The climate simulated by the Goddard Institute for Space Studies (GTSS) GCM 
for doubled concentrations of atmospheric carbon dioxide (Hansen et. aL, 1983, 
1984), representing a physically realistic, globally-consistent siniulation of a future 
2 x CO 2  climate that was common to all study areas. For details, see Section 3. 

In addition, several more arbitrary changes in climate or synthetic scenarios were 
chosen in some regions. Finally, in order to provide a reference against which to com-
pare various scenario experiments, the period 1951-1980 was adopted (wherever data 
and methods permitted) as the standard climatological baseline. 

By examining first the nature and sensitivity of the exposure unit (i.e., the crop or 
livestock unit being affected by climate), usually through the USa of an impact model (cf. 
step 2, Figure 1.7), it was possible to identify those important climatic variables (in 
terms of their potential impacts) that needed to hc included in the scenario. In light of 
the high latitude location of the agricultural activities being studied, seasonal tempera-
tures formed the basis of the scenario construction in four out of five of the case study 
regions, the only exception being Saskatchewan, where precipitation was the dominant 
criterion for scenario development. 

The instrumental scenarios 

In general, these scenarios were selected to reflect recorded short-term historical events 
that could occur again in the future. As such they represent regional events for which 
combinations of climatic data are available (from existing meteorological observing sta 
tions) that are suitable as inputs to impact models, Moreover, in many cases, they have 
been chosen not purely on the basis of a climatic anomaly per se, but also with the 
recorded impacts in mind. For example, the 1929-1938 'dry decade" scenario in 
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Saskatchewan, represents the 10 consecutive years with the greatest predicted average 
shortfall of wheat yields (relative to trend) in the 53-year period, 1928-1980. This diag-
nestle approach to scenario selection (i.e., diagnosing the weather-related impact before 
selecting the scenario) contrasts with the more prognostic features of CCM-based 
scenarios, discussed below. 

The types of instrumental scenario selected in each region are summarized in 
Table 1.2 and illustrated in Figure 1.23. Their selection is described in detail in each 
case study. Most were developed to assess the impacts at the present-day (with current 
agricultural systems, technologies, crops, etc.) of past, observed climatic anomalies that 
might be expected to occur again even in the absence of longer-term climatic change 
(e.g., the 1860s cold period in Iceland and Finland, the cold year 1980 in Japan and dry 
year 1961 in Saskatchewan). Other anomahes served as "analogue" data sets for possi-
ble 00 2-induced warming (e.g., the ensemble of the ten warmest years from 1931-1984 
in Iceland). While most scenarios were selected to reflect anomalies in average climate, 
several (e.g., in the Japan study) were based on the interannual variabihi!, of climate. 

The GISS 2 x CO2  scenario 

There is a detailed discussion in Section 3 of the reasons for selecting the G1SS GCM 
experiment as a basis for the 2 x CO 2  scenario. The GISS GCM produced outputs for 
an 8' latitude x 10' longitude network of grid points showing the simulated change in 
monthly averaged climatic variables between 1 x CO 2  (present-day) and 2 x CO 2  
(future) equilibrium conditions. Statistical smoothing techniques were used to transfer 
the model-generated data to a finer resolution (4' x 5') grid system and to Filter out 
large amplitude temporal fluctuations in the data. 

Values of mean monthly temperature ('C), precipitation rate (mm/day) and cloud 
cover (proportions) were provided for a 4' x 5' resolution grid point coverage represent-
ing each case study area. Five types of information were available: 

Observation data (1931-.1960 mean values). 
GISS model generated I x CO 2  equilibrium values. 
GISS I x CO 2  - Observations (used for validation of the GISS model). 
CISS 2 x CO 2  equilibrium values. 
GISS 2 x CO 2  GISS I x CO 2  (i.e., the change in equilibrium climate for a dou-
bling of CO2 ). 

In order to apply the GISS 2 x CO 2  data to the particular climatic and agricul-
tural conditions at present observed at a regional level, it was first necessary to evaluate 
the performance of the GISS model in simulating present-day climatic conditions. At a 
global scale, it is normally sufficient to compare the GISS I x CO 2  data with the 
1931-1960 interpolated grid point observation data (see Section 3, Figure 84). How-
ever, the impact experiments at regional level are usually conducted for specific areas or 
sites with climatic records that reflect local conditions which are not always observable 
in the gridded data sets. 

Therefore, in each regional case study, the GISS 1 x CO2  data were compared 
instead (by interpolating between grid points) with 1951-1980 mean data for sites con-
sidered representative of the agricultural regions being investigated. The poor 
correspondence of real and modeled climated in many areas had implications for the 
development of the 2 x CO 2  scenario, discussed below. This weak validation of the 
GISS model, along with its coarse spatial and temporal resolution, mean that very little 
confidence can he attached to model estimates of regional climatic change. The esti-
mates should be regarded, rather, as one possible scenario of future climate that is useful 
for exploring the methods of impact assessment, preparing for the time when more accu-
rate model predictions of climatic change become available. 
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Figure 1.23 Instrumentally-based climatic scenarios, selected for the five case studies. 
Scenarios are depicted in horizontal bars - beneath long-term climatic time series from 
meteorological stations within each case study region. The 1951 -1980 mean climate 
(used as the baseline throughout this volume) is marked as a horizontal line through the 
plotted points on each graph. 
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The use of the CISS data depended on the nature of the impact models employed. 
All of the agroclimatic models required information on temperature conditions, most 
required precipitation data, and several also needed data on solar radiation, evaporation 
and windspeed. The CISS outputs of monthly temperature and precipitation pruved to 
be adequate for adjusting 1951-1980 observation data to the 2 x CO 2  levels, but the 
cloud cover data were not suitable for simulating changes in solar radiation. As a result, 
the radiation term in some models, along with other variables not available from the 
CISS model, was not adjusted from 1951-1980 mean values (except where empirical 
methods were used for approximating these; see Section 2). Where models required tem 
perature or precipitation inputs at a sub-monthly (e.g., daily, weekly, etc.) time resolu-
tion, the monthly GISS adjustments were applied to all values within each month. 

It was assumed throughout the different studies that, while the CISS model may 
not reproduce the observed present-day climate very closely, the change between 1 x 
(() and 2 x CO 2  equilibrium conditions was representative of the difference between 
the present (1951 1980) climate and a future 2 x CO 2  climate. In most cases, tempera-
tures and precipitation were adjusted simply by adding the difference between 1 x CO 2  
and 2 x CO 2  values to the 1951-1980 mean values. However, in some drier regions this 
led to an exaggerated change in precipitation, so that an alternative technique employ-
ing ratios rather than differences was adopted instead (see Part II, Section 1 for a full 
explanation of this). 

In most applications, adjustments were made for individual station locations by 
interpolating between the gridded 0155 model values, either manually from the printed 
data sets, or using computer interpolation routines, or by interpolating mapped values 
to the station locations by eye. 

Finally, the time component of a CO 2-induced climatic change was incorporated in 
two of the case study experiments: in the Leningrad region (USSR) and in Japan. 
Although the GISS model only simulated climatic conditions for 1 x CO 2  and 2 ' 002 
conditions, the transition between these two equilibrium states was approximated by 
assuming a linear rate of change up to an assumed CO 2-doubling date. In the Leningrad 
study, this approach was combined with an empirical method of specifying regional 
climatic change based on changes in northern hemisphere temperatures, which was 
applied to the period up to 2005 (following Vinnikov and Croisman, 1979 see Part V). 

Synthetic scenarios 

Synthetic scenarios comprise climatic data that are generated arbitrarily to simulate a 
climatic change. These were found to be useful in some regions for testing the sensi-
tivity of impact models. A popular approach is to alter the climatic input data to a 
model by systematic increments above and below the baseline values (e.g., at intervals 
of 0.5 C for temperatures and 10% for precipitation), and to study crop responses to 
these changes. Several of these sensitivity experiments are illustrated in this volume as 
two- or three-way plots of climatic variable(s) versus crop yield. 

In the absence of time-dependent "transient" 0CM estimates of climatic changes 
over the period of increasing atmospheric carbon dioxide concentrations, and since most 
0CM 'equilihrium" climatic change experiments are for doubled or quadrupled Concen-
trations of 002,  synthetic scenarios may also be used to represent conditions intermedi-
ate between the present and 2 x CO 2  climates. This procedure was adopted for the 
Central Region of the European USSR, where the two impact models that were 
employed (to estimate the effects of climatic change on agricultural production, costs 
and land allocation) were unable satisfactorily to accommodate the large changes in cli-
mate estimated for the GISS 2 x CO2  scenario. Instead, more modest arbitrary changes 
in temperature (alone) of +0.5, +1.0 and +1.5 C were assumed. 



82 	 introduction to the case studies 

Appendices 1.2-1.6 

The following appendices summarize the results of experiments conducted to assess the 
effects of climatic variations on agricultural production in the five case studies reported 
in this volume. Short definitions of some general measures of effect are listed below, 
while full details are given in the case studies themselves. The rows in the appendices 
are organized according to the hierarchical structure of the experiments, containing 
(from top to bottom) values of the regional climatic scenarios, first-order impacts, 
high er-order and economic 1 mnpacts, and adjustment experi rnents (where appropriate). 
l3aseliuie values are shown in the first column and, unless otherwise noted, estimates are 
relative to the 1951-1980 climate and to productivity simulated for that climate, with 
management and technology at ca. 4980 levels. Adjustment experiments are indicated 
with a solid black circle. 

Definitions of some general measures of effect used in the appendices 

Most of the terms used in the appendices to describe the effects of climatic variations are 
either self-explanatory or are specific to individual case studies. For the latter, reference 
to sources of definitions is given in the appendix footnotes. More general terms are 
defined below. 

Climatic index of agricultural potential. An index that indicates the potential for 
biomass productivity, reflecting the length of growing season and the temperature and 
moisture resources available to plants during the season (see Part 11). 

Drought frequency. This is based on the frequency of months with a Palmer Drought 
Index lower than -4.00 (indicating drought or severe drought) during a period of several 
decades (see Part II). 

Effective accumulated temperature. The annual accumulated sum of air temperatures 
above 0C during those days when daily mean air temperature is greater than a specified 
baseline (10C in most applications). 

Effective temperature sum. The annual accumulated sum of air temperatures above a 
specified threshold temperature that represents a minimum requirement for the corn-
rnencement of active plant growth (5 C is commonly used in this volume). 

Household purchasmng power. Average provincial gross domestic product (GDP) per 
household (see Part II). 

Potential for tree growth. qualitative description based on three quantitative measures 
used in the Iceland study (Part III): two giving the total lowland area with temperatures 
(in growth units) sufficient to sustain birch and Norwegian spruce, the third indicating 
the total potential taiga area, according to the location of the 10 C mean July isotherm. 

Precipitation effectieeness. An index that characterizes the annual moisture regime of a 
region on the basis of monthly precipitation and air temperature. Low values (below 32) 
indicate arid and semi-arid conditions, high values (above 64) indicate humid and wet 
conditions (see Part II). 

Trended yields. Model estimates of future yields under present-day or changed climate 
and under certain assumptions about projected technology. 
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Wind erosion poentiaI. An index combining windspecd (representing the erosive force 
on soil particles) with soil moisture (providing a cohesive force resisting erosion 
represented by the precipitation effectiveness indei). High values denote a high poten-
tial for wind erosion of soil; low values denote a low potential (see Part 11). 
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.4ppndix 1.6. 	The effect of climatic variations on agricultural production in Japan. 
relative to the 	1951- 80 climate and to productivity simulated for that climate, with 
with a solid black circle. Values in parentheses are standard deviations or coefficients of 

Scenarios 

Cool Urrstaljle decades 
year 

Baseline (1980 (1926 to (1974 to 
.JAPAN5 (1951...80)h type)b 1985-type) 1983-type) 

I-IGKKA!1)O 

Climate 
Mean J ul_Allgtemp . c 206CC —I.6O —0.3CC -FO.O'C 
Effective accumulated 3025GDD 14% 3% t 0% temperature1 
First-order effects 
Rice cultivation limit 250m —254 in —48m 
Rice yield index 100 40% 6% 
Simulated rice yields: 

Average climate & 
5.05t/ha ---24% ll% Present cultivar 

Annual weather 
Present criltivarh 448 t/ha (12%) •-- 15% -f 0% (4-0%) 
Middl e_ ma t ur i ngc. h 
Late-maturing c. + 17%T 

Jhqhr order effects 

District rice 5 iik 0.85 M L (22%) —36% 
 

TOIJOKU 

(]limate 
Mean Jul Aug temp. i 228'C --2.6C orG —0.5CC 
Effective accymulated 3676GDD - 21% --1% —4% temperature 
First-order effects 
Rice cultivation limit 350m - 413m —16m5  _79 me 
Rice yield index 100 —48% 1%f 

Jfiqher-order effects 

District rice supply j,k 3.05 M 	(11%) 18% 

WHOlE OF JAPAN 

First-order effects 
Relative total net 380M t/year —7% --2% prod'n (vegetation) 
Actual rice yields 100 —13% 
Higher-order effects 

National rice 5111ik 12.27M 	(11%) 15% 
(_2%)1 —4% ( 0%) 

National rice stock 1  8.34M t _100%l -1-11% 

Sources: 	Tables 2.1, 4.8 and 7.1, Part VI, unless otherwise noted. 
b Unless otherwise noted. 

Interannual variability assumed unchanged from baseline. 
d Above 0G (when mean temperature exceeds I0C); equation (3.9), Part VI. 
e Estimates from Section 4.3, Part VT. 

Estimates from equations (4.2) and (4.3), Part VI. 
g Source: Table 52, Part VT. 
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J3aselinc values are shown in the first column and, unless otherwise noted, estimates are 
management and technology at cc. 1980 levels. Adjustment experiments are indicated 
variation. Source: Part Vt. 

Scenarios (continued) 

"Good years" 
Slaffe decade 

0957 t 	 (1978 	 (1979- 	 GJSS 2 X 

1966 type) 	 type) 	- - 	jpe) 	 expenm'nl 

- o.rc -I-2.5'C -0.2C 

1% -t-25% -2% +35 1,1 8 

16m l397rrs --•32m 0  -3556in 
2% 1 15% 4%f 

11% 6% lo%g -7% 

10% (-33%) +-6% 13% +4% (-7%) 
260/, +32%" • +23%(- 	0%) 

• 426% ( 	
33%)• 

si 	o1\
)
fll 31 	/0 l 	/0 

I8/n 160 

-i 0.0CC •4-2.3C --0.3CC •I.3.2Cc 

1 0% 4 20% 3% 

I 0rn0  

f 29% 

I 365 m - 48 rue 508 m 
48% 3%! + 2 %, 

Ii' 

-310% 3-5% 

--1 0/1 	 +3% 	 199/6 

-3-3% 	 4.3% 

16% (3%)m 
+3% 	 -0% 	 +5% ( ..3%y' 

+ 191%" 
+20% 

Relative to 1974 83 baseline, 
Scenarios adjusted relative to CISS 2 x CO2  mean climate. 
Relative to 1966-82 baseline, 
Estimates from Figures 6.4-6.9, Part VI. 
10 consecutive occurrences of 1980-type climate from 1973-1982 

rn  2 x CO2  equilibrium climate. 
" Transition climate from present (in 1966) to 2x CO 2  (in 1982). 
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SECTION 2 

The Choice of First-Order Impact Models 

Timothy Cartcr, Nicolaas Konijn and !?obert Watts 

2.1. Introduction 

The quantitative estimation of crop responses to climatic variations is a Funda-
mental requirement for the studies reported in this volume. It is the procedure 
that translates a climatic perturbation (described by a climatic scenario) into a 
tangible first-order, biophysical effect (on crop production). Such a result can 
subsequently be used to evaluate further higher-order effects on agriculture and 
the wider economy. The quantitative tools that are used to evaluat.e the 
influence of climate on crops are termed agrochmaic models. 

In this Section we offer an introduction to the agroelimatic models Chat are 
employed in the IIASA/UNEP case study experiments. We will focus primarily 
on agricultural crop models since nearly all the models described in the volume 
are of this type. however, much of our discussion is equally applicable to other 
plant rriodels (such as the forest growth model reported in Part I, Section 5). 

First, we describe briefly the complexities of the crop production systems to 
be modeled, showing how effectively such systems are adapted to present-day 
climatic variations and considering how certain components of a system might 
respond to changes in climate. Secondly, we look at the types of agroclimatic 
models that have been used to represent the crop production system. A model 
checklist is also introduced that summarizes features of the models used in this 
volume. The checklist is used, thirdly, to illustrate some advantages and limita-
tions of using agroclimatic models for simulating the effects of present-day 
climatic variations. Fourthly, the additional problems (and some solutions) 
associated with estimating the effects of longer-term climatic change are dis-
cussed, also with reference to the checklist. Finally, to show how agroclimatic 
models have been used in this volume, we point to some different methods of 
presenting model outputs. 

97 
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2.2. Climate and the Crop Production System 

2.2.1. Environmental factors affecting crop growth and yield 

To be able to show the effects of climatic variations on the physical processes 
determining crop growth, a model should respond to at least one of the variables 
that help to describe the climate. No matter where crop production takes place 
the following conditions determine the final production level: the radiative and 
temperature regimes and the soil water available for plant growth. There are 
also other environmental effects that are important for crop growth, and are 
themselves climate-sensitive, including the availability of plant nutrients and the 
interference of pests and diseases. These can he considered as indirect effects of 
the climate. When any of the above factors is not considered in a model, it often 
means that under the actual local physical environment that particular variable 

[9GY& CLI MATO LOGY 1 
Transpiration 

IATMOSPHERICI 
--. 	
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Photosynthesis 
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Figure El. Physical processes in plant production and some research disciplines that 
study them. 
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does not induce short-term responses sufficiently large to affect crop yields. Such 
an omission may become significant when longer-term climate changes are con-
sidered. This is the case for atmospheric pollutants, particularly carbon dioxide, 
which are likely to have an important bearing on plant productivity in the 
luture, independent of their effects through changes in climate. Howevcr, these 
issues are not within the scope of this volume. 

The more important processes are illustrated in Figure 21 and have been 
grouped according to their parent research discipline. While the major concern 
throughout this volume is to evaluate the effects on agriculture of changes in cli-
nate (the uppermost component depicted in Figure 2.1), the diagram reminds us 
that such investigations are at the interface of many research specialisms. Thus 
they require an interdisciplinary approach, as is evidenced by the authorship of 
each component in the case studies. 

2.2.2. Constructing a crop calendar 

Some agroclimatic models relate only climatic factors to crop yield, but we will 
take a broader view here, recognizing that other variables such as farm manage-
rnent activities not only contribute to the level of the crop yield, but can also he 
decisive in whether one obtains a yield at all. We can illustrate the full range of 
aspects that can be incorporated in a model by referring to a crop calendar (Fig-
ure 2.2). Spring wheat is taken as our example since it is an important crop in 
several of the regions described in this volume. Similar calendars could he con-
structed for other crops, however, based on information contained in the case 
studies and from elsewhere in the literature (e.g., FAt), 1978; Duckham, 1963). 
The models we are interested in can he compared with the appropriate calendar 
to see whether certain important aspects are included. Subsequently we will use 
a checklist to match appropriate models to particular tasks. 

In Figure 2.2, various development stages of spring wheat are recognized 
which are related to the crop's special requirements. The following requirements 
are distinguished: radiation, water, nutrients, weed control, pest control, and 
soil conservation. These are represented over time as vertical lines within hor 
izonta] bars; the closer the lines in the bar, the more important are the require-
ments. In addition, each plant has its typical optimum and extreme temperature 
ranges that can vary according to the stage of growth. Similarly, a crop's sensi-
tivity to sporadic extreme weather events such as frosts, hailstorms or strong 
winds, changes during its development. 

For most of the crop requirements the farmer has tools to reduce any 
adverse effects of the environment. Thus, each of the requirements indicated in 
Figurf 2.2 is accompanied by a shaded horizontal bar that shows how farmers 
can act, given that they have the means and sufficient know-how. For example, 
soils may not be capable of meeting the nutrient requirements, and require the 
application of fertilizers at the right time and in an appropriate manner to 
increase production. To what degree these applied nutrients become available to 
the plant, however, is also a function of the weather. Moreover, although the 
farmer can counteract to a certain degree the negative effects of the weather, 
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Pigure 2.2. A crop calendar for spring wheat. The timing of important crop require-
rnents (listed in the left hand column) and the farmer's activities to help meet these  re-
quirements (listed to the right of the diagram) are indicated within the accompanying 
horizontal bars (unshaded bars for p'ant requirements; shaded bars for management ac-
tivities) as vertical lines. The closer the lines in the bars, the more important are the re-
quirements or activities. The optimum range of temperatures and the sensitivity of a 
crop to extreme weather events are depicted in the lower part of the diagram. 
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losses in nutrients may still occur due to leaching, immobilization or volatiliza-
tion. 

.2.3. Long-term effects of crop production 

The crop calendar in Figure 2.2 illustrates some of the crop requirements and 
farming activities that affect crop production on a short-term basis. Most 
present-day applications of agroclimatic models consider these factors and their 
interannual variations. However, other factors may become more important over 
the longer term. For example, soil properties such as orgallic matter content 
change naturally from year to year, partly as a function of climate, although 
anthropogenic activities tend to mask these background effects. Over the 
longer-term, however, man's activities can disguise cumulative adverse changes 
to soils such as depleted organic matter content that may be accelerated by 
climatic change and contribute to reduced crop production through processes 
such as soil erosion. 

Additionally, while farmers may not currently be able to fulfill some of the 
crop requirements depicted in the crop calendar, developments in plant breeding 
may come to their aid in the future. Plant breeders may develop better adapted 
varieties, such as short-straw varieties where there is a risk of lodging, or quick-
maturing varieties where growing seasons are short. The modeling of such 
adjustments in crop varieties as a response to climatic change is discussed below. 

2.3. Agroclimatic Models 

Having described some of the factors that influence crop production and yield, 
we now consider how these various factors can be isolated and their impacts 
quantified within a formal model framework. We can view a model as a set of 
input variables that lead to a set of output variables through a number of 
mathematical relationships. In an agroclimatic model, the output variable of pri-
mary interest is usually some measure of crop productivity (e.g., yield, hiomass 
potential, land suitability). Input variables can include any combination of 
climatic variables such as temperature, precipitation, windspeed, and solar radia-
tion, other environmental variables (e.g., soil properties), and various manage-
ment variables (e.g., irrigation and the application of fertilizers and pesticides). 

We can distinguish between two general techniques for examining the 
response of agricultural crops to climatic variations. The first provides relative 
measures of crop suitability through the use of agroctimatic indices. The second 
facilitates estimates of potential crop productivity by means of a crop-climate 
modeling procedure. Both techniques, summarized below, have been widely 
employed in the case study experiments reported in this volume. 
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2.3.1. Agrodlimatic indices 

in essence, an agroclimatic index is a derived variable that is defined either by 
manipulating values of a meteorological variable into a different form or by com-
bining variables with empirically-derived coefficients into a composite term. For 
the impact analyst such indices offer two advantages. Firstly, an index consti-
tutes a single term to which crop growth and development is found to be particu-
larly responsive. Secondly, the statistical problem of collinearity amongst 
meteorological variables is minimized and the number of degrees of freedom 
reduced (Robertson, 1983). 

Indices have been developed to examine various aspects of the agroclirnate, 
either singly or in combination. For example, the most common derived variable 
used to describe the thermal agroclimate is Effective Temperature Sum (ETS), 
usually measured in units of growing degree-days. ETS is frequently adopted to 
estimate the timing of crop development stages, and is calculated as the 
integrated excess of temperature above a fixed datum (base temperature) over a 
period required for a specific phase of development (Parry and Carter, 1984). 

Given such an apparently straightforward concept, it is perhaps surprising 
that there exist so many different (and potentially confusing) names and compu-
tational methods for what is essentially the same measure. Nine different 
approaches have been identified in this volume alone. They are summarized in 
Table 2.1. Several authors calculate ETS using daily mean temperatures (e.g., 
for the Finland study using temperatures above a base temperature of 5 °C). 
Others utilize monthly mean data to compute degree-days, either with no con-
sideration of within-month temperature variability (e.g., for Japan temperatures 
above a 5 °C base) or employing special techniques to simulate the daily tempera-
Lure distribution (e.g., for the latitude band 38-70'N above a 5°C base). For 
both the USSR and Japan, effective accumulated temperatures are computed 
above a 0 °C base for daily mean temperatures during the period when daily 
mean values are above 10°C, and a base of 1.6°C is used to calculate Forest 
Growth Units in Iceland, a measure analogous to ETS. 

Rather than calculating temperature sums above a threshold value, some 
studies utiJize the same procedure to derive cooling degree-days by integrating 
temperature bdow a given threshold. These measures have been used in the 
Japanese study for evaluating the sensitivity of rice to cool temperature condi-
tions (lee Table 2.1). 

The duration of the effective growing period for crops can also be 
represented by various measures, such as the Frost-Free Period in the northern 
USSR (Part V, Section 2) or the Effective Period in Japan (Part VI, Section 3). 
Furthermore, moisture conditions are very important in influencing crop growth 
and also in affecting the cohesive properties of some soils. Two moisture indices 
have been used in the Saskatchewan Study (Part II, Section 2): the Palmer 
Drought Index and Tliornthwaite's Precipitation Effectiveness Index, the latter 
forming a component of the wind erosion model reported in Section 3 of that 
report. Another, the Relative Dryness Index (RDI), has been correlated to world 
vegetation types, and forms one component of the Chikugo model used in the 
Japan case study (Part VI, Section 3). 
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Finally, two indices are reported in the volume that combine several 
different aspects of the plant environment in a single term to provide an indica-
tor of potential productivity. The first, used in the Saskatchewan case study, 
combines a "heliothermic factor" (characterizing thermal and radiative condi-
tions) with a "moisture factor" in a "climatic index of agricultural potential" 
(see Part II). The index is used as a relative measure of potential bioma.ss pro-
ductivity in different parts of Saskatchewan for different climatic scenarios, and 
also provides useful information on agroclimatic conditions within a growing sea-
son that can indicate which cropping practices might be suitable under a given 
climatic regime. 

The second, already mentioned, is the Chikugo model for estimating net 
primary productivity. This relates the potential productivity of natural vegeta-
tion to local radiation conditions and to the ability of plants to exploit these con-
ditions, a function of moisture conditions represented by the RDI. The model is 
used to estimate potential shifts in zones of net primary productivity under 
different climatic scenarios in .Tapan (see Part VT). Since the Chikugo model 
estimates plant productivity in absolute terms, it bears a close resemblance to 
certain types of models used for estimating crop yields. Thus, we now turn from 
more general estimates of agroclimatic and hiomass potential, to consider models 
for specific crops. 

2.3.. Crop-climate models 

We have adopted the term "crop-climate model" to represent a range of models 
that relate crop variable(s) to meteorological variable(s), irrespective of time 
scale (WMO, 1985). Thus, unlike some other common descriptors (e.g., "crop-
weather" or "crop-yield"), this one focuses explicitly on responses of crop yields 
to climair variations, but over a ringe of lime-se.ales, which is convenient from 
the point of view of the different climatic scenarios employed in the model exper-
iments in this volume. 

There are numerous reviews of crop-climate modeling in the literature (e.g., 
Baier, 1977, 1982; Sakarnoto, 1981; Robertson, 1983; Nix, 1985; WMO, 1985) and 
all attempt some kind of model classification. For our purposes, two broad 
classes of model can he distinguished: empirical-statistical models and simulation 
models. 

FJmpirica1-sa/istical models are developed by taking a sample of annual 
crop-yield data together with a sample of weather data for the same area and 
time period, and relating them through statistical techniques such as multiple 
regression analysis. This procedure is sometimes labeled a black-box approach 
since it does not easily lead to a causal explanation of the relationships between 
climate and crop yield Figure 23(a)]. 

This description should not imply, however, that these models are 
developed blindly or indiscriminately. The most effective empirical-statistical 
models are usually the product of a careful and well-informed selection of suit-
able explanatory variables, based on close understanding of basic crop phys-
iology. 
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FigtLre 2.2. The construction, operation and validation of (a) an empirical-statistical 
(black-box) model and (b) simulation model (schematic). 

Smulatwn models generally treat the dynamics of plant or crop growth 
over the growing season through a set of mathematical expressions tying 
together the interrelationships of plant, soil and climate processes. Some of these 
relationships are well enough understood to be regarded as accepted laws of phy-
sics, chemistry and biology and are often referred to as deterministic functions 
(Lyons, 1982). Other processes which are either poorly understood or of secon-
dary interest to the modeler are frequently represented by empirical functions. 

Thus, no simulation model can be described .s truly deterministic since all 
incorporate at least some empirical (black-box) elements. however, they differ 
from empirical crop models in their development and operation. In the 
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simulation approacli plant growth processes are prespecilied, and output data 
are generated internally by the model, as illustrated in Figure 2.8(b). 

An intermediate type of approach employing simple deterministic 
mathematical functions in "mechanistic schemes" has also been identified in the 
literature (e.g., WMO, 1985) but since they, like more sophisticated computer 
simulation models, are process-based and operate over the development phases of 
a crop, we have subsumed them into the simulation model category. 

Both types of model are used in the case studies in this volume to estimate 
crop responses to climatic variations of two kinds: 

Short-term anomalies that have been observed in (or are within the range 
of) the instrumental climatic record. 
Longer-terni climatic change estimated for future doubled concentrations of 
atmospheric carbon dioxide. 

While some models were not developed with the explicit jntention of exam-
ining effect.s of climate or weather on crops, most are able to account for 
present-day climatic conditions, including short-term variations of climate men-
tioned above. The advantages and limitations of using different models for this 
application are evaluated in Subsection 2.4. The additional problems of using 
such models for analysis of crop responses to longer-term changes in climate that 
are outside the historical range of climatic observations are discussed in Subsec-
tion 25. For many of the model characteristics examined, the reader is referred 
to the corresponding column heading in a model checklist (Fmgure 2.4). This is 
used in the following sections to provide a broad assessment of the crop-climate 
models used in this volume. 

2.4. Evaluation of Models for Estimating Effects of 
Short-Term Climatic Variations 

We can evaluate a model according to the following general criteria: objectives, 
data requirements, assumptions and sources of error, and validation. 

2.4.1. Objectives 

In general, models are constructed in order to satisfy certain objectives. These 
condition what levels of detail and explanation are required in developing the 
model. As a simplification, empirical statistical models are built for the sole pur-
pose of yield prediction; simulation models offer a means to analyze plant 
processes as well as to estimate yield. Model objectives are categorized under 
"intended outputs" in Figure 2.4. Differences in modeling objectives will become 
apparent in the following discussion, but it is important to emphasize here that 
few models have been developed with the explicit objective of estimating crop 
responses to climatic change. 
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2.4.2. Data requirements 

A model is only as good as the data set upon which it is based. 1)epending on 
the level of sophistication of a model, its data requirements may include informa-
tion on climate, crop yields, soils, drainage, other site characteristics, manage-
ment practices, and other factors, each at a certain time resolution and 
representing a particular site or region. Adequate data are required first, for 
constructing the model algorithms, second, for running the model (i.e., as inputs) 
and third, as independent objective measures against which to validate model 
outputs. 

In general, fewer and more simple model variables allow use of a longer 
time series of data and permit a more straightforward and rapid calculation pro-
cess. Most empirical-statistical models are constructed to meet this objective, 
both for the purpose of simplicity and to avoid the statistical problem of inflated 
correlation coefficients due to a high number of explanatory variables (Sakarnoto, 
1981). Continuing this line of reasoning, it is no surprise that some of the most 
effective statistical models have been developed in areas where variations in crop 
growth and yield are governed by a smgle major weather factor (e.g., tempera-
ttire and hay yields in Iceland, see Part Ill). 

For an empirical treatment of a more complex system, data bases may 
become prohibitively large, and in this situation the explanatory, simulation 
approach may be preferable since some of the variables can be generated inter-
nally by the model. however, data requirements are normally greater for simnula-
tion models because of the short time-steps Frequently employed; and such data 
are seldom available over long time periods. This imposes a formidable restric-
tion on the applicability of many simulation models for the analysis of climatic 
variations over more than a few years. 

An additional logistical advantage of most empirical models lies in their 
prediction of yields for quite large regions. Thus, climatic data are often regional 
averages derived from a number of sites, any one of which need not necessarily 
provide a continuous record. Conversely, simulation models tend to require a 
single, unbroken run of data for all variables at a specific site. 

Details about the type, number and temporal resolution of model input 
data are accommodated tinder the beading "input data requirements" in the 
model checklist (Figure 24). The practical availability and manageability of 
these data for conducting climate impact experiments are assessed separately 
under the heading "data". 

2.4.3. Assumptions and sources of error 

The effectiveness of a model, for whatever purpose it is designed, depends to a 
large extent on the nature and validity of its assumptions. Although each model 
has its own unique set of assumptions, some are common to most models. 

Most of the weaknesses of empirical models can be attributed to their sta-
tistical assumptions. Firstly, in classical linear regression analysis it is assumed 
that variables are independent. Unfortunately, few of the climatic variables that 
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affect crop yield are not related to each other and many are also related to them-
selves over time (i.e., are autocorrelated). These problems of multicollinearity 
usually result in regression coefficients with large, unstable variances. Secondly, 
the relationships between crop yields and climatic variables are rarely linear. 
Where they are modeled as such this can also lead to inflated variance, and the 
resulting coefficients may be unstable to the extent that their sign can change 
with the addition of new observations (Biswas, 1980). 

One potential solution for reducing cotlinearity is to combine intercorre-
lated variables into an agroclimalic index (see above). Surrogate variables such 
as these have been used to represent soil moisture information or radiative ther-
mal conditions and can be related directly to potential agricultural productivity 
(e.g., the climatic index of agricultural potential used in the Saskatchewan case 
study, see Part II). 

A third, simplifying assumption that pervades most models but may have a 
greater influence in the empirical-statistical type, concerns the interpolation and 
extrapolal!on of values. Since most models are developed and "tuned", using 
functions pertaining to an observed range of present-day conditions, it is likely 
that interpolation will be the dominant procedure employed in model runs con-
ducted under "normal" conditions. However, altering the climate may introduce 
values outside the modeled range. The problems of extrapolating existing model 
relationships are examilled in Subsection 2.5.1. 

A fourth assumption, which affects both model types but in different ways, 
involves the inclusion of management practices and technology as explanatory 
variables. In simulation models these are either included as explicit input vari-
ables (a separate category in Figure 2.4), or are specified as constants. In the 
latter case, this assumption may restrict the model's effectiveness in estimating 
long-term effects of technological change. 

Empirical-statistical models often treat technological change as a time 
trend based on yield statistics over a relatively long period of time. This pro-
cedure has two disadvantages. First, it relies upon the subjective separation of 
technological trends from those that can be attributed to the environment 
(including climate). Secondly, as in the case of simulation models, a future 
scenario requires some assumptions about the extrapolation of the technology 
trend. 

Finally, sporadic climatic events such as hail storms, floods, late or early 
frosts can often have devastating effects on crops. While simulation models gen-
erally make allowance for these episodic events through the use of critical toler-
ance levels, empirical-statistical models often do not because of their (usually) 
short duration, and this can have implications for the analysis of longer-term 
climatic change. 

We have given short descriptions here of some of the more important model 
assumptions and sources of error. (More complete discussions of these and oth-
ers can be found in the reviews by Sakamoto, 1981; Baler, 1982; Biswas, 1980; 
Katz, 1979 and WMO, 1985.) 
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2.4.4. Validation 

The ultimate test of any model is to assess how closely its predictions correspond 
to actual measured observations. The whole credibility of a model's forecast of 
crop response rests on the rigorous testing of its sensitivity and verification of its 
outputs against independent observations. These aspects thus form an impor-
tant componeit of the model checklist (Figure 2.4). 

A sensiluilty analysis can tell us a lot about the inherent stability of a 
model, its effecl,jve range of operation and its potential applicability to climatic 
change experiments. In essence, a sensitivity analysis seeks to evaluate a model's 
responses to incremental changes in magnitude of each input variable (both 
singly and in combination). These adjustments should be distributed such that 
the extreme values lie well outside the observed natural range. Similar pro-
cedures are employed for those mechanisms, including feedback processes, that 
are generated internally, and for the range of uncertainty surrounding parameter 
values. In this way, we can gain insights into: 

() The physical realism of the modeled relationships over a wide range of con-
d it ions. 
The relative importance of the various types of external forcing. 
The relative influence of each modeled variable in determining model out-
puts. 
Some of the model's limitations, including information concerning: 

(a) the conditions under which the model breaks down. 
(h) which of its coefficients are potentially unstable, under what cir-

cumstances and with what effect (e.g., se Katz, 1979). 

in order to appraise its performance, it is necessary to vaJdate a model's 
estimates against observed data. This procedure has a number of attendant 
difficulties, not least the problem of securing adequate data for its implementa-
tion. The types of data required for validation depend to a large extent on the 
nature of the model's predictions. 

As a minimum requirement, the outputs from an empirical-statistical model 
should be verified against at least ten years of independent crop yield data, 
reflecting a variety of conditions. Ideally, these should be selected from a 
different area than that for which the model was constructed but for the same 
time period, in order to test the model's common applicability (referred to as 
"other regions" in the "external" validation category - Figure 2.4). however, 
because of the area-specific nature of most statistical models (due in part to their 
general neglect of variables such as soils, drainage and management that are 
often highly heterogeneous over space) this form of cross-validation is rare. 
Model results are usually compared with observations from the same area but for 
a different time period ]Figure 2.8(a) and the heading "in situ" in FIgure 2.41. 
Further validation techniques are also available as alternative or (preferably) as 
complementary tests of model reliability (e.g., Draper and Smith, 1981), but 
these have seldom been used for such purposes (and not at all in this volume). 
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For simulation models, the validation requirements are slightly different. 
Firstly, the data requirements are usually very much greater than for statistical 
models. A proper validation procedure should include not only a comparison of 
modeled outputs with real conditions, but also the verification of each and every 
internally derived value [Figure 2.3(5) and the category "internal" in Fiqure 2.41. 
In some instances, however, it may be either impractical or even technically 
impossible to measure a particular variable. 

Secondly, the model structure should be scrutinized for internal consistency 
and the model's behavior tested under a range of different possible conditions 
(WMO, 1985). This is one of the main functions of a sensitivity analysis (dis-
cussed above). 

Thirdly, in validating any type of model care should be taken to ensure 
that the independent observations being used are totally compatible with the 
model estimates. Efficient scrutiny of the data may uncover nnforeseen peculiar-
ities to which a model may or may not be sensitive (such as the introduction of 
irrigation to an area, the replacemcnt of a crop hybrid, or a change in the total 
area under the crop). 

In order to provide an approximate judgment on the demonstrated validity 
of the models used in this volume, we have examined the validation procedures 
and results reported for each model, and entered our findings under the category 
"assessment" in I'qure 2.4. 

2.5 Evaluation of Models for Estimating Effects of 
Longer-Term Climatic Change 

For the purposes of estimating crop responses to future climatic change, it is 
tempting simply to substitnte information on the new climatic conditions into 
existing agroclimatic models and to study the model outputs accordingly. Flow-
ever, even if a model performs satisfactorily under present-day conditions accord-
ing to the criteria outlined in the previous section, the utmost caution is required 
in simulating crop responses to a long-term change in the climate. Three 
categories of problem need to be overcome in conducting these studies; 

Problems relating to the validity of model relationships. 
l)ifficulties concerning model linkages with respect to scenarios of climatic 
change. 
Problems of linking agroclimatic models to models of higher-order effects. 

2.5.1. Model relationships 

There are four aspects that may affect the validity of model relationships: the 
range and applicability of model functions, the importance of natural tong-term 
environmental processes, the future influence of management and technology on 
agriculture, and the effects of other environmental factors. 



The cho*ce of fio-order impact nwdds 	 113 

Mode! fUflctOflS 

The extrapolation of a model's functional relationships outside the range for 
which they were developed and validated is one of the most common errors in 
conducting climatic change experiments. In the model checklist (Ftiure 2.) we 
have included a category labeled "range" to assess the level of confidence that 
can he placed in model estimates of crop response to the range of both short- and 
long-term climatic variations. Not being process-based, empirical-statistical 
models are especially likely to contain functions that require reevaluation for the 
changed conditions. Simulation models may be able to accommodate certain 
features of a climatic change, however. For instance, a change in climate may 
alter the importance of critical threshold values for crop growth that are often 
included in simulation models. Alternatively, if a crop is especially vulnerable to 
the effects of episodic events, then it is of critical importance that such events 
should be modeled effectively, for any change in their frequency may have 
damaging consequences (Rosenberg, 1982). 

I3oth of the above cases can he illustrated with reference to changes in fre-
quency of sporadic low- and high-temperature damage to rice in northern Japan. 
Using an empirical rice yield index, the effects of these weather anomalies can be 
inferred from an implicit relationship between damage and mean monthly tem-
peratures (the input data for the model). In contrast, these short-term tempera-
ture anomalies can be input directly and their effects modeled explicity in a 
simulation model for the llokkaido region (.cee Part VI, Sections 4 and 5). 

Another weakness exhibited by many empirical-statistical models stems 
from their omission of important explanatory variables that are correlated with 
modeled variables. Under a changed climate the relative influence of such vari-
ables on crop response may change thus invalidating the original relationships. 
Further comparison of the two rice yield models serves to illustrate this. The 
strong relationship between rice yield and temperature under present climatic 
conditions in the rice yield index is partly an effect of above-average tempera-
tijres being associated with above-average solar radiation conditions (a relation-
ship implicit in the index). however, while temperatures increase significantly 
under a doubling of atmospheric carbon dioxide concentrations according to the 
estimates of the Goddard Institute for Space Studies (GISS) general circulation 
model (GCM), levels of solar radiation change little. The temperature-yield rela-
tionship as used in the yield index would thus be weakened, but since both vari-
ables are incorporated in the simulation model that model can accommodate the 
climatic change. 

One method of justifying the extrapolation of a model relationship is dis-
cussed in the Iceland case study, involving the use of a regional analogue. Under 
the GISS 2 x CO 2  scenario, the climate of Iceland resembles the present-day cli-
mate of northern Britain. By inferring from this that future hay yields in Iceland 
might attain similar levels to current yields in Scotland and northern Ireland, 
present-day temperature-yield relationships in Iceland have been tentatively 
extrapolated to the 2 x CO2  climatic conditions (see Part III). 
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Long-term environmental processes 

Over short time periods, in situations where the rates of change of certain 
environmental processes are relatively slow, their effects may be imperceptible. 
Thus, for the purposes of modeling short-term crop response, they can often be 
fixed or omitted completely. However, in a consideration of longer term climatic 
changes over periods ranging from decades to centuries, these processes may 
exert an influential and possibly dominant role in crop growth. It is therefore 
important to incorporate them in models, at least on an annual updated basis. 
Examples include changes in soil properties (see Subsection 2.2.3), and the 
efficiency of field drainage. In the model checklist, the ability of models to 
account for these longer-term changes can be inferred from the nature of the 
input variables that are required (usually on an annual basis Figure 2.4) 

Management and technology 

Some of the assumptions that are made in model experiments about past trends 
in management and technology were discussed in Subsection 2.4.3. Projecting 
these trends with any confidence into the near future is very difficult, however, 
and over the longer term (beyond about 5-10 years) almost impossible, particu-
larly in highly developed agricultural systems where technological advancement 
is a function of research and innovation, and where management practices are 
subject to world market forces (both highly unpredictable entities). 

in agroclimatic models where management and technology factors are 
represented, two approaches have been adopted to handle the effects of climatic 
change. The first specifies a time horizon for the climatic change (say 50 years) 
and extrapolates the management/technology trend over that period. For exam-
ple, for projecting the effects of climatic change over the penod 1980-2035 in the 
Leningrad region (northern USSR), it was assumed that, regional fertilizer appli-
cations (a model input) would increase linearly from observed 1980 levels to lev-
els currently recorded on experimental plots by the year 2035 (the experimental 
plot data thus placing an upper limit on the extrapolation -- see Part V, Section 
2). 

The second (more common) approach, sidesteps the issue altogether by 
estimating the effects of climatic change under present-day management and 
technology (i.e., fixed at ca. 1980 levels). However, even when this approach is 
adopted, if a management factor can be modeled explicity (as in the Leningrad 
case), it may be instructive to study a crop's sensitivity to changes in manage-
ment, not as a scenario of future managenient conditions but rather as a poten-
tial adjustment to mitigate the effects of climate. Adjustment cxperzrnents of this 
sort have been conducted in several case studies. For example, modeled fertilizer 
applications have been adjusted to simulate how temperature effects on hay 
yields may be offset in Iceland (Part lit), and altered planting dates of newly 
introduced rice varieties have been input to a rice yield simulation model for 
northern Japan to study the effects on annual yields (Part VI). Columns have 
been included in the checklist to indicate to what extent and with what degree of 
success models have been used in adjustment experiments (Figure 2.4). 
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Other environmental factors 

Attendant on, and possibly contributing to, climatic change are likely to be other 
factors that influence agricultural productivity, such as atmospheric, soil and 
water pollution. One attempt, within a model framework, to simulate the corn-
hined direct and indirect effects of doubled carbon dioxide concentrations on 
crop yield is reported for the Cherdyn region (northern USSR), using a spring 
wheat simulation model (Part V). Although strictly outside the scope of this 
volume, such model experiments are, nonetheless, rarely conducted and merit 
further study (Warrick et aL, 1986). 

2.5.2. Linking first-order impact models 
to scenarios of climatic change 

A first consideration for modelers wishing to simulate the effects of future 
climatic change is how best to quantify that change. In this volume we consider 
three basic types of scenario of future climate: 

Instrumental scenarios, using past observed climatic anomalies as aria-
logues of future conditions. 
Synthetic scenarios representing arbitrary adjustments to values of climatic 
variables. 
General circulation model (GCM) scenarios of climate under doubled con-
centrations of atmospheric carbon dioxide. 

The temporal and spatial resolution of these scenarios varies widely, and it 
is this consideration which is a major determining factor in the selection of an 
appropriate scenario as an input to a particular model. With the first two types 
of scenario, data are often available at the level of detail appropriate for direct 
input into a mode!, but if not, the kinds of difficulties encountered are likely to 
be similar to those found with the GCM scenarios. In the following, therefore, 
we address three main problems encountered in using CCM outputs as inputs for 
agroclimatic models: the matching of data, the specification of a baseline, and 
the consideration of time-dependent changes. 

Matching of data 

The GISS GCM provided the estimates for the 2 x CO 2  climatic scenario used 
by impact modelers in this volume (Part I, Section 3). In common with the out-
puts from other GCMs, the GISS model-derived data were of a very restricted 
nature. Values for only three climatic variables were provided (mean air tern-
perature, precipitation rate and cloud cover) at a monthly time resolution, and 
for a 4 latitude x 5' longitude network of grid points over each study area. 
Some solutions to these difficulties are described below. 
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Misszng variables. Several methods were adopted to account for climatic vari-
ables not provided but required as inputs to the agroclimatic models. In one 
method the missing variabks were fixed at present-day 1  baseline values. For 
example, baseline values of solar radiation or hours of sunshine were used in 
experiments with the spring wheat model in the Saskatchewan study (Part II), 
with the rice simulation model and with the Chikiigo model for net primary pro-
ductivity in the Japan study (Part VI). A second method employed empirical 
techniques for computing missing variables on the basis of other climatic data. 
For example, in the spring wheat model used in the northern USSR study (Part 
V), sunshine hours and vapor pressure were both estimated (using regression 
equations) from temperatures that were available from the GISS model. 
Thirdly, where maximum and minimum temperatures were required as model 
inputs, it was usually assumed that the magnitude of change in these variables 
between baseline and 2 > CO 2  conditions corresponded to the changes estimated 
by the GISS model for mean temperatures (e.g., for the spring wheat model 
experiments in Finland - see Part IV). 

The second, regression method may provide quite reliable estimates of 
missing variables for climatic scenarios within (though not outside) the range of 
instrumental observations. However, none of these three alternative procedures 
is an effective substitute for observed or GCM-generated data, where the changes 
in different variables are (or should be) internally self-consistent (WMO, 1985). 

Temporal resolution. Although the monthly time step of GTSS model outputs 
matched the input requirements of some agroclimatic models (e.g., the hay yield 
and pasture yield models used in iceland, see Part III; and the rice yield indices 
used in Japan, see Part VI), many models reqi.iired input data at a higher tem-
poral resolution (Figure 2.4). One method of improving the compatibility of 
time scales where the time resolution of the predicted climatic variables is too 
coarse for input into an agroclirnatic model, is to generate a synthetic set of 
finer-scale data. For example, in the Saskatchewan study a sine curve interpola-
tion technique is used to generate smoothed daily temperatures from monthly 
means, and weekly precipitation is adjusted by allocating fixed proportions of the 
weekly total to particular days (Part II). These techniques are particularly use-
ful for processing GCM-gcnerated mean data, for the spring wheat model was 
developed to estimate long-term average yields. However, the model has also 
been used to estimate yields under "extreme year" scenarios, the character of 
which are most accurately represented by observed daily data. This explains the 
higher rating in Figure 2.4 accorded the (less demanding) data requirements of 
this model for experiments with long-term changes than with short-term varia-
tions in climate. 

Alternatively, instead of improving the time resolution of the input data, 
another compromise is to run the impact model at a coarser resolution. A third 
method is to assume that the values for changes in monthly mean climate pro-
vided by the GISS model could be used in adjusting all daily or weekly values 
within the appropriate month (i.e., an assumption of unchanged within-month 
variability between baseline and 2 x CO 2  conditions). This method was used in 
adjusting the input data to the rice yield simulation model for Japan (Part VI). 
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Spatial resolution. The spatial resolution of the GISS model-derived gridpoint 
data (already interpolated from the original 8 latitude x 10 longitude GCM 
outputs see Part 1, Section 3) is too coarse to provide the level of local detail 
required in many of the agroclimatic models indicated in Figure 2.4. To iflus-
trate, four adjacent grid points straddling latitude 60 N enclose an area of about 
125000km 2  (greater than the entire surface area of Iceland, or about one-third of 
the area of Finland). It was thus necessary to employ spatial interpolation pro-
ceditres to evaluate the CISS model-derived climatic changes for the locations or 
regions specilied for agroclimatic model experiments. Techniques include com-
puter interpolation routines, manual interpolation from mapped isolines of the 
climatic changes, and weighted interpolation procedures based on the distance of 
the site location from adjacent GISS model grid points. Clearly, these interpola-
tion procedures may disguise significant sub-grid-scale variations in climate that 
can occur both tinder present-day and (undoubtedly) under future conditions. 
But until finer-scale GCM predictions are available, information on future local 
climatic variations must be based on observed present-day conditions viz, the 
clirnatological baseline. 

Specifying a baseline 

In order to provide reference points with which to compare b0th scenarios of 
future climate and their modeled effects on agricultural productivity, two types 
of "baseline" condition need to be specified. Firstly, the baseline climate should 
be representative of present-day climatic conditions in the study region. For 
experiments reported in this volume, the climatological baseline period adopted 
was 1951 1980, and data from this period (when available) were used as inputs 
to agroclimatic models. These data provide a fairly accurate representation of 
the local-scale climate under which the modeled crops are cultivated. This is in 
contrast to the GISS model estimates of present-day climate which are neither 
local scale (see above) nor accurate (see Part I, Section 3). If the GISS model 
estiniates of 2 x 002  climate are judged to be similarly inaccurate, then, rather 
than using these estimates directly to specify the 2 x CO 2  climate, an alternative 
approach can he erriployed. Throughout this volume it is assumed, therefore, 
that the change between CISS modeled 1 x CO 2  and 2 x CO 2  equilibrium condi-
tions (interpolated to the study locations, as described above) can be used to 
describe the change between the present-day (baseline) and a future 2 x 002  cli-
mate. 

In most crop-climate models, it is necessary to specify a second baseline 
condition that represents the present-day levels of management and technology. 
With empirical-statistical models that include a time trend (see Subsection 2.4.3) 
it is customary to specify a point on the trend line to represent the baseline con-
dition (for example, the estimates of barley yield in Finland under each climatic 
scenario were projected to a 1983 baseline on a time trend, see Part IV, Section 
2). With some empirical-statistical models and most simulation models, manage-
ment factors comprise independent model variables, for which baseline values 
can be specified (for instance, 1950-1983 baseline fertilizer applications at experi-
mental stations were used in scenario experiments with the pasture yield model 
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in the !celand case study, see. Part Ill, Section 3). Finally, where models incor-
porate neither a trend term nor independent management variables, crop yields 
modeled for the baseline climate may need to be adjusted to correspond to actual 
crop yields over the baseline period (for example, simulated rice yields in bk-
kaido are adjusted by a factor of 0.84 to match recorded yields during the base-
line period, 1974-1983, see Part VT, Section 5). 

7ime-dependent changes 

A third set of problems encountered in linking scenarios of climatic change to 
agroclimatic models concerns the time development both of the climate and of 
the simulated effects. Most 2 x CO 2  estimates from CCMs (including the GISS 
model estimates used in this volume) represent an equilibrium state of the 
modeled climate that is reached following a step-like (instantaneous) doubling of 
CO2 . No information is provided about either when the doubling will occur, or 
the nature of the transition between present-day and 2 < CO2  equilibrium cli-
mates - the transe.nt response (Part 1, Section 3). In the absence of this infor-
mation, it is common to use the 2 x CO 2  estimates as inputs to agroclirnatic 
models directly, as a step-li/ce climatic perturbation. A model is thus simulating 
a long-term change in average climate as if it were part of the year-to--year varia-
hility. With only one agroclimatic model, in the USSR study, is an attempt 
made to account for transient climatic change (Part V, Section 2). Annual 
climatic input data are obtained by interpolating linearly between the mean 
baseline climate (1951- 1980), the climate in 2005 (empirically-derived) and the 
GISS 2 x CO 2  scenario climate (assumed to occur in 2050). The model simu-
lates both the direct effects and the indirect effects (through changes in soil con-
ditions) of this climatic change on average winter rye yields during the period 
1980-2035. 

2.5.3. Linking first-order impact models to models of 
higher-order effects 

Several examples are presented in this volume of model linkages where output 
data from an agroclimatic model have been used as input data to other models 
that assess higher-order effects of a climatk scenario. The latter models include, 
for example, models of farm income, of land allocation, of employment or of food 
stocks. Each has its particular data requirements that are not always matched 
by the outputs from agroclimatic models. Four "mismatches" are illustrated 
here. 

Reqmareraenls for yield estimates for more than one 
crop-type of variety 

As an example of this, the farm simulation model used in the Saskatchewan 
study requires information on grain yields of four crops under different climatic 
scenarios, although estimates are only available for spring wheat yields from an 
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agroclimatic model (Part 11). In this instance, the percentage changes in spring 
wheat yields relative to baseline yields are assumed to be applicable to the other 
three crops also, in order to conduct the experiment. Otherwise, four separate 
agroclimatic models would he required to estimate the independent responses of 
each crop to the climatic scenarios. Alternatively, as demonstrated in the north-
ern USSR case study, a single model may be capable of simulating the responses 
of different crops, given that certain modcl parameters specific to each crop can 
be determined. In this example, yield estimates were provided by a crop produc-
tion model for seven types of crop as inputs to a regional agricultural planning 
model (Part V). 

RequirernenLs for crop ye1d estimates under different 
management practzees 

These can sometimes he simulated directly by an agroclimatic model, but where 
this is not possible, information about the ratios of reported yields under each 
management practice may need to be applied to modeled yield estimates to pro-
vide adequate input data for the second-order model. For example, the ratios of 
spring wheat yields on fallow to yields on stubble observed in 1979 -1980 in 
Saskatchewan are used to estimate fallow yields from modeled stubble yields 
(Part II). 

Requrcments for aggregated data 

Agrocliniatic models rarely produce estimates of productivity or yields for the 
same spatial units as are required in modeling higher-order effects. The former 
models, even if they have large-area applicability, usually consider smaller sub-
units, such as crop districts or communes (see Figure ). The latter models, in 
contrast, are commonly developed to characterize conditions at administrative 
district, economic unit, provincial or eve n  national scale. Aggregation from one 
scale to another is therefore necessary; for example, from mean crop district 
yields to mean yields by soil iorie, and subsequently to yietds by farm type that 
were needed as inputs to the farm simulation model in Saskatchewan (Part II). 

Requirements for time-dependent data 

Many economic models operate over a simulation period of several years, in 
order to accommodate realistic interannual variations in exogenous driving vari-
ables. Thus, annual estimates of agroclimatic productivity are often required as 
inputs to such models. Some agroclimatic models can, of course, supply such 
information (e.g., the spring wheat yield model for Saskatchewan estimated 
yields for each year of the scenario period 1933-4937, with these 5 annual values 
being introduced as years 3-- 7 in the 10-year sequence required for operating the 
farm simnlation model, see Part II). In the absence of modeled estimates, it is 
common to use recorded annual data to represent the baseline condition within 
the simulation period (often data used in calibrating the economic model) 
against which the scenario estimates can then be compared. It is noteworthy 
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that some economic models incorporate management responses in their relations, 
which raises some interesting questions al)ont further linkages that can be 
explored between economic models and agroclimatic. models. For example, if an 
agroclimatic model estimates a decrease in crop yields for a giver, climatic 
scenario, and if the standard management response to a yield decrease (sirnii-
late(1 in an economic model) is an increase in fertilizer applications, then this 
represents an important feedback into the agrodirnatic model for estimating crop 
yields in the subsequent year (a type of approach advocated in the Iceland case 
study for examining strategies to stabilize annual national fodder supply, .se 
Part HI). 

2.6. Model Outputs 

After conducting a scenario experitnent with an agroclimatic model, it is impor-
tant to present the results (e.g., estimates of biomass productivity, of dry matter 
potential or of crop yield) in a clear, informative and unambiguous manner. 
However, while each of these criteria may be. satisfied within an individual study, 
it is useful to highlight some differences in presentation between studies that 
pose problems in attempting to compare model results. Two broad methods 
have been adopted for representing model outputs: statistical or graphical 
methods, and a spatial mapping approach. 

2.6.1. Statistical/graphical methods 

Scenario estimates are usually compared with estimates for the baseline climate 
to indicate the magnitude of change induced by a climatic anomaly. Summary 
statistics (e.g., mean, standard deviation, coefficient of variation, etc.) are corn-
monly used to describe these changes in productivity (olten depicted graphically 
on bar charts), but these can be subject to misinterpretation. Measures of 
mean" yield over a given time period, for example., may he quite different 

depending on the techniques used to compute (,heiri. To illustrate, model esti-
mates of mean rice yield in Hokkaido based on the period-averaged climate 
(1951 1980) are significantly higher than the averaged estimates of rice yield 
during either of the decades 19571966 and 1971 -1983 based on annual weather, 
the latter estimates accounting for the (non-linear) effects of annual weather 
anomalies on yields (Part VI, Section 5). Furthermore, changes in interannual 
yield variability under different climatic scenarios can he considered either in 
absolute terms (e.g., as standard deviations or percentiles) or in relative terms 
with respect to mean yields (e.g., as coefficients of variation). For example, 
while the standard deviation of estimated oats yields in southern Finland 
increased by 21kg/ha relative to the baseline under the GTSS 2 x CO 2  scenario, 
a concurrent rise in mean yields (by 435 kg/ha) resulted in the coefficient of vari-
ation (standard deviation/mean) actually decreasing (by 5%) for the same 
scenario (Part IV, Section 4). 
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These measures of interannual variability are often depicted graphically as 
range bars on either side of the mean. They should not be confused, howver, 
with range bars that are sometimes used on graphs to show how estimates vary 
over space within a region (although mapping procedures are often more effc:tive 
for presenting this information, as discussed below). Nor should range ba's he 
confused with confidence intervals, another statistical and graphical device 
widely employed. 

Given the large number of uncertainties related to the scenarios, models 
and data, confidence intervals should be attached to all model estimates. The 
calculation of these can be a very time-consuming procedure, however, requiring 
rigorous sensitivity testing (see Subsection 2.4.4) and screening of data for 
errors. The development of the pasture yield model in the Iceland study is a 
good illustration of the many tests that are required to assess the validity and 
the uncertainty of even the most simple linear relationship (Part Ill, Section 3). 

2.6.2. The spatial mapping approach 

One focus of the model experiments reported throughout this volume has been 
on assessing not only the magnitude but also the qeographical pattern 0m  the 
effects of climatic variations on agriculture. Where model estimates are available 
for a number of locations within a region, it is possible to represent many cf the 
summary statistics (described above) as geographical isolines on a map. One 
advantage of this approach is that the modeled effects of different climatic 
scenarios can be represented in terms of geographical shifts in, for example lev-
els of agricultural potential, of crop yield or of biomass productivity. 

The approach is particularly useful for analyzing the effects of longer-term 
climatic changes, for large-scale shifts in vegetation zones (biomes) or cropping 
systems are only likely to occur as a long-term response to an enduring change. 
However, maps of year-to-year shifts in productivity, with the local short-term 
effects they imply (e.g., crop failures, increased growth rates, frost damage, etc) 
can also give an indication of the inherent stability and resilience of a regional 
ecosystem or farming system. There are many examples throughout this volume 
of maps showing modeled climate-induced shifts: 

In vegetation zones (e.g., shifts in the boreal forest zone in the northern 
hemisphere under the GISS 2 x CO 2  scenario based on a forest growth 
model, see Part 1, Section 5). 
In net primary productivity (e.g., shifts in levels of NPP of natural "geta-
tion in Japan under five climatic scenarios computed using the Chikugo 
model, see Part VI). 
In agricultural potential (e.g., mapped values calculated using the climatic 
index of agricultural potential for locations in southern Saskatchewan, see 
Part II). 
In crop yields (e.g., model simulations of spring wheat yields mapped across 
crop districts in southern Saskatchewan for four climatic scenarios, see 
Part II). 
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(5) In crop yield variability (e.g., maps of simulated changes in the 5, 50 and 
95 percentile values of spring wheat yields in Finland under three climatic 
scenarios, see Part IV). 

2.7. Conclusiojo  

In this section we have attempted to outline some of the techniques that have 
been employed in this volume to assess the first-order effects of climatic varia-
tions on crop production. We have particularly concentrated on describing and 
evaluating the use of agroclimatic models, developing a model checklist to help in 
this assessment. 

We can conclude that agroclimatic models are far from perfect: many are 
inadequately validated or tested, and several are used for experiments that they 
appear to be unsuited to tackle. However, in many of the studies that follow, 
such analyses represent the first attempt to model the effects of climatic change 
on agriculture. Despite many difficulties (highlighted throughout this section) 
models have been developed or refined for climate impact studies, techniques 
have been devised for validating and testing these models and their outputs, and 
system feedbacks and adjustments have been incorporated in model experiments. 
Finally, linkages have been developed between these first-order models and both 
climate models and higher-order impact models. The next two sections consider 
the first of these linkages, namely the provision of input data for agroclimatic 
models through the development of climatic scenarios. 
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SECTION 3 

Development of Climatic Scenarios: 
A. From General Circulation Models 

Wilfrid Bach 

3.1. Introduction 

This section evaluates the advantages and disadvantages of a number of general 
circulation models ((CMs) in deriving climatic scenarios For subsequent assess-
merits of climate impact in the IIASA/UNEP project's case studies in 
Saskatchewan, Iceland, Finland, the northern USSR and Japan. It begins by 
outlining the nature of the problem and the information needs of decision mak-
ers. There then Follows some comparison of the model-based and analogue 
approaches to scenario development. The main body of this section is concerned 
with the choice of GCM experiment that is most appropriate for the impact 
assessments which follow. The chosen scenario is then described in some detail 

Fossil fuel combustion, synthetic chemicals production, biomass burning, 
forest and soil destruction are the main activities through which mankind has set 
in motion a global experiment. Worldwide monitoring gives concrete evidence 
that the chemical composition of our atmosphere is undergoing a major change. 
Until recently the main concern was with the constantly increasing concentration 
of atmospheric carbon dioxide (CO 2 ). Now, after a closer look, some 30 addi-
tional radiatively-active trace gases have been identified - and this number is 
expected to increase in the future (kamanathan et al., 1985). Their contribution 
will significantly enhance the CO 2-effect due to their greater growth rates, longer 
residence times in the atmosphere, and higher radiation absorption efficiencies. 

An important consequence of the modification of the atmosphere's composi-
tion is a change in the radiation budget, and hence the climate, implying a gemi-
eral warming at the surface of the earth with potentially far-reaching impacts on 
global ecosystems, agriculture and water resources in the near term, and melting 
of ice and sea-level changes in the longer term. Physical reasoning and rriodel 
simulations strongly suggest that a substantial anthropogenic influence on 

125 



126 	 lot roduCtiorL to the r.ae stud,es 

climate has already been effected, although it is not yet possible to prove it in a 
scientifically rigorous way (hansen et al., 1985; Wigley and Schlesinger, 1985). 
Moreover, many of the climate-influencing factors, acting either individually or 
in combination, may result in synergistic effects, whose consequences we have 
barely begun to investigate (1ach, 1983, 1984). 

All of this must be seen in connection with the pressure of the constantly 
increasing population and the limited environmental and food resources which 
will further aggravate the vulnerability of society to climatic change. It has been 
said that in a future warmer world there would be winners and losers, implying 
that the positive and negative impacts of the ongoing climatic change and varia-
bility would balance out. It is further maintained that any negative effects 
through climate on food production could he compensated through genetic tech-
nology by breeding novel strands of grain with higher yield, and through foreign 
trade. Unfortunately, experience from the recent past does not justify any such 
optimism. On the contrary, the extremely vulnerable hybrids developed under 
the so-called Green Revolution require the application of large amounts of pesti-
cides and artificial fertilizer, thereby putting a heavy strain on the environment 
and the economy, especially of developing countries. Moreover, any grain 
surplus is first and foremost exported to those countries that can pay for it. The 
vulnerability of the hunger-stricken countries continues to be large, because the 
potential for yield increases is rather limited owing to capital, energy, sociopoliti-
cal, environmental and climatic constraints. To reduce this vulnerability by 
determining the range of potential climatic changes and the cxteiit to which they 
might be able to disrupt the socioeconomic fabric of society remains an impor-
taut task. 

Finally, to reduce the risk of climatic impacts to our life-support systems 
requires community preparedness, especially among those who have to make the 
decisions and those who are charged with providing the necessary information. 
The first part of this section therefore considers the information needs of the 
decision makers and their policy advisers and to what extent these can be 
satisfied at present by scientists. The remainder emphasizes the use of general 
circulation models for impact analysis and makes some suggestions for improve-
ments. 

3.2. Needs of Decision Makers 

Experiments with climate models indicate that the response of the atmosphere to 
an increase of CO 2  and other trace gases will be uniform neither in space nor in 
time but will show rather pronounced regional and seasonal heterogeneities. 
Therefore, to he useful in impact analysis, decision makers need information on 
the likely distribution of the regionally and seasonally varying climate parame-
ters in enough detail to detect also small-scale anomalous behavior. In addition, 
it is important to get some idea of possible changes in the frequency and severity 
of such weather phenomena as droughts, storms, floods, etc. - changes that can 
be expected as part of the changed climate patterns. An indication of which 
areas would be most affected is essential. 
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Ideally the information should be as 'surprise-free" and as reliable as possi-
ble. This means that, besides CO 2 , it is very important that the other climate-
influencing factors, and in particular the other greenhouse gases (e.g., CFMs, 
G114, N2 0, 03 , etc.) plus aerosol and land-use changes also be considered. Since 
decisions deal with problems as they evolve in time, information to influence 
such decisions should also describe the transitional phases of climate, and not 
simply an equilibrium situation at some future tinie. Decision-making also 
requires some indication of the degree of uncertainty or likely error associated 
with the change of each climate parameter. The information should he supplied 
in a form suitable for the respective user. 

Finally, policy advisers and scientists must engage in dialogue so that 
priorities can be set which ensure that useful information is available when it is 
needed. Some of these needs and the status of the fulfillment of such needs arc 
discussed below. 

3.3. Status of Climatic Scenario Analysis for 
Impact Assessment 

Climate impact studies analyze the interactions between climate and society. 
The purpose of such studies is to assess the consequences for society of climatic 
change and climatic variability caused advertently or inadvertently by mankind's 
activities. They are systems analyses which provide a synthesis of all relevant 
factors so that decision makers can reach more rational decisions. In cases where 
it is difficult to describe future climatic conditions, it has become customary to 
make use of climate scenarios. These are not meant to he predictions but rather 
internally consistent specications of climatic conditions over space and time to 
be used for analysis of societal responses to climatic change. 

There are two main approaches for assessing the patterns of climatic 
change in a future, warmer world. One is the analogue method in which the 
regional and seasonal patterns of past WatIn climates (based either on proxy or 
instrumental data) are used to construct warm-world scenarios as analogues for 
a future CO 2-induced warm climate (Lough et aI., 1983). The second is the phy-
sical method which uses climate modeling (general circulation models) to con-
struct climate scenarios with the purpose of quantitatively assessing the regional 
and seasonal patterns of climatic changes induced by CO 2  arid other trace gases 
(Bach el aL, 1985). To give an idea of the potential useFulness of these methods 
in the decision-making process, their respective advantages and disadvantages 
are briefly summarized. 

The main advantage of analogue scenarios is that they are based on warm 
climates that have actually existed. The main disadvantage is that the causes of 
warm climates are not necessarily related to effects of CO 2  and other trace gases, 
but that they may he dine to changes in other boundary conditions such as land-
sea distribution, composition of the atmosphere, orography and topography. 
According to Palutikof et al. (1984), who have used instrumental records of the 
past century to construct warm-world analogues, another disadvantage of this 
method is that the observed warm-cold difrerences in the instrumental data are 
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much smaller than the most conservative temperature increase for a CO 2-

doubling; so that they can only be taken as indicative of canditions during the 
early stages of a CO 2-doubling and, hence, are indicative only of conditions dur-
ing the early stages of a CO 2-warming. Moreover, Pittock and Salinger (1982), 
Pittoek (1983) and Jãger and Kellogg (1983) have pointed out that the use of 
ifl(IiVidllal years in some studies to represent warm and cold climate periods is 
open to serious criticism since a one-year transient response may have quite 
different characteristics compared with a warm period of several decades. Thus 
a future CO 2-induced warmer climate may differ considerably from scenarios 
based on warm climates of the past (Schlesinger, 1983). 

The main advantage of scenarios based on climate models is that they can 
be used to describe, in a physically consistent manner, not only past and present 
climates but also how climate could change in response to a change in some 
external forcing such as through CO 2  or other greenhouse gases. The main 
disadvantage is the inherent inability to construct a model that is a perfect 
replica of the actual climate system. To what extent this can he improved is 
probably not only a matter of understanding and modeling the physical processes 
but also one of computer capacity and cost. 

The available climate models can he applied in two basically different ways: 

To study the response of the model climate to a time-dependent continual 
increase in CO 2  and/or other greenhouse gases in the atmosphere (these 
are the transient response studies). 
To assess the sensitivity of the model climate to the perturbation, for exam-
ple, of a prescribed, time-independent doubling of CO 2  or other trace gases 
(these are the equilibrium response experiments). 

in the real world the concentrations do not increase as a step function, such 
as a CO 2-doubling, but increase rather continually. Schneider and Thompson 
(1981) and Thompson and Schneider (1982a,b) question, therefore, the extent to 
which the results from equilibrium models can he applied to the real world. 
Their investigations indicate that the ocean can delay the effects up to sevcral 
decades and that the spatial patterns of the equilibrium response may differ 
significantly from those of the transient response. Bryan et at. (1982), on the 
other hand, conclude from their findings that sensitivity studies of climatic 
equilibrium can give at least a rough indication of the prediction of the zonal dis-
tribution of sea surface temperature trends. Palutikof et at. (1984) state that 
even the most sophisticated climate models are not yet realistic enough to pro-
vide the necessary spatial detail with a sufficient degree of reliability. On the 
other hand, a committee of the United States National Academy of Sciences 
(CIJAC, 1982) had concluded earlier that climate models are useful for con-
structing scenarios that can at least suggest the scales of spatial and temporal 
climatic changes. 

To summarize the present state-of-the-art methodology of scenario analysis 
for use in climate impact assessment, it is fair to say that both the analogue and 
the physical methods are still beset with many difficulties. The use of these 



C1imaic scenarios: A. From general circuhthcn models 	 129 

methods and the interpretation of the results derived from them must, therefore, 
be approached with caution. 

The purpose of this introductory section is to discuss the second method, 
namely the construction of model-derived climate scenarios for use in impact 
assessment. This would ideally require models that have both a transient 
response and a high spatial/temporal revolution. Such models are not yet avail-
able. Among the available hierarchy of climate models it is only the three-
dimensional general circulation models (GCMs) that are capable of generating 
data at high spatial and temporal resolutions. Up to now GCMs have only been 
used in time-independent equilibrium response experiments - an approach that is 
not fully realistic. The following sections demonstrate the methodology of deriv-
ing climate scenarios from currently available GCMs for the purpose of impact 
assessment. 

3.4. Use of GCMs for Climatic Scenario Analysis 

3.4.1. Characteristics of GCMs 

A GCM consists of a prognostic and diagnostic system of equations incorporat-
ing the physical and dynamical processes that control the climate (Manahe, 
1983). Generally, it has three main components, namely a model of the atmo-
sphere, a heat and water balance model of the continental surface, and a scheme 
to incorporate the ocean. 

The processes of the climate system are described by the governing equa-
tions such as the horizontal momentum equation, the continuity equations for 
mass and water vapor, the thermodynamic energy equation, the hydrostatic 
equation, and the equation of state. The first three of these equations are used 
to determine the rates of change of the prognostic variables including principally 
surface pressure, surface and soil temperature, horizontal velocity, as well as 
water vapor. Additionally, GGMs have many diagnostic variables, of which 
vertical velocity, clouds and surface albedo are the more important ones (Schles-
inger, 1983). 

Several of the small-scale physical processes important to climate are not 
explicitly resolved due to the limited spatial resolution of GCMs. The usual pro-
cedure is to parameterize them, i.e., to relate them either statistically or empiri-
cally to the scale of those variables which are resolved. The small-scale processes 
which are parameterized include transfer of solar and terrestrial radiation, tur-
bulent transfer of heat, moisture and momentum between the earth's surface and 
the atmosphere and within the atmosphere, as well as condensation of water 
vapor (i.e., clouds). The processes and parameterization schemes differ between 
the various GCMs which accounts for some of the differences in the results 
(Schlesinger, 1983). 

The simulation of climatic change with a GCM requires the prescription of 
certain parameters and boundary conditions such as the solar constant and orbi-
tal parameters, land/sea distribution and topography, total atmospheric mass 
and composition, etc. Moreover, the earth's climate cannot be successfully 
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sirmilated without coupling the atmosphere with the ocean, the ice and the bio-
sphere. The ocean has a significant influence on climate because of its large heat 
storage capacity. Special attention is required for the computation of sea surface 
temperature (SST) since it is determined by ocean circulation and the energy 
exchange between ocean and atmosphere. So far most of the present GCMs have 
only a rudimentary incorporation of the ocean effect. 

After a GCM's pararneterization and boundary conditions have been set, 
the rate of change of the prognostic variables are determined for a global net-
work either at discrete grid points, as in gridpoint or finite difference models, or 
by a finite number of prescribed mathematical Functions, as in spectral models. 
The variables at the grid points or the mathematical functions are then 
integrated forward in time in dscrete steps starting from some given initial 
valu(. The choice of the time steps ranging from 10 to 40 minutes depends on 
the grid size, the speed of the fastest moving disturbance, and the integration 
method. Depending upon the specific model and its initial conditions, integra-
tion may take from a few months (without the ocean effect) to several years 
(with atmosphere-ocean coupling) before the model reaches its equilibrium cli-
mate, i.e., when its time-averaged statistics are no longer perceptibly changing. 
The statistics of such a control integration (tile control run) define the model's 
climate. This can be compared with the observed climate, such as in model vali-
dation (see Subsection 3.4.5), or with a perturbed climate, such as for a CO 2  
doubling (see the CO 2-induced climatic change scenarios in Subsection 3.4.6). 

3.4.2. Model criteria for scenario analysis 

To be useful scenarios for the evaluation of potential impacts of fitiire climatic 
change, CCMs should: 

Be based on a realistic geography and topography. 
have a high spatial resolution. 
Have an adequate temporal resolution. 
Incorporate a coupled model of the atmosphere-ocean circulation. 
Simulate realistically the patterns of the observed climate. 

Table 3.1 summarizes some of these criteria for all those CCMs that have 
so far been used in CO 2  sensitivity studies. An examination of this list can help 
us determine the suitability of the available GCMs for impact analysis in subse-
quent case studies. 

Geography and topography 

in the earliest CO 2  sensitivity experiments a GCM was used with a horizontal 
domain extending over only 120' longitude and from the equator to 81.7N 
(GFDL, No. 1) or from the equator to the pole (GFDL, No. 2). One half of these 
sectors is land and the other half sea. This is termed idealized geography in 
Table 3.1. Furthermore, there is no topography in either model, which means 
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that the surface elevation is uniform everywhere. Results from such models 
would not be useful in impact analysis. All other GCMs have a global domain 
extending from po1e to po1e together with a i-caustic land/sea geography and 
topography. It should be noted, however, that even in those cases termed realis-
tic, the topography has a uniform elevation and surface roughness within each 
grid area. This is considered in more detail for the CISS model in Subsection 
3.1.3. 

high spatial resoluluon 

The analysis of regional climatic impacts requires a high geographical resolution. 
In GCMs the spatial resolution is a compromise between the demand for high 
coverage and limitations in computer memory and time. At present none of the 
CCMs goes below a spatial resolution of 4 latitude by 5 '  longitude which, at the 
equator, amounts to approximately 400 x 500km. Thus, much regional climatic 
detail cannot yet be resolved. The GISS model has an even coarser grid spacing 
which is prompted by limitations in available computer capacity and by a desire 
to perform long-tenn experiments. hansen et al. (1983) have made test runs 
with various resolutions which indicate that this may not be a critical issue. 
This is demonstrated in more detail in Subsection 3.4.3. All CO 2  experiments, 
except those at OSU and UKMO, were conducted with nine-layer CCMs that 
include both the troposphere and the stratosphere. The UKMO model has only 
live vertical layers, and the OSU (]CM uses a two-layer model of only the tropo-
sphere. 

Adequate temporal resolution 

Especially for agricultural impact analysis it is mandatory that the GCMs simu-
late an annual cycle and also a diurnal insolation cycle. Except for the GFDL 
(Nos. 1, 2), the OSU (No. 5) and NCAR (No. 6) models, all other GCMs have an 
annual cycle so that monthly and seasonal means can he generated (Tabk .1). 
Furthermore, except for the GFDL (Nos. 1, 2, 3), OSU (No. 5) and NCAR (Nos. 
6, 7) CCMs, all other models consider also the effects of the important diurnal 
cycle.. A prerequisite for a good modeling of the diurnal cycle is the realistic 
treatment of the planetary boundary layer and surface energy transfer processes. 
Moreover, for the simulation of the annual cycle an adequate parameterization of 
the ocean's effect on climate must he taken into account. 

Atmosphere ocean schemes 

The way the ocean is incorporated affects not only the temporal resolution of a 
model, but it can also alter considerably the reaction of the model to a change in 
atmospheric boundary conditions. To GCM experiments with a climatohogical 
ocean model (OSU No. 4; TJKMO Nos. 8 and 9), in which the sea surface tem-
perature (SST) and the sea ice cover are prescribed, the ocean acts as if it were 
an infinite heat sink, i.e., as the atmosphere warms, there is no corresponding 
warming of the ocean, and hence no return of energy to the atmosphere (Table 
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3.1). Thus, the response of these GUMs is restricted to the atmosphere and the 
land surfaces. The surface air temperature changes estimated from such GUMs, 
which are typically about an order of magnitude less than those from more real-
istic models, can, at best give only a rough idea of the lower end of the potential 
impacts. Therefore, Mitch€II (1983) modified this approach by enhancing the 
SST at all ocean grid points by 2K for the 2 x CO 2  case (UKMO N. 8), and 
later Mitchell and Lupton (1984) adjusted their 4 x CO 2  experiment by a latitu-
dinally varying increment (UKMO No- 9). This kind of parameterization dcs 
not, however, remove the basic deficiency of climatological ocean models, namely 
the incomplete simulation of the feedbacks between atmosphere and ocean. 
They are therefore not very useful for impact analysis. 

In another scheme the ocean is treated as a swamp, i.e., like perpetually 
wet land, of zero heat capacity without any heat transport and with an infinite 
water vapor source. It can simulate neither annual nor diurnal cycles because 
heat cannot be stored in the oceans, and thus, only annual averages can be 
obtained. Therefore, the use of results from this model type for agricultural 
impact is also severely restricted. The CFDL GCMs Nos. I and 2, the OSU 
GUM No.5 and the NCAR CCM No.6 belong to this category (Table 3.1). 

Another approach is the fixed-depth mixed layer ocean model. It incor-
porates some of the surface layer-atmosphere feedback, but it still has neither 
horizontal heat advection by means of ocean currents, nor vertical heat transfer 
between the various ocean layers such as in upwelling and downwelling areas. 
To this category, which is presently one of the most advanced ocean models used 
in CO 2  studies, belong the GUMs developed at GF'DL (No. 3), NCAR (No. 7), 
and GISS (No. 10). 

Finally, CO 2  experiments are under way with a variable-depth mixed layer 
ocean model at OSU (No. 11 by Pollard, 1982; Gates and Potter, 1985), and with 
an atmosphere GCM coupled to a complete ocean GUM at GFDL (Mana.be ci 
al., 1979; Spelman and Mariahe, 1984), at OSU (No. 12 by Gates el al., 1984; 
Schlesinger et al., 1985), at NCAR, at the Max Planck Institute for Meteorology 
in Hamburg, and perhaps elsewhere. The latter approach could eventually yield 
more realistic results. 

Summary of evaluat2on 

None of the present GUMs shown in Table 3.1 meets all of the requirements 
listed above. But there are differences in the currently available models that 
make them more or less useful for impact analysis. A somewhat realistic topog-
raphy and geography with a global domain is considered a prerequisite in impact 
studies. Except for the GFDL models (Nos. 1 and 2) this criterion is more or 
less fulfilled by all the other models. Particularly for agricultural impact analysis 
both an annual and a diurnal cycle is essential so that the swamp models 
developed by OSU (No. 5) and NeAR (No. 6), and the mixed layer ocean models 
used by GFDL (No. 3) and NCAR. (No. 7) were also disregarded. The climato-
logical ocean models of OSU (No. 4) and UKMO (No. 8) with prescribed SST 
and sea ice cover for a CO 2  doubling result in a surface temperature increase 
that is about an order of magnitude lower than that obtained from more realistic 
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modeling with feedbacks between the atmosphere and the ocean, and were there-
fore not considered. The UKMO model (No. 8) with the enhanced SST by 2 K 
at all ocean grid points was also rejected because it does not solve the basic 
deficiency of climatological ocean models, namely the neglect of ocean-
atmosphere feedbacks. The GFDL (No. 3) ariJUKMO (No. 0) GCMs were only 
run for a CO2  quadrupling. Since in the following case studies emphasis is on 
the near-term impacts (i.e., over the next 50 years or so), 4 x CO 2  experiments 
were not considered as realistic. At the time when the data were needed for the 
case studies, the most advanced OSU models (Nos. 11. and 12) had not been run 
long enough to have reached equilibrium so that their data were not available as 
input for scenario analysis. 

Thus, based on this type of scrutiny, it was decided that currently the 
GISS model (No. 10) might be the best choke to supply the input data for the 
impact models to be used in the 2 x CO 2  case studies as described in the various 
chapters of this book. While this is as good a choice as can at present be made, 
it should not be overlooked that extensive sensitivity experiments have clearly 
shown the desirability of using higher spatial resolution and the riced for 
improvements in modeling the various physical processes (Hansen et al., 1084). 
Hydrological processes at the surface, moist convection, clouds, and boundary 
layer transport processes, each critically influencing the climate simulations, are 
examples of the present crude treatments. More of these difficulties are dis-
cussed in the following and the final section. 

3.4.3. Description of the GISS 1110(101 

Physical processes w!hln a gridbox 

The GISS GCM is a gridpoint model (see Hansen et aL, 1983, for a detailed 
description). The model structure at a gridbox is shown in Ftgure 3.1. Each 
gridbox has the appropriate fractions of ocean, ocean ice, land, and ice sheets on 
land. Snow may occur on land, land ice and sea ice, as determined by the model. 
Snow depth is computed, and snow albedo includes the effects of snow age and 
masking by vegetation. Ground temperature computations include diurnal vari-
ation and seasonal heat storage (see z  and z 2  in Figure 3.1). This is very mpor-
tant because of the highly non-linear dependence of latent and sensible heat 
fluxes on temperature. Ground moisture is assessed as a function of precipita-
tion and evaporation, and it also incorporates a water-holding capacity appropri-
ate for the root zone of the respective vegetation. Evaporation is computed and 
runoff is dependent upon precipitation rate, ground wetness, soil type, and vege-
tat ion. 

Convection is a very important sub-grid-scale process responsible for the 
vertical transport of moisture, sensible heat, and momentum. Moreover, it 
determines the development of clouds and precipitation, thereby coupling 
dynamical and radiative processes in the atmosphere. Cloud cover and vertical 
distribution are computed and can thus respond and feed back on a CO 2-induced 
climatic change. Convective clouds are specified to be proportional to the mass 



136 	 Jut roductwn to the ca.e studies 

stratospheric aerosols 

------- 

	

 

Convective cloud - 
- 	rOd.ohv 

COest'tuefllI 

	

- 	

- H0002,03, 

	

-- 	 trOcC Qose%, 
ctud, 
aerosols 

- 	

- 

— 	etrid 	
and heat sensbIe  

heat flux 	 moisture es 
storaQ• f f 

- 

AN 	OCEAN ICE &.ANO1-.Z 1  (diurnal) 
(seasonal) 

Ei.gtire 5.1. Schematic illustration of the GISS model structure at a single gridbox. 
(Source: Hansen et al., 1983.) 

of the rising saturated moist air. A large scale cloud cover is assigned, when the 
whole air layer is saturated. Large-scale clouds amount to about 80% of the 
global cloud cover generated by the GUM. Cloud type, altitude and thickness 
are the basis for tile cloud radiative properties. Absorption of radiation by cloud 
particles and by water vapor within the cloud are included. Furthermore, the 
cloud radiative properties are wavelength-dependent. 

The radiation term comprises heating by absorption of solar radiation and 
heating (or cooling) by absorption and emission of terrestrial radiation. It is 
difficult to model this accurately throughout the troposphere and stratosphere 
and to have it properly respond to climatic changes in the temperature-pressure 
profile, cloud distribution or atmospheric composition. This is due to the fact 
that accurate integration over complex and overlapping absorption hands and 
the proper inclusion of the effects of multiple scattering pose a major problem in 
GCMs. All significant gaseous absorbers such as F1 2 0, G0 2 , 0 3 02  and N 20 are 
included in the solar radiation term. Also absorption and scattering by aerosols 
are considered. The thermal radiation calculations are based on both the major 
absorption hands of 1120,  CO 2  and 03  and the weaker hands of CO 21  03 , N 2 0 
and G114. Complete radiation calculations are made only once every 5 hours. 
Sensitivity tests show, however, that this does not affect much the monthly mean 
diurnal cycle. 

Land coverage and e(evaton 

Beside the treatment of the physical processes within a gridbox, other criteria 
important to impact analysis are the inclusion of a realistic geography and 
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Figure 1.2. Digital maps of land coverage and topography for the 8' x 10' GISS model. 
A Idank on either map is identical to zero. (a) For land coverage 0 is 0 5%, 1 is 5-15%, 
2 is 15 25%, etc., 9 is 8595%, A is 95 100% and X is exactly 100%. () For topogra-
phy 0 is 0 50m, I is 50 150m, 2 is 150-250m, etc., 9 is 850 950m, A is 950-1050 TC, fl 
is 1050 115Dm, etc., Z is 3450-3550m and I is more than 3550m. Longitudinal aver-
ages are on the left above the area-weighted global average. (Source: Hansen rt at, 
1983.) 

topography. Figure .9.2(a) shows for the 8 latitude by 100  longitude model  ver-
sion the percent of area covered by land (see the legend). Each digit corresponds 
to a gridbox. About 29 0/() of the globe is covered by land. Figure 3.E(h) shows 
the elevation range for each gridhox. 

Effects of dlffe.rent resolutlons 

A nother important criterion in iroipact analysis is the grid spacing of a model. 
For this purpose Hansen et al. (1983) conducted a series of experiments with 40  

x 5', 8' x 10° and 120  x 15' horizontal resolutions. Comparisons were made 
for January or the three winter months, depending on the available observed 
data. Tests were made for a large number of oneteorological elements, including 
temperature and I)recipitation, and were represented either as zonal means or 
global maps. In Figure 3.3(a) the calculated zonal mean surface air terriperature 
for three dtfferent resolutions is compared with observations. In genera!, the 
results of all three resolution.s are in good agreement with observations, except 
near the North Pole, where the temperature for the 12° x 15' resolution is 
several degrees too low, and near the South Pole, where the modeled tempera-
ture for all resolutions is too high. The agreement between the results of the 
different resolutions and observations is not as good for precipitation as it is for 
temperature. But, as Figure 3.3(h) shows, there are major improvements in 
going from 12' x 15° to 80  x  100,  perhaps also to 4° x 50  resolution. hansen et 
al. (1983) conclude from this that the main fcatues of global climate can be real-
istically simulated with a resolution as coarse as 1000km. 
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Figtre 3.3. Zonal mean surface air temperature (a) and precipitation (b) for three hor-
izontal resolutions of the GISS model. Model results are means from a five-year run for 
8 x 10' resolution, but from a single month or season for the other resolutions. Obser-
vations for (a) are from Crutcher and Meserve (1970) and for (b) are from Schutz and 
Caes (1971). (Source: Hansen el al., 1983.) 

Model feedbacks 

There are many physical processes responsible for, for example, a temperature 
increase. Feedback analysis is an important procedure for identifying those 
physical mechanisms that exert the greatest influence. Hansen et al. (1984) have 
used a one dimensional (1-D) radiative convective model (RCM) to study the 
relationship of surface temperature changes with individual feedback processes 
that might also occur in 3-D GCMs. There is, however, a priori no guarantee 
that these changes will be similar, because the simple global and annual averages 
of the 1-fl RCM cannot account for the non-linear nature of the physical 
processes and their 2-D and 3-D interactions. 
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The 3-D GISS model yields a warming of about 4K for a CO 2  doubling. 
This corresponds to a net feedback factor of f = 3 4. The latter is defined by I 
= A Teq /A T0 , where A T 9  is the equilibrium change of global mean surface air 
temperature and AT0  is the change of surface temperature that would be 
required to restore radiative equilibrium if no feedbacks occurred. The main 
positive feedback processes in the model are changes in atmospheric water vapor, 
clouds, and snow/ice cover, and the feedback factors calculated for these 
processes are 1.6, 1.3 and 1.1, respectively. Several other potential feedbacks, 
such as land/ice cover, vegetation cover, and ocean heat transport, were held 
fixed in these tests. Finally, it should be noted that at present information on 
cloud processes is not adequate to allow confirmation of the cloud feedback. 

3.4.4. Data processing 

A necessary step prior to model validation is to transfer the model-generated 
data to the grid system of the observed data. The observed temperature data as 
compiled by Schutz and Gates (1971; 1972a,b; 1973a,b; 1971a,h) and the precipi-
tation data as compiled by lager (1976) were available as averages for the 30-
year period of 1931-1960 on the OSU grid system (Gates, personal communica-
tion, 1983). This has a spacing of 40  latitude by 50  longitude resulting, for 
example, for the European area cf. Flqure 3.5(a), in 165 grid points (i.e., 300  N, 
34'N,...,70' N; 30°W, 25' W,...,40'E). A spatial smoothing technique was used 
to transfer the model-generated GISS data to the OSU grid and temporal 
smoothing was applied to simulate better the mean climate (see Appendix S.!). 

3.4.5. Model vlidtion 

Before a climate model can be used with any degree of confidence it must be vali-
dated. The most common validation procedures include the comparison of simu-
lated data with observed data in their spatial and temporal variations, the repro-
duction of past climates, comparison of different model simulations, and model 
tuning. 

It is standard procedure to tune model parameters such that they satisfy 
observational constraints. flut it must be realized that the resulting agreement 
of model-generated data with observed data does not really validate the model's 
performance, since the data had already been used to develop the model and 
thus do not allow an independent model check. 

Many of the GCMs agree in their basic model structures but differ in the 
way they parameterize the physical processes. Comparison of differences and 
similarities between different model simulations can help reduce disagreements 
and improve model performance. Extensive pattern analysis, i.e., comparing the 
areas of agreement or disagreement as simulated by different GCMs, has been 
performed by Meinl ci al. (1984) and Bach et al. (1985). 
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Another validation procedure is to look at the extent to which past climates 
can be reproduced by a model. GCM simulations have been conducted: 

For the Cretaceous period about 65-220 MYBP (i.e., million years before 
present), when it was 10-20K warmer than today (Barron and Washing-
ton, 1984). 
For the last Glacial Maximum about 18000 years BP, with global mean 
surface air temperatures about 4K lower than today (Hansen ci at., 1984). 
For the Holocene post-glacial epoch about 6000-9000 years HP, when it 
was 1-2K warmer than today (Kutzbach and Otto-Bliesner, 1982). 

It should be noted, however, that climate sensitivity inferred from paleoclimatic 
data does not provide much direct model validation due to the presence of addi-
tional feedbacks on very long time scales (Dickinson, 1986). 

The most direct approach to model validation is to compare 11w model-
generated data with recent observations over a variety of space and time scales. 
For example, Manabe and Stouffer (1980), using the GFDL model No. 3 in Table 
3.1, were able to simulate quite well the large seasonal variation in surface air 
temperature changes over continents of the northern hemisphere, and Hansen ci 
al. (1984), using their GISS mode!, were able to reproduce well thc observed 
annual mean sea/ice cover in both hemispheres. So far very little validation has 
been done for the simulation of the diurnal cycle. 

Impact analysis is only useful on a regional scale. Therefore, to be used in 
regional impact studies, climate models must be vahdated also on a regional 
scale. On this scale differences between model-generated and observed climate 
parameters can be caused not only by the imperfect performance of the model, 
but also by the differences in the grid systems of the different data sets, and by 
factors related to observed data collection. 

To demonstrate this, model validation is carried out for areas of different 
areal extent using the GISS model; i.e., one for the hemispheric belt of 38 N to 
70N covering the case study areas of Saskatchewan, Iceland, Finland, the 
northern USSR and Japan (see the stippled areas in Figure 34, and another 
smaller area covering most of Europe and North Africa from 30 W to 40 E and 
30N to 70N in Figure 5.5). This is done in order to show the model perfor-
mance over different regions. Figure 5.4(a) shows the annual mean temperature 
differences between the model-generated and the observed data for the hem-
ispheric belt. Underestimates (of up to 3K) and overestimates of equal inagni-
tude are found over large parts of the area. Over southern Greenland and 
Siberia the model shows large overestimates of 6K and greater. This is probably 
due to the inadequate modeling of the ice/snow-albedo feedbacks. Flgtzre 3.4(h) 
shows the annual mean precipitation differences. Over most of the study areas 
the errors are about 1mm/day, rising to over 2mm/day over areas off the 
northwest coast of the USA. These are very large errors frequently amounting to 
50% of the observed precipitation. 

Figure 3.5 shows a similar comparison of the observed with the modeled 
data on a regional scale for Europe and North Africa. In the western half of the 
study area the differences between the measured and observed temperature data 
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Figure 84. Model validation in terms of the differences between the "control' climate 
generated by the GISS GCM and the observed climate for the northern hemispheric belt 
38 N to 70 N for: (a) mean annual temperature (K) (Schutz and Gates observation 
data), and (6) mean annual precipitation rate (mm/day) (Jager observation data). Case 
study regions adopted in this volume are indicated by heavy stipple. 
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Figure 3.5. Model validation for the European region in terms of the difference between 
the "control" climate generated by the GISS GCM and the observed climate for; (a) 
mean annual temperature (K) (Schutz/Gates observation data), and (b) mean annual 
precipitation rate (mm/day) (Jager observation data). Also shown in (a) is the 4 lati-
tude x 5 longitude grid system adopted in this study. 
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are close to zero, implying almost perfect agreement. In the eastern half, how-
ever, there are considerable underestimates (ca. 2K) by the model except for 
some areas over the Balkans and Turkey lFigure 9.5(a)]. In contrast, the simu-
lated annual mean precipitation rate shows considerable overestimates (ca. I 
TuTu/day) over large areas ]Fgure 3.5(b)]. 

Therefore, all of these results must he interpreted with caution. Table S. 
shows that the CISS model has a spatial resolution which is much coarser than 
that of the observed data. Therefore, the model cannot produce information in 
the same detail as that provided by the observed distributions. Also, at such a 
coarse grid spacing, large areas are covered which include a rather diverse topog-
raphy. Moreover, climate conditions at a specific location within a grid may 
differ markedly from the average for the grid. Therefore, all of this may not only 
hamper a reliable representation of the physical processes that determine the 
weather and climate, but it may also render time interpretation of the model 
results more difficult (Rind and Lehedeff, 1984). Nevertheless, CO 2  experiments 
based on the areas which have been validated are still useful since they can give 
at least a general idea of the changes that are possible in a CO 2-warmed earth, 
even though details of changes at any given location are presently beyond the 
capability of this or any other available GUM (Wilson and Mitchell, 1984). 

3.4.6. Construction of CO 2-induced climatic change scenarios 

With the above caveats in niind we can now look at seasonal temperature and 
precipitation change scenarios due to a CO2  doubling developed with the (ilSS 
model for Europe. Figure 9.6 shows that a doubling of the atmosphere's CO 2  
content in the GISS model raises the surface air temperature in Europe between 
3 K and 7K. Temperature increases in excess of 5K are found over northern and 
northeastern Europe in winter and over North Africa in all other seasons. The 
large temperature increase over northeastern Europe may be related to the 
reduction in snow cover from autumn to spring. The strong temperature rise 
over North Africa is probably due to decreases both in soil moisture and in evap-
oration, making more heat available for surface air warming. The significance of 
the temperature changes was calculated from monthly data of the control and 
perturbed experiments using the Chervin method described in Appermdx 3.2. 
The changes are significant at the 5% level over the whole study area in all sea-
sons. 

Figure 9.7 shows the regional distribution of the precipitation rate changes 
by season for a CO 2  doubling in the model. Decreases are indicated by dashed 
isohyets. According to these scenarios, a precipitation reduction is possible in 
southwestern parts and precipitation increase in northern regions in all but the 
autumn seasons. Noteworthy are the precipitation rate decreases in spring and 
in summer over the Mediterranean and southwestern Europe where it is already 
dry, and the strong precipitation increases over northeastern Europe where it is 
already wet. If such changes should come about they would not be without prac-
tical importance to agriculture. In contrast to temperature, precipitation rate 
changes, with their greater inherent variability, show smaller areas of 
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Figtre 3.6. Regional distribution of the average surface temperature change (K) 
between the GISS model I x CO 2  (control) and 2 x CO 2  experiments in the European 
region by season. All values are statistically significant at the 5% level. 
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Figure 3.7. Regional distribution of the change in average precipitation rate (tnm/day) 
between the GISS model I x CO 2  (control) and 2 x CO 2  experiments in the European 
region by season. Shading indicates changes that are statistically significant at the 5% 
level. 
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statistically significant changes. It should be pointed out that the simulation of precipi-
tation is notoriously difficult, and climate modelers have a low level of confidence in any 
predicted precipitation change. 

3.5. The Climate Inversion Problem 

Climate impact analysts are often faced with the problem of having to interpo-
late climate changes on small scales from large-scale statistics generated by 
current GCMs. This downscale transformation has been called the climate 
inversion problem, an appropriate term, because it is the reverse or inversion of 
the familiar problem of paramneterization (Gates, 1985). There are two 
approaches that may be used to solve this problem, namely to couple a 
local/regional dynamical model with a GCM, or to determine the most probable 
local/regional structure of a climate variable from GCM simulation based on the 
large-scale climate. The first method has not yet been applied. The second 
method, which has been applied for Oregon, is briefly as follows (Kim et al., 
1984). The observed data, such as the mean temperature or precipitation for the 
month mn are decomposed into their respective stationary and transient parts: 

(3.1) 
rn 	 m 

where Tm  is the spatial mean temperature for month m; T is the deviation from 
the mean (transient part); and Mis equal to 360, the total number of months in 
a 30-year record from 1948 to 1977. The notation is similar for precipitation (F). 

Next, the variations at each station are examined and the relationship for 
each climatic variable is quantified in terms of the empirical orthogonal functions 
(EOFs) which define the dominant spatial patterns of local variations. The 
EOFs are based on the covariance matrix. In this way the large-scale results 
from GCMs can be systematically assigned or distributed on a regional/local 
scale. Using a set of 49 stations in Oregon, Kim et aL (1984) found that the first 
EOF determined from 30 years of observations accounts for 78% and 81% of the 
total variance of the local temperature and precipitation, respectively. These 
high values may be due to the strong surface control (coastal area, Cascade 
Range in Oregon) on the regional climate. The results indicate that the use of 
large-scale climate models may he useful in the study of local climatic impacts. 

3.6. Outlook 

A fair assessment of the present state of affairs at the end of the introductory 
section and as a preview to the case studies would be that current GCMs are not 
yet realistic enough to give reliable estimates on the detailed geographical and 
seasonal scales required in impact analysis. Nevertheless, these models can still 
be used as a tool to construct scenarios of possible climatic change, and they can 
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serve as an educational vehicle to suggest the methods for both climate model 
improvement and coupling of climate with impact models. 

The development of GCMs and their use in sensitivity experiments is cer-
tainly a very expensive affair and can therefore be conducted at only a few 
research centers around the world. To reproduce something as complex as the 
climate system and to make the simulations come as close to the real world as 
possible is extremely complicated and not straightforward. It is important to 
develop a variety of GCMs in order to enable comparisons between them. These 
comparisons can help identify the different parameterization schemes and the 
different sub-grid-scale treatments. Gates (1985) has pointed out that any 
specific pararneterization requires a certain resolution and that realization of this 
will accelerate progress in the improvement of GCMs. 

An important problem with present GCMs relates to their treatment of 
clouds (Dickinson, 1986). The current approach is to simulate cloud formation 
whenever moist convection occurs or whenever a critical humidity is reached. 
The model-generated cloud climatology is then compared with the observed 
clouds. This meets with great difficulties because there is such a wide variety of 
cloud types whose radiative properties are quite different. Of special importance 
to modeling the radiative properties of clouds are, for example, liquid water con-
tent, drop sizes, fractional cover, height, and spatial scale. Most cloud properties 
are of sub-grid-scale. Cloud behavior is very complex and its effect on the 
earth's heat budget is especially difficult to model. Therefore, improved cloud 
prediction schemes and a more comprehensive data base are urgently needed. 

Another important problem is the coupling of the atmosphere to the ocean 
in a way which allows realistic thermal and dynamic interaction. Current GCMs 
simulate poorly the temporal and spatial variations in sea surface temperature 
(SST), a parameter that is so vital in affecting climate patterns. The variations 
of fiST depend upon the complex interrelations between the spatially varying net 
surface heating and such dynamical processes as small-scale vertical mixing and 
large-scale horizontal transport by ocean currents, which are both responsible for 
the redistribution of the absorbed solar energy. 1)ifTIciilty in understanding ocean 
circulation means that it is not ordinarily modeled as a dynamic process. 
Neglecting ocean dynamics could mean that both the modeled latitudinal and 
regional distributions of a climatic change, induced by the increasing trace gas 
concentrations in the atmosphere, will he in error (Rind and Lebedeff, 1984). 
Mesoscale eddies perform a signiFicant role in oceanic transport of kinetic energy, 
but hitherto their dynamic nature is not well understood, and current, ocean gen-
eral circulation models have resolutions that are too coarse to resolve these 
eddies. Vertical mixing is another poorly understood process which so far is only 
crudely incorporated in the GCMs. Modeling the entire ocean circulation 
remains an important task. 

Modeling the boundary layer processes is another area plagued with many 
deficiencies. There are still many unrealistic features, especially in the vicinity of 
mountains, which implies that the simulation of the .dynamical flow over and 
around obstacles requires much improvement. A more accurate simulation of 
regional climates also requires improvements in the modeling of the surface 
hydrological/biological interactions. This is important because plants affect the 
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water-holding capacity of the soil-vegetation system, the transport of water from 
the soil to the atmosphere, the surface roughness (by increasing turbulence), and 
the surface albedo, thereby changing the stability and the convective processes 
(Rind, 1984). Dickinson (1986) has pointed out that the parameterization for 
the calculation of land evapotranspiration may require the assessment of a realis-
tic diurnal cycle of surface temperature and evapot.ranspiratiori for use in meso-
scale or global climate models. All of this is hampered by the complexity and 
detail of the small-scale surface processes as well as the lack of an adequate data 
base. 

Moreover, there are many other factors which can infli.ience the climate sys-
tem. For example, under ideal conditions, increasing emissions from fossil fuel 
use may stimulate photosynthesis, thereby acting as a sink for atmospheric CO 2  
(Kohlmaier et at., 1985). However, fossil fuel use has also been related to acid 
rain, photochemical oxidants, and heavy metals considered by some to be major 
ingredients for the rapidly proceeding forest dieback in mid-latitudes (Bach, 
1985). Ongoing tropical deforestation (Sinclair, 1985) is already now a major 
additional biospheric source of CO 2 ; forest dieback in temperate and polar 
regions may eventually add to this source. The combined effects on the regionaf 
and transient climate could be considerable and would therefore require more 
attention. 

In addition to the CO 2  perturbation experiments similar studies also 
involving the other radiatively-active trace gases would be very important. The 
combined radiative forcing effect of the recently identified trace gases is already 
equal in magnitude to that of CO 2  due to the higher growth rates, residence 
times and radiation efficiencies. Pioneering work pointing out these additional 
effects has been done by Flohn (1981). Most of our knowledge stems from one-
dimensional radiative-convective models. Ramanathan et al. (1985) give a 
present-state-of-the-art account. Dickinson and Chervin (1980) have made one 
of the rare attempts to study the sensitivity of trace gases other than CO 2  using 
a GCM. The perturbation involved an input of 10 ppbv of chlorofluorornethanes 
which would correspond to an increase of the current CFCI 3  and CF 2Cl 2  concen-
trations by 55 and 35 times, respectively. The results indicate mean surface tem-
perature and precipitation change patterns similar to those obtained from CO 2  
perturbation experiments. In general, results from such model simulation sup-
port once more the need for a fully coupled atmosphere-ocean GCM. 

Finally, it is important that, beside the time-independent equilibrium 
response experiments, more emphasis is placed on modeling the transient or 
time-dependent climatic effects of the increasing trace gas concentrations in the 
atmosphere (Schneider, 1984). It is clear that from a decision-making standpoint 
it is more important to get information on climatic change patterns as they are 
evolving in time, rather than at some point in the future as is obtained from 
some arbitrary forcing such as a doubling of CO 2 . To be meaningful, such tran-
sient projections into the future would have to be conducted for a variety of 
energy (Bach, 1986) and trace gas scenarios (Ramanathan et al., 1985) as well as 
different aerosol types and concentrations (Kondtratyev and Prokoflev, 1984). 
So far most of this transient work has been conducted with one- and two- 
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dimensional models (eg., Hansen et aL, 1984; Thompson and Schneider, 1982b). 
ilowever, transient simulations using the more complete three-dimensional 
CCMs are now under way for the period of 1958 to 2030 at the Goddard Insti-
tute for Space Studies, and perhaps elsewhere. Such studies should receive more 
emphasis. 
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Appendix 3.1. Smoothing Techniques 

Spatial smoothing 

The purpose of spatial smoothing is to remove small-scale fluctuations from the data 
while at the same time conserving the large-scale deviations of interest. In this study 
spatial smoothing was used to interpolate data from a grid system with latitude j  and 
longitude A to a given point (,A) on the earth's surface. This was done using a Gaus-
sian filter of the form: 

exp( 1/n) 2  Y(p, A1) 	

(A3 i) Y ' (, A) == 

where 6i  is the distance (degrees) between point (, )u) and point ( 	A); Y(, )) is 
input data; and Y'(,A) is the interpolated value for point (,A). Tests have shown 
that the best choice for the filter width o is 3' (i.e., approximately 330 km in Europe). 

Temporal smoothing 

The data for the control (I x 002)  and the perturbed (2 '< CO,) 0GM experiments 
show considerable monthly fluctuations in all climate parameters. Therefore temporal 
smoothing was applied to better simulate the mean climate. Using a variety of filters it 
was found that a fourth-order binomial filter gave the best results: 

(A3.2) 
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where Y is input for month 1; Y' j  is output for month i, and i is the cyclical index 
rnodulo 12, i.e., i±12 = i; N is the order of filter (in this case 4). 

Appendix 3.2. Statistical Significance of Model Results 

The differences between the results of the control (I x G0 2 ) and perturbed (2 x G0 2 ) 

experiments are caused by changes in boundary conditions. Such differences in the 
simulated data, just as in the observed data, can be niasked becauc there. is an inherent 
variability in any time-averaged quantity. The natural variability or noise inherent in 
the model is compared with the signal obtained from the differences between the control 
and perturbed runs. This signal-to-noise ratio gives an indication of the statistical 
significance of the changes between the two model runs, and it must first he e.stahlished 
in order to avoid simply comparing the various noise levels of the models. Statistical 
significance can be improved and noise levels reduced if the models are integrated over 
sufficiently long time periods (Schlesinger, 1983), 

Since the time series simulated by GCMs are highly correlated in space and time 
the standard technique of statistical inference cannot he used. Therefore, in this study 
the statistical significance of the GCM-generated geographical distributions of surface 
temperature and precipitation differences was tested with a niethiod described by Cher-
yin (198). lirst, sampled ensembles of the model's control and perturbed climate are 
assembled from sets of independent, finite time-span realizations of GCM simulations 
over several annual cycles. These samples, derived from both the control and the per -
turbor] cases, are used in order to obtain reasonable estimates of the ensemble average 
and the inherent variability (i.e., the ensemble standard deviation). Then the null 
hypothesis that there is no difference between the control and the perturbed experiment 
is tested at each gridpoint by the Iirst-mormient test variate; 

<mc> - < mE> 
Ti - _7 -. - I 	 (A3.3) 

where <mC>  and <mE>  are the estimate ensemble time averages for the control (1 x 
G0 2) and the experiment (2 x. G0 2 ); and rzj are the ensemble variances. The 
numerator is the signal and the denominator is an estimate of the variance or noise, so 
that the quantity r1  is a measure of the signal-to-noise ratio. Since the equality of 
ensemble averages cannot always be assumed, the traditional 1-test for the equality of 
the first inomnents cannot be applier] in this case. Therefore, a modified test statistic is 
used which evaluates significance via an approximation by; 

Ti = -. 	 ( A3.4) 

where the probability distribution of I' is rather similar to that of Student's 1-
distribution, and N is the number of independent samples from the 1 x CO 2  and 2 x 
CO 2  cases. It should be noted that in this procedure N is the same for both cases. The 
acceptance regions for r1  for the null hypothesis that the population means are equal, 
such that: 

r1(rrlifl) < r, < r 1 (max) 	 (A3.5) 
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where r j (min) and rj (max), are determined from tabulated values of the tdistribution 
with N-I degrees of freedom. The same technique has also been used by Mitchell (1983) 
and Washington and Meehl (1984). 

This test procedure has been criticized because it involves many decisions at the 
gridpoint level instead of only one decision at the global level (Hasselrnann, 1979; 
Storch, 1982). The reason for this is that, in general, a global decision cannot he 
replaced by a sum of local decisions, Neglect of the spatial correlation in meteorological 
fields results in overestimates of the area with significant changes. Livezey and Chen 
(1983) have devised a strategy with which the significance of the differences between 
control and perturbed 0CM experiments can be evaluated. 

There are other test procedures. Katz (1982) uses a parametric time series model 
to estimate the variance of time averages. In this case the variance is evaluatcd by 
fitting an autoregressive process to the data. The statistical significance is repres r n ted 
in terms of confidence intervals as used, for example, by Schlesinger (1983). Flayashi 
(1982) has introduced a reliability ratio such that the significance and reliability Cf the 
signal is assessed by comparing It with the confidence interval. For further detal see 
Bach et at. (1985). 

Finally, it is important to note that the statistical analysis must always be sipple-
merited by explanations of the physical processes inducing a climatic change (Gilc rist, 
1983). 
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SECTION 4 

Development of Climatic Scenarios: 
B. Background to the Instrumental Record 

Jill Jdger 

4.1 Jutroluction 

Climate statistics are an important source of descriptive information about the 
climate. They are obtained by averaging measured climatic elements such as 
temperature, precipitation and pressure over a time period that is consi(Ierably 
longer than the limit of predictability for atmospheric motions (about two weeks 
with current forecasting methods). OlIOJi statistics are obtained by averaging 
data over a large number of years and 30 years of data are usually used to define 
"normals". A description of the climate of an averaging period requires, in addi-
tion to measures of central tendency (means or totals), estimates of the variabil-
ity during the averaging period. Suitable measures of variability include the 
standard deviation of elements such as temperature and pressure, and the Ire-

qiiency spectrum of observed variations. It is common to refer to s}iort-terru 
climatic changes lasting only a few decades as climatic fluctuations. The term 
trend is usually used to denote fluctuations on time scales of around 20 years or 
more - 

A more rigorous definition of climat.e is obtained by using an ensemble 
average rather than a time average (Dickinson, 1986). An ensemble average is 
made over a hypothetical infinite set of earths with the same external influences 
(i.e., the same solar input, the same atmospheric composition, etc.) but different 
detailed weather patterns. Weather noise is the uncertainty in the ensemble 
average arising from the sampling of unpredictable weather fluctuations, that 
part of climatic variability which arises from day-to-day weather variations. 

This section looks at the characteristics of recent climatic fluctuations in 
the northern hemisphere. Its purpose is to provide background information on 
these fluctuations as a preliminary step toward the selection of some of them as 
climatic scenarios in the case study impact assessments. Their selection is 
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described in more detail, case study by case study, in subsequent parts of this 
volume. Since, for the purposes of the assessment of climatic impacts on agricul 
ture, the climatic data for the surface are of importance, only the fluctuations in 
the .nirface elements (temperature, sea-level pressure, precipitation) are con-
sidered here. The variations in other elements, such as temperature and pres-
sure in the upper atmosphere, are necessary for a more complete description of 
climate and for analysis of the nature and causes of climatic change, but are not 
as useful, given the present state of knowledge, for the present study. in addi-
tion, a complete description of climate would require consideration of the varia-
tions in other components of the climate system (oceans, ice and snow, the biota 
and the land surface), but such analysis will not be made here. 

Although there have been improvements in the data coverage of the north-
ern hemisphere during the last 100 years, it must be noted that the coverage, 
even for variables such as surface air temperature, is still far from complete and 
ther€ has been a tendency for investigators to make hemispheric generalizations 
on tie basis of records from a limited geographical area without consideration of 
the hemispheric representativeness of the area under study. 

The following sections describe the data availability and the fluctuations of 
temperature, sea-level pressure and precipitation observed during the last 100 
years. The causes of the observed fluctuations are generally unexplained 
althcugh there are some clear associations between regional temperature changes 
and circulation changes. The precise causal mechanisms of climatic change are 
not well established and no mechanisms have been unequivocally and quantita-
tively associated with fluctuations observed in the recent past. 

4.2. Data 

Most attempts that have been made to combine station surface air temperature 
data into an average for the northern hemisphere have used essentially the same 
data source, World Weather Records (WWR) (see WWR, Smithsonian Institu-
tion, 1927, 1934, 1947 and WWR, US Weather Bureau 1959-1982). These have 
been supplemented with additional data from published and manuscript material 
in meteorological archives (Bradley ci at., 1985; Jones ci aL, 1985) and the 
enhanced data set used to compile a gridded data set (Jones ci al., 1986). These 
authors have assessed the effects of the two main sources of possible error in 
estimating landbased surface air temperature in the northern hemisphere 
errors in the individual station records used to compile hemispheric averages and 
changes in spatial coverage. They have interpolated the correct and corrected 
stations onto a regular 5' latitude by 10° longitude grid by an objective method 
for all months from 1851 to 1984 and estimate that the hemispheric temperature 
series is probably reliable on a year-to-year basis after 1875 (Jones ci al., 1986). 

Other compilations of the surface air temperature data have been made 
recently by Vinnikov et al. (1980), Hansen et al. (1981) and Yamamoto (1981). 
These studies are largely based on land station data and the results are briefly 
compared in Subsection 4.3. 
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A few studies have also been made of ocean or ocean-plus-land temperature 
changes (Folland et at., 1984; Barnett, 1978, 1984; Chen, 1982; Paltridge and 
Woodruffe, 1981; Fletcher, 1984). it is, however, very difficult to obtain a 
strictly homogeneous time series of ship-based data due to changes in instrtimen-
tation and problems related to instrument exposure. Either sea surface tempera-
tiires (SSTs) or ship-based (marine) air temperatures (MATs) may be used, but 
both types of data require adjustments to produce a homogeneous record. 

For analysis of changes in the atmospheric circulation at the surface, grid-
(10(1 monthly average sea-level pressure data are available. Several analyses have 
used the data set available from the US National Center for Atmospheric 
lesearclu (NCAR) (Jenne, 1975), which extends from 1899 to the present. The 
data are for a 5 latitude-longitude grid from 20°N to 85N. From 1899 to 1939 
the data are from the US !fmstoricat Map Series. Since 1939 several sources have 
been used. Another gridded set of sea-level pressure data is produced by the UK 
Meteorological Office and extends from 1873 to the present, with coverage lim-
ited to the sector 100 W to 90 F; between 1881 and 1898. 

Even though long records do exist, the analysis of long-term fluctuations in 
precipitation amount is more difficult than the analysis of, say, surface air tern-
perature. Precipitation is a discontinuous process and two closely located meas-
urement stations may record significantly different amounts of rain. The areal 
averaging of precipitation data is difficult because of sparseness of coverage in 
some places and because of the effects of orography on precipitation. There are 
also probleius in measuring rainfall amount and it is generally accepted that rain 
gauges tend to underestimate the amount, of precipitation reaching the ground 
(Corona, 1978). Factors such as wind, evaporation, splashing out of the gauge 
and height of the gauge above the ground affect the amount of rainfall measured. 
Since one can assume that such errors will be nearly the same each year at an 
individual station, an analysis of long-term fluctuations is possible, provided that 
homogeneous station records are used (e.g., records with no significant changes 
of instrumentation or station location). One precipitation data set is provided 
by NCAR and extracted from the World Monthly Surface Climatological I)ata. 
For example, Corona (1978) used precipitation data from about 1300 stations 
over the northern hemisphere. The homogeneity of these data is uncertain. 
Tahony (1981) looked at another data set, comprising rainfall totals for 185 sta-
tions in Western Europe that had homogenized records (see Subsection 4.3.4). 

4.3. Recent Climatic Variations in the Northern Hemisphere 

4.3.1. Chrrngcs in surface air temperature 

As discussed in the previous subsection, there have been a number of studies of 
the surface air temperature fluctuations of the northern hemisphere. Three of 
the four studies based on land stations give very similar results, which is not 
surprising since they rely on the same basic data source. Minor differences exist 
owing to small differences in the data sources and the different methods of pro-
ducing area averages (Wigley et aL, 1986). In the case of Yamamoto (1981), 
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Piqarc 41. Comparison of three estimates of northern hemisphere temperature changes 
The top curve is From Jones et al. (1982); the middle curve is from Vinnikov el al. 
(1980); the lower curve is based on the data of Hansen et aL (1981) for the whole hemi-
sphere. The curves show both annual mean values and values smoothed with a 10-year 
Caiissiari filter (padded at the ends to cover the whole period of record). (Source: Wig 
ley et al., 1986.) 

averages were based on the incorrect assumption that no change& had occurred 
in regions with no data, so these results are not directly -  comparable with the 
others. Figure 4. 1  compares three estimates of northern hemisphere temperature 
changes based on land stations. The three curves are highly correlated. Each 
analysis shows the general trends of warming to around 1940, cooling to the 
mid-1960s and warming since about 1970. The curves shown in Figure 4.1 have 
often been used as indicators of global mean change, but a true global average 
can only be obtained by including data from the ocean areas and all of the south- 
ern hemisphere. Recent comparisons of land and ocean data and of southern 
and northern hemisphere data have shown remarkable parallels (Wigley et al., 
H185). 

To date no comprehensive synthesis of the land-based and marine tempera- 
ture records has been published. A somewhat ad hoc synthesis has been pro-
duced, however, to give a global mean temperature curve that is at least an 
improvement on the "global" curves based on land stations (Wigley et al., 1986). 
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Figure 42. Estimated global mean annual surface temperature changes since 1904. 
Smooth curve shows 10-year Gaussian filtered values. (Source: Wigley et al., 1986.) 

The resulting global mean annual surface temperature changes since 1904 are 
shown in Figure 4.2. The curve shows the temperature increase until about 
1940, followed by a slight cooling and a renewed temperature increase after the 
early 1960s. 

Figure 4.3 shows the surface air temperature fluctuations in the northern 
hemisphere in winter (December, January, February) and summer (June, July, 
August) calculated using the data compiled by Jones ei al. (1986). The values 
for winter show large year-to-year variability before 1900. After 1900 there was 
a general temperature increase until 1940, an irregular temperature decrease 
until about 1970 and an increase since about 1970. The average temperatures 
for the land stations in the northern hemisphere in the summer months also 
show a temperature increase from 1900 until 1940, but this was followed by 
decreasing temperatures until the end of the 1970s. The year-to-year variability 
in surface temperature at the land stations in the northern hemisphere is smaller 
in the summer than in the winter and the amplitude of the fluctuations is also 
smaller. 

Annual and seasonal changes in air temperatures over high latitudes of the 
northern hemisphere have also been examined for the period 1881-1980 (Kelly et 



/nfroductwn to the case sisidtes  

0.5 °C 

Winter 

1860 	1880 	1900 	1920 	1940 	1950 	1980 

0.5 °  C 

S urn m r 

00u 	ionu 	] ,JUL) 	1920 	1940 	1960 	1980 

Figure 4.3. Surface air temperature anomalies from the 1951 to 1970 mean for the 
northern hemisphere ior (a) winter and (b) summer. (Source: .Jones ct at., 1986.) 

al., 1982). The trends in Arctic temperatures were broadly similar to those for 
the northern hemisphere during the study period, although the Arctic fluctua-
tions were greater in magnitude and more rapid. Figure 4.4 shows the annual 
temperature anomalies computed for the Arctic (65' N--85N). These averages 
are most representative of the conditions over the land masses of the region. 
Data were not available for major oceanic areas or for the central Arctic for most 
of the 188 1-1980 period. 

The correlation between the annual temperature data for the northern 
hemisphere and for the Arctic is high (about 0.8), but the range of variations in 
the Arctic data is greater by a factor of 3 (Kelly et al., 1982). The overall range 
of the long-term fluctuations in temperature has been greatest in winter. The 
spatial pattern of changes in Arctic temperatures was also analyzed using princi-
pal component analysis. Trends were found to he generally consistent over most 
of the Arctic, but certain regions were particularly sensitive to long-term fluicfua-
tions, most notably northwest Greenland and around the Kara Sea (Kelly ci a1., 
1982). 
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Figure 4.4. Annual temperatures (CC) as departures FrOM the reference period 
19461960 averaged over the Arctic (65N-85N). (Source: Kelly et at., 1982) 

The spatial patterns of northern heTnisphere temperature change during 
three distinct periods - strong warming 1917-1939; cooling, 1910-1964; warm-
lug, 1965-1980 have been analyzed (Jones and Kelly, 1983). A linear trend 
was fitted at each grid point to the annual temperature data for each of these 
periods. The trends (expressed in CC/year x 10) are shown in Figure 4.5(a) 
1917-1939, (b) 1940 1.964, and (e) 1965 1980. The shaded areas indicaic the 
grid points at which the slope of the trend is significant at the 5% level although, 
as the authors point out, the statistical test is invalidated by the preselectiori of 
the three periods as ones of maximum change. 

During the warming phase of 1917 1939 [Figure 4.5(a)[ maximum warming 
occurred over Greenland, the Barents Sea, northwestern Siberia, northern 
Europe, the USA and the Far East. Cooling occurred in central Canada and 
central Asia. Jones and Kelly (1983) suggest that this pattern implies changes in 
the number of mid-latitude cyclones entering the Arctic and variations in the 
strength of the continental aiiticyclones. 

The distribution of annual temperature changes during the 1940 1964 cool-
ing phase [F2gure 4.50)] shows major cooling over the Kara Sea, northern parts 
of the USSU, Alaska and northwestern Canada. Warming occurred over the 
Ukraine and Kamchatka. The cooling during this period was not as marked as 
the earlier warming, and the spatial patterns were not as coherent. 

The recent warming, 1965-1980 [Figure 4.5(e)], was strongest over the 
Greenland Sea, the Barents Sea and northern Scandinavia, most of the t.FSSI, 
Alaska, northwestern Canada, the southwestern USA and northern Africa. Cool-
irig occurred over the Canadian Arctic islands and northwest Greenland and, to 
a lesser extent, over the Mediterranean region. The spatial pattern was as 
coherent as that of the previous cooling, and the magnitudes of the trends were 
similar (Jones and Kelly, 1983). 

In all tjiree periods the magnitudes of the trends were greatest in the Arctic 
and in the interior of the two main continents. The pattern of the cooling phase 
(1940-1964) was not opposite to the pattern of the earlier warming (1917-1939), 
and the two patterns for the warming phases were different. However, the recent 
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FigtLre 45. Linear trend of gridpoint annual temperatures (DC/year x 	over the 
periods (a) 1917-1939, (b) 1940-1964, (c) 1965-1980. Shaded areas are significant at the 
5% level. (Source: Jones and Kelly, 1983.) 
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Figure 4.6. Isopleths of the slope of the regression line fitted to trends in winter over the 
period 1900--I 941 of (e) surface temperature (in C/year) and (b) sea-level pressure (in 
mb/year). (Source: van Loon and Williams, 1976a) 
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warming (1965 1980) was almost opposite to the pattern of the cooling phase, 
and this suggests that the recent warming has been returning surface tempera-
tures to levels similar to those experienced in the 1940s. 

The work by Jones and Kelly (1983) considered the linear trends only in 
the arii-iiial data. It is important for our understanding of the nature ol climatic 
change to look at the changes as a function of season and possibly as a function 
of month. A series of earlier studies has examined the regional distributions of 
surface temperature changes in winter, summer, spring and autumn in the north-
ern hemisphere (van Loon and Williams, 1976a,b; Williams and van Loon, 1976). 
The station data collected for World Weather Records were used for the analysis 
of surface temperature changes between 1900 and 1972. Unlike the studies 
reported above, the data were not gridded. In addition to studying arbitrary 
1 5-year periods, van Loon and Williams examined the period of "warming" from 
1900 to 1941. and the period of "cooling" from 1942 to 1972. 

Figure 4.6(a) shows the isopleths of the slope of the regression line of 
winter mean surface temperature for 1900 1941 (in 'C/year). Although the 
northern hemisphere as a whole had a trend of increasing temperatures during 
this period (see Figure 4. 1), it is clear from hgure 46(a) that not all regions had 
increasing temperatures during this period. In particular, the temperature 
decreased over northern Canada, eastern Europe and central Asia. The largest 
temperature trends were in the polar latitudes (up to 0.18 'C/year over the 10-
year period). 

4.3.2. The connection between trends of mean temperature 
and circulation 

In several cases it has been shown that surface temperature trends are associated 
with changes in the atmospheric circulation. In addition to computing linear 
trends in the surface temperature data, van Loon and Williams (1976a,h) and 
Williams and van Loon (1976) computed linear trends in the gridded sea-level 
pressure data. The pressure data were also used to calculate the south-north 
and west-cast, components of the geostrophic wind, and regression lines were also 
computed for these components. 

Figure 4.6(a) shows the linear trend in surface temperature in the winter 
season for the period 1.900--1941, and the trends in sea-level pressure during the 
same period are shown in Figure 4.6(b). North of 50°N the pressure increased 
over almost half of the circumference and fell over the other half- It was also 
demonstrated that the winter surface temperature changes from 1900 to 1941 
were largely consistent with the changes in circulation. For example, the cooling 
over central Europe and the central USSR is clearly related to increased easterly 
flow into these areas. The areas of warming centered over Greenland and the 
Barents Sea are related to the increased southerly flow into these areas (van 
Loon and Williams, 1976a). For the summer season, in contrast, it was found 
that the regional temperature trends in the northern hemisphere were not so 
clearly associated with changes in advection as those in winter (van Loon and 
Williams, I 976b). 
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Figure 4.7. The difference, 1925 1975 minus 1876 1926, of standard deviation of winter 
(DJF) temperature (C) in North America. (Source: van Loon and Williams, 1978.) 

4,3.3. Changes in interannual variability 

The question of whether climate is more variable in cool periods has been exam-
ined using station data (for which there was a complete 100 year record until 
1975) from Europe and North America and reported in World Weather Records 
(van Loon and Williams, 1978). The station data were not necessarily homo-
geneous. It has been pointed out subsequently that data inhomogeneities, caused 
by urbaniaation in particular, are important in some regions and especially in the 
USA (Jones ci aL, 1986). Standard deviations for the temperature data and pre-
cipitation data were computed after the linear trend had been removed since the 
focus was on variability from year-to-year and not on the slow changes expressed 
by the long-term trend (van Loon and Williams, 1978). 

Figure 4.7 shows the change of standard deviation of winter temperature 
from 1876 1926 to 1925-1975 in North America. There is a large-scale pattern 
with decreasing variability in the midwest and northeast and increasing variabil-
ity in the south and west. The change from the first 51-year period to the 
second was found to be statistically significant. However, no single connection 
was found between the trend of the mean and the trend of variability of both 
temperature and precipitation (van Loon and Williams, 1978). 
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An examination of surface pressure anomalies over much of the northern 
hemisphere and over a more limited area near Britain over a period of about 100 
years yielded little evidence for any unusual variability of climate in recent years 
on annual, one-month and five-day time scales (Batcliffe et aL, 1978). A circula-
tion change in the east Atlantic British Isles sector was noted around 1940, but 
this did not result in any detectable increased variability of monthly temperature 
or rainfall over Britain. 

4.3.4. Changes IH precipitation 

In contrast to the studies of surface temperature, there have been relatively few 
studies of hemispheric averages of precipitation. More studies have looked at the 
characteristics of the rainfall record at individual stations or for geographical 
regions (e.g., Wigley et al., 1984). Investigations of long-term precipitation 
records have generally uncovered noticeable fluctuations on a decadal timescale 
but no significant long-term trends. 

In the USA monthly temperature and precipitation data have been used to 
calculate the Palmer Drought Severity Indices from January 1895 to April 1981 
for a 60-point grid over the USA (Karl and Koscielny, 1982). The authors found 
no statistically significant cycles of drought during the past 86 years. Moreover, 
visual inspection of the time series for the nine regions indicated that if there 
were any long-term trends in the data, they were rather small and werc not 
likely to he statistically significant. 

In another study, precipitation data from 150 300 stations in North Amer-
ica were analyzed for the period 1935-1974 (Corona. 1078, 1970). Apart From 
the large peaks in precipitation for several winters between 1937 and 1941, no 
significant trend was found in the rainfall data, although an approximately 22-
year cycle in summer precipitation for North America was suggested (Corona, 
1978). 

The main patterns of European rainfall anomalies have been examined 
using principal component analysis of 182 homogenized rainfall series from 1861 
to 1970 (Tahony, 1981). The network was divided into 15 regions. Fqtzre 4.8 
shows the decadal means of annual precipitation for the 15 regions in Europe. 
Increases in precipitation are evident in a belt stretching from southwest France 
throughout northwest Germany to southwest Scandinavia. This increase was 
mainly a feature of the winter halfyear in France and the summer halfvear in 
Germany. 

Trends in northern hemisphere precipitation have been .analyzed for the 
period 1891--1979 for the months of January and July (Gruza and Apasova, 
1981). The data for the period 1891 1975 were taken from maps prepared at the 
Principal Geophysical Observatory in Leningrad and at the USSR 
Hydrometeorological Center for 1976-1979. The values were converted to per-
centages of the long-term mean to provide smoother and more coherent fields. 
However, the data are probably not homogenized. The long-term record of 
anomalies in Eurasia showed an upward trend in January over the entire period 
(linear trend: 1.2% per year) and a very small negative trend in July ( 0.1 0/0 per 
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year). The Tong-term trends for the period 1891-1979 for Europe were found to 
be 0.4% per year in January and 0.15% per year in July. During the 30-year 
period 1946-1975, the trends for Europe were found to be -2.0% per year in 
January and 1.1% per year in July. Figure 4.9 shows the long-term series of pre-
cipitation anomalies computed for January and July for regions of the northern 
hemisphere and for the hemisphere as a whole (Gruza and Apasova, 1981). 

4.3.5. The relationship between temperature and 
precipitation fluctuations 

A number of studies have looked at the anomalies of temperature and rainfall in 
the northern hemisphere for seasons or years when the Arctic was warmer than 
average (e.g., Williams, 1980; Wigley ci aL, 1980; Namias, 1980; Jäger and Kel-
logg, 1983). There were two main reasons for focusing on warm years or seasons 
in the Arctic. Firstly, it is generally believed that an increased carbon dioxide 
concentration would lead to a globally averaged warming (see Part I, Section 3). 
Secondly, model and observational studies have suggested that the Arctic is 
more sensitive to climatic changes than the hemisphere as a whole. The study of 
the warm Arctic seasons showed that large and coherent anomalies of tempera-
ture occurred elsewhere in the hemisphere when the Arctic was warm, but these 
anomalies were not always positive. In addition, it was found that because of 
changes in the atmospheric circulation, there were also large and coherent 
anomalies in the rainfall distribution. The magnitudes and distribution of the 
anomalies were different in the different seasons. 

Figure 4.10 shows the differences between average winter precipitation dur-
ing the five warmest consecutive seasons in the Arctic (1934-1938) and the five 
coldest consecutive seasons in the Arctic (1966-1970). Over Eurasia the 
differences of precipitation had a general pattern of increased precipitation north 
of 60 0 N, decreased precipitation between 40 0 N and 600  N, and increased precipi 
tation between 300  N and 40 0 N. Over North America there was increased pre-
cipitation along the west coast and in a band south of the Great Lakes. The 
differences shown in Figure 4.10 are an example of the scale of precipitation 
changes associated with temperature changes; other examples are discussed by 
Jâger and Kellogg (1983). 

In a further study, changes in mean seasonal temperature and total sea-
sonal precipitation have been analyzed using monthly averages of temperature 
and precipitation for each of the contiguous states of the USA (Diaz and Quayle, 
1980). Three periods were selected based on time series of areally weighted 
winter and annual mean temperature for the contiguous USA: 1893-1920, 
1921-1954, 1955-1977. No systematic relationship was found between changes in 
mean temperature and standard deviation from period to period and season to 
season. There was some positive correlation between precipitation and variance 
of precipitation. During the warm phase (1921- 1954), winter mean temperatures 
increased most over the eastern USA, and, at the same time, precipitation 
increased throughout the south and northward to the Great Lakes. Generally, 
the eastern half of the USA received more precipitation while its western half 



Ctmatu' scenarw.: B. Background to the instrumental re.cord 	 173 

Figurr 4. 10. I)ifferences between average winter precipitation during the five warmest 
consecutive Arctic seasons and the five coldest consecutive Arctic seasons. (Source: 
Jäger and Kellogg, 1983.) 

received less. In the cooling period that followed, the greatest drop of mean tem-
perature occurred over those areas that had the greatest increases during the 
warming period. There were gains in mean annual precipitation in the eastern 
half of the USA while the Rocky Mountain region and California received less. 
Therefore, in terms of integrated precipitation over the USA, there was greater 
aridity during the middle warm period compared with the two cooler periods. 
The drier conditions developed primarily over the southwestern USA. 

The correlation between temperature and precipitation over the USA and 
Europe has also been examined (Madden and Williams, 1978). Time series of 
seasonal temperature means and precipitation totals were determined for North 
American and European stations using data from the World Weather Records for 
the period 1897-1960; 72 stations in North America and 26 stations in Europe 
were considered. In the winter season over North America the plains states 
showed a significant negative correlation, that is, during the 64-year period, cold 
winters were usually wet winters and vice versa. In two areas, however, there 
was a significant positive correlation: in the northern California and Oregon 
coast area and in an area from New England southwestwards to the lower Mis-
sissippi valley. It was suggested that the distribution of positive and negative 
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correlations was associated with the tracks of cyclones and with the relationship 
of temperature and precipitation within the various sectors of the cyclone. In 
the summer, only one small area on the Pacific coast had a positive correlation, 
so that over a large part of the USA cool summers are usually wet summers and 
vice versa. Over Europe in winter, the majority of the area considered had a 
significant positive correlation. The pattern was therefore somewhat different 
from that OVCT North America where a large area of negative correlation 
occurred over the niiddle of the continent. In summer the area of significant 
negative correlation was larger (cool summer usually meant wet summer and 
vice versa), and covered most of Europe except the Mediterranean. Thus, Mad-
(len and Williams showed that over most areas in North America and Europe 
summer temperatures and precipitation tended to be negatively correlated, and 
in other seasons patterns of correlation were more complex with large areas of 
both positive and negative correlation. They also found that these patterns 
occur on all time scales since the normalized cospectra, showing the contribution 
to the total correlation from low-, medium-, and high-frequency variations, in 
general had the same distributions as the correlations. 

4.3.6. Silnimary 

This review has considered fluctuations of surface temperature, sea-level pressure 
and precipitation over the northern hemisphere during the last 100 years. 
Although there have been improvements of the data coverage and quality during 
this period, it must be noted that the coverage, even for variables such as surface 
temperature, is still far frorn complete, especially over the ocean areas. The sum-
face temperature data show that over the land areas of the northern hemisphere 
there was a general warming from the turn of the century until about 1940, fol-
lowed by a cooling until the mid-1960s and a subsequent warming. The timing 
of these warming and cooling phases varied somewhat according to season. The 
spatial patterns of trends during these periods have also been investigated. Dur-
ing the warming phase of 1917 1939 maximum warming occurred over Green-
land, the Barents Sea, northwestern Siberia and northern Europe, the USA and 
the Far East. Cooling occurred in central Canada and central Asia. During the 
cooling phase of 1940-064, major cooling occurred over the Kara Sea, northern 
parts of the USSR, Alaska and northwestern Canada, while warming occurred 
over Kamchat,ka and the Ukraine. The recent warming (1965-1980) was strong-
est over the Greenland Sea, the Barents Sea and northern Scandinavia, most of 
the USSR, Alaska, northwestern Canada, the southwestern USA, and northern 
Africa. Cooling occurred over the Canadian Arctic islands and northwest Green-
land. At least for time winter season, the regional surface temperature fluctua-
tions have been demonstrated to be associated with atmospheric circulation 
changes and related changes in advection. 

Analysis of precipitation records is hampered by sampling and measure-
ment problems, the discontinuity of the precipitation process and relatively large 
natural variability. No studies of the spatial and seasonal distributions of linear 
trends in precipitation data have been made, so that the precipitation record 
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has not been treated in the same detail as the surface temperature record. Some evi-
dence of long-terni trends has been found in homogeneous European rainfall records, 
whereas analyses of records from the continental USA have found no significant long-
term trends and large decadal fluctuations in the precipitation totals. 

4.4. Temperature and Precipitation Changes in the 
IIASA/UNEP Case Study Areas 

The following parts of this volume consider the impact on agriculture and fores-
try of changes in climate in five case study areas: Canada (Saskatchewan), Ice-
land, Finland, the northern USSR and Japan. The preceding discussion has 
shown that there have been spatial differences in the temperature and precipita-
tion fluctuations in the northern hemisphere during the past hundred years. 111 

this subsection the temperature and precipitation records at grid points or 
meteorological stations in the case study areas are examined. 

Figure 4.11(a) shows the winter temperatures at four grid points near to 
the case study areas from 1850 to 1983. The grid points are 50N, 110W 
(southwestern Saskatchewan, Canada); 65'N, 20°W (west-central Iceland); 
60 N, 30E (close to the case study areas of southern Finland and Leningrad, 
USSR), and 40N, 140E (northwestern Tohoku, .Tapan). For the location of 
the case study areas see Part I, Section 3, especially Figure 8.4. The data are 
from the data set described by Jones et aL (1986). The values shown in Figure 
4.11 can be compared with the averages for the northern hemisphere shown in 
Figure. 4.. The magnitude of the variations is larger for the grid points than for 
the northern hemisphere. In particular, the gridpoints at 60'N, 30E and 50N, 
110W show large variations. The temperatures in the northern hemisphere 
showed an increase from the beginning of the 1900s until about 1940, a slight 
drop from 1940 to 1960 and a subsequent increase. In the northern USSR, Fin-
land and Saskatchewan case study areas, long-term fluctuations of this kind are 
not visible in the winter temperature record. In Iceland, however, there was a 
warming from the end of the 1800s until about 1940 followed by a cooling. The 
winter temperatures in Japan show a fluctuation essentially opposite to that of 
the northern hemisphere average with a period of lower temperatures before 
1940 and a period of higher temperatures afterwards. None of the curves in Fig-
ure 4.11(a) shows a warming since 1970 as found for the northern hemisphere 
average. 

The temperature fluctuations at the same grid points in summer are shown 
in Figure 4.11(h). The curves for 50N, 110W (southwestern Saskatchewan); 
65N, 20W (west-central Iceland) and 60N, 30E (southern Finland, Len-
ingrad region) show an increase of summer temperatures from 1000 until about 
1940, in common with the northern hemisphere average. The Iceland curve 
shows a steady decrease of summer temperatures after 1940, and a decrease also 
occurred at 60N, 30E, although not as steady as in Iceland. The Japan sum-
mer temperatures show no major long-term trends since about 1910; previous to 
this there was a slight warming. 
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(1951-1970) mean at four grid points located in the case study areas. (Source: Climat-
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Figure 4.12. July precipitation totals (mm) at meteorological stations in the five case 
study areas, 1881-1980. Instrumental scenarios selected in four of the regions are 
marked below their respective curves. 
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The curves of winter and summer temperature shown in Figure 4.11 show 
that there have been long- and short-tertn fluctuations in temperature in the case 
study areas with no general similarity to the average for the land-based northern 
hemisphere. Indeed, given the nature of temperature fluctuations over the hemi-
sphere during the last hundred years, with large-scale regional temperature 
trends varying according to period and location, there would be no reason to 
expect that the temperature records of individual grid points would mirror the 
changes computed for the hemisphere as a whole. The gridpoint fluctuations are 
of larger magnitude than the hemispheric ones, as would he expected as a result 
of the averaging process. 

Figure 4.12 shows the .JuIy precipitation totals (mm) at five meteorological 
stations in the case study areas (Saskatoon, Stykkishólmur, Oulu, Leningrad, 
and Sapporo). There is some evidence of long-term precipitation fluctuations at 
these stations. At Stykkishólmur, Iceland, for example, there was an increase of 
July precipitation amount from a minimum at the end of the 1930s until the end 
of the 1970s. At Leningrad, USSR, there was a decrease between 1880 and 1920 
and an increase between 1920 and 1955. The dry years of the 1930s are clear in 
the data from Saskatoon, Canada, as is the period of large interannual variability 
between 1900 and 1930. At Sapporo (northern Japan) there has been a decrease 
of the July precipitation since the end of the 1930s and relatively low interannual 
variability during the last 20 years. More detailed descriptions of the instrumeri-
tal climatic record for each of the case study regions are to be found in the fol-
lowing parts of this volume. These data formed the basis for the selection of 
instrumental climatic scenarios, which involved the identification of individual 
years and periods of years with anomalous weather. The most important 
scenarios are indicated in Figures 4.11 and .4.12. The reference period for impact 
experiments is 1951-1980. 
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SECTION 5 

A Case Study of the Effects of 
CO2-Induced Climatic Warming on 
Forest Growth and the Forest Sector: 
A. Productivity Reactions of 
Northern Boreal Forests 

Pe/cka Kauppi and Maximilian Posch 

5.1. Introduction 

The purpose of this section is to evaluate the effects of changes in climate under 
the CISS 2 x CO2  scenario (considered in Section 3) on the productivity of 
boreal forests. Some of the results reported here will be used as inputs to a 
further set of experiments concerned with the effect of product.ivil,y changes on 
forestry as an economic activity (see Section 6). Together Sections 5 and 6 pro-
vide a case study (at a hemispheric scale) of the advantages and limitations of 
linking biophysical and economic models in attempts to assess the effects of 
climatic change. 

5.2. Temperature and the Productivity of Boreal Forests 

Cool climate -- particularly in spring, summer and autumn - restricts the produc-
tivity of boreal forests. Low winter temperatures may not be so crucial, how-
ever, because plants are adapted to tolerate low temperatures in their dormant 
stage. Low productivity occurs partly because of a short growing season due to 
spring and autumn frosts which force plants to adapt by remaining dormant over 
a large part of the year. In addition, low growing season temperatures tend to 
restrict the rate of biological processes and in this way also to decrease produc-
tivity. It appears that the productivity of boreal ecosystems is rather closely 
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correlated with the amount of heat accumulated during the year, as obtained by 
subtracting the plants' threshold temperature from the moan temperature of the 
day and summing up over the year. The value obtained is termed the annual 
effective temperature sum (ETS) measured in degree-day units. 

Two essentially different factors, the magnitude of the warming and the 
potential of ecosystems to react to it, determine how ecosystems will respond to 
a possible climatic warming. Under the GISS 2 x CO 2  climatic scenario the larg-
est warming would take place in continental regions such as North America and 
continental Siberia. The GISS 2 x CO 2  climatic scenario represents future aver -
aged equilibrium climatic conditions, based on simulations by the Goddard Insti-
tute for Space Studies (GISS) general circulation model (GCM) for a doubling of 
the present concentrations of atmospheric carbon dioxide. (For details, see Sec-
tion 3) Smaller increases in temperature are estimated in maritime regions. 
Also, the potential of ecosystems to react to the warming can be assumed to vary 
in time and space. Within the boreal zone maritime ecosystems may conceivably 
be potentially more responsive (Kauppi and Posch, 1985). Continental ecosys-
tenis were estimated to be potentially less responsive. In this way, it appears 
that the two factors - climatic warming and ecological response - tend to have 
regional distributions with opposite effects. However, in our earlier analysis, we 
did not examine which of the two factors would dominate. This study focuses on 
the possible long-term increase in the productivity of boreal forests and combines 
the estimated increase in temperature together with the potential of forests to 
react to this incrcase 

Before proceeding with this, however, some important caveats are in order: 

Increased atmospheric CO 2  concentrations can themselves cause enhanced 
photosynthetic activity (and hence net productivity) and also increase the 
water utilization efficiency of plants (Kramer, 1981; Kaiippi, 1987). 
Changes in other climatic variables -- such as precipitation, insolation and 
windspeed 	are also likely to accompany CO 2-induced temperature 
changes. 
Several other factors are important to tree growth, for example, the 
incidence and activity of pests and diseases, the rates of nutrient cycling 
and other processes in the soil and ground litter, and the susceptibility of 
trees to frost damage. 

These factors, while important, are not considered in this study. 

5.3. Data and Study Procedure 

In line with experiments conducted in individual case study regions, this analysis 
is based on the GISS CCM-generated results for estimating temperature condi-
tions for I x CO 2  and 2 x CO 2  environments (see Section 3). In order to gen-
erate a scenario for a climatic warming the 2 x CO 2  results were compared with 
the 1 x CO 2  results and to gridded observed data (source: Schutz and Gates -- 
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.se References, Section 3) for describing the existing climate. All data used in 
this study are given on a grid covering the northern hemisphere between 8 ° N 
and 70 N. The grid size is 5 0  in an east-west and 4 ° in a north-south direction; 
this gives a total of 9 x 72 = 648 data points. 

Observed mean monthly temperature data were converted into ETS values 
for each grid point, applying a threshold temperature of T0  - +5°C. Calculat-
ing ETS from the temperature time series would require data on daily observa-
lions, yet only monthly mean temperatures were available, and a method was 
developed for approximating ETS froiri these data. It was assumed thai the 
daily temperatures are normally distributed around the monthly mean, T. This 
assumption was tested statistically using Finnish data from 20 meteorological 
stations, 10 years and 12 months each year. For these data the assumption was 
found to be valid with only a few exceptions. The standard deviation or varied 
from 3.0°C to 5.5°C in winter and from 1.5°C to 4.0°C in surrimer. Therefore a 
value of a 3°C was selected to describe that distribution, and on this ba5k the 
monthly ETS was computed as follows (N is the number of days per inonth) 

cc 
ETS —r f(T— T0)-.-=---exp -- -L!.._fl_ dT 

T0 	 27ra 	 2a 

= 	ex[_ 	 (T 	To)[1+erf[?j  (5.1) 

where 

erf(x) = .= fe••t2dt 
°v1r 

Monthly ETS values were summed up to give the annual ETS. Note that equa-
tion (5.1) is of an identical form to an equation used to compute ETS in an ear-
lier paper (Kauppi and Posch, 1985). However, the integration in equation (5.1), 
in contrast to the earlier equation, applies to monthly (rather than annual) mean 
temperature and requires standard deviations of daily mean temperature around 
the monthly (rather than the annual) mean. 

ETS was calculated in the same way for a climatic scenario referring to 
doubled CO 2  conditions (assuming the same standard deviation). The scenario 
was constructed using GISS model results by first subtracting the computed I x 
CO 2  (reference) temperature from the computed 2 x CO 2  temperature for each 
grid point. The difference was added to the Schutz and Gates observed tempera-
ture at each grid point to correct for errors in the triodeled reference level. 
Scenario estimates for mean monthly temperatures (and thus, of course, for 
ETS) were, higher than the corresponding reference temperatures at all grid 
points. 
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Pignre 5.1. (a) Calculated boreal zone: the band between ETS isopleths of 600 and 1300 
degree-days. (b) Observed boreal zone, redrawn from 1Imet-Ahti (1981). 
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5.4. Locating Regions with a High ETS Response 

To test whether or not the annual ETS concept is applicable for describing the 
boundaries of the boreal zone, isopleths of ETS were compared with the vegeta-
tion map compiled by Ilãmet-Ahti (1981). llased on the situation in the Fenrio-
scandian peninsula, FTS isopleths of 600 and 1300 degree-days were used to 
describe the northern and southern boundaries of the zone. These calculated 
boundaries were compared with those observed (Figure 5.1). In the Fennoscan-
dian peninsula the values 600 and 1300 degree-days quite accurately hound the 
central parts of the biorne, i.e., the northern boreal, middle boreal and southern 
boreal suhzones as classified by Hãmet-Ahti (1981). however, in certain areas of 
the Pacific region the calculated and observed locations of the zone tend to 
depart. The calculated northern boundary fails to include some parts of the 
boreal hiome in Alaska and 1amchatka. The match is again quite reasonable 
from llritish Columbia eastwards to the Atlantic Ocean and further east towards 
western Siberia, that is, over at least two-thirds of the zone. 

N\N 2 x CO 2  ctmate 

Obs2rv2d cImote 

Figure 5, Calculated boreal zone for the GISS 2 x CO 2  climate scenario relative to 
the calculated present-day zone [from Figure 5.1(a)]. 
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Figure 5.5. Estimated change of ETS for the GISS 2 x CO 2  climate scenario (a) in ab-
solute units (degree-days), (b) in relative units with isopleths indicating doubling (100% 
increase) and quadrupling (300% increase) of ETS. 
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One must bear in mind that the two sets of data are not fully independent. The 
region is so large that the vegetation map has been constructed not only on the 
basis of botanical field observations but also using supplementary temperature 
data (similar to those used in estimating the calculated zone) as a proxy for 
botanical information. 

The 600 and 1300 degree-days ETS boundaries were calculated in the same 
way for the GISS 2 x CO2  scenario. According to this scenario the zone would 
shift northwards by 500-1000km (Figure 5.2). Emanuel ci al. (1985a) reported 
even larger estimates for such shifts based on a different climate model, namely 
that of Manabe and Stouffer (1980) and the floidridge classification of vegetation 
zones; although in response to criticisms of their methods (liowntree, 1985) Lhese 
estimates have since been revised downwards (Emanuel ci al., 1985b). 

A comparison was made between the estimated ETS for the doubled CO 2  
scenario ETS2  and that representing the observed climate using the Schutz and 
Gates temperature data ETS0 . The increase of ETS was calculated in absolute 
units, ETS2  ETh0 , as well as in relative units, 100(ETS2  ETS0)/ETS0 . The 
relative increase indicates how dramatic the change would be in relation t the 
historical reference level. An interesting finding was that highest increases, at a 
given latitude, were estimated over maritime regions. This result was obtained 
with both indicator variables, that is, both in absolute and in relative units (Fiq-
ure 5.8). 

5.5. Possible Growth Response 

Effective temperature sum is a variable which has been applied in the boreal 
zone both in agriculture and in forestry investigations. It has relevance espe-
cially in the northern part of the zone where soil moisture is almost always 
sufficient even to the extent that excess water and the subsequent peat formation 
frequently limit forest productivity (Mikola, 1950). Significant moisture 
deficiency appears only towards the southern part of the zone. Here drought 
may limit agricultural crop yields and, hence, the ETS variable is only weakly 
correlated to agricultural crop yield (Mukula ci ai., 1978; see Part IV). The ETS 
variable alone is not particularly useful in studies which focus on any specific 
ecosystem, but it may have some value in rough regional comparisons. There 
fore, for demonstrative purposes, we convert the ETS results to estimates of 
potential forest productivity. 

Average tree growth varies in Finland from 1.2m 3 ha yr 	in northern 
regions to 5.0 m 3  ha - yr 	in southern regions and is rather closely correlated 
with ETS (Figure 5.). Each data point in Figure 54 represents one 'Forestry 
Board" district. The size of the districts varies from 4000--5I 000 km 2 . ETS data 
were average values for the period 1931-1960, and the growth data were inven-
tory results from t951--1953. The inventory was based on a random sample from 
all forests, and in this way the data represent the average case rather than the 
conditions of any specific ecosystem. The national forest inventory has been 
repeated seven times between 1920 and 1980. The regional pattern of tree 
growth as measured in the third inventory (1951-1953) is representative for the 
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Figurr 5.4. Empirical relationship between annual effective temperature sum (ETS) and 
annual mean tree growth. 

whole 60-year period (Yearbook of Forest Statisie.s, 1983). Finnish forests are 
managed for timber production and are low-land forests with relatively sheltered 
exposures, their growth figures being generally higher than those of forests else-
where in the boreal zone. Thus conditions for growth that pertain to Finnish 
conditions, if applied to other parts of the boreal zone, tend slightly to overesti-
mate productivity in that zone (as discussed in Section 6). 

The relation between ETS (denoted as 4 and tree growth (y) was assumed 
to be adequately represented by a logistic function: 

A 
= 1 
	

(5.2) 
+e  

where A is the maximum growth rate (assumed v  6.0m 3 ha 1 yr 1 ), and a and 
are coefficients (0.00496 and 4.955, respectively). 

Data from Finland were used to determine the parameters of the function 
(see Figure 5.4). The leveling-off of the function for high ETS values takes into 
account the drought limitation of growth in high ETS conditions. This func-
tional relationship between ETS and growth was used to map productivity 
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o) 

F:gure 5.5. Estimated productivity regions of boteal forests (a) for observed (Schutz 
and Gates) climatic data, (6) for the GISS 2 x CO 2  climate scenario. Values refer to 
the regional average of potential stemwood productivity in m3  tyr . 
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Figure 5.. Estimated change in potential productivity from baseline level to doubled 
CO2  conditions (in nt 3 ha 1  yr). 

regions for the observed climate I Figure •(°)l and for the CISS 2 x CO 2  cli-
mate Figure 5.5(b)]. 

The changes of growth from observed climate to doubled CO 2  climate were 
estimated in absolute units (rn3ha1yr 1).  The greatest growth changes were 
estimated in maritime regions in the northern parts of the observed zone (Figure 
5.6). Several factors affect this result. In the northernmost regions even the 
doubled CO 2  climate was estimated to be too cold to maintain any major pro-
ductivity. In southern regions observed climate is currently rather favorable, but 
under doubled CO 2  conditions it was assumed that moisture stress would restrict 
growth (leveling-off in Figure 5.4). During the winter period, with temperatures 
below the threshold, ecosystems are viewed as being dormant and ETS, by 
definition, does not respond to temperature variations. So, while ETS does not 
respond at all to a large rise in winter temperature from, say, —40C to —15C, 
in contrast it responds rather strongly to a modest temperature rise from, say, 

3 C to -1-7 C. Such temperatures (around the threshold temperature) occur 
quite frequently in maritime regions within the boreal zone, and this is the rea-
son why the response is estimated to be higher in these regions. 

An earlier hypothesis, mentioned above, stated that maritime areas of the 
boreal zone would be particularly susceptible to impacts from a possible climatic 
change (Kauppi and Posch, 1985). This new result suggests that despite the 
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counteracting effect of relatively lower estimated climatic warming over maritime 
regions, maritime ecosystems might nevertheless respond more strongly than 
continental ecosystems. highest responses were estimated in Labrador, southern 
Creenland, Iceland, northern Fennoscandia and around the Bering Strait (see 
Figure 5.6). 

5.6. Discussion 

If, indeed, the greenhouse effect of CO 2  changed the climate as much as is sup-
posed above, quite substantial changes could be expected between the boreal 
biome and the neighboring hiomes - tundra to the north and the temperate zone 
to the south. It is almost impossible to assess which ecologkal, social or 
economic consequences would have the greatest impact. In this section, how-
ever, we have tried to specify regions within the horeal forest zone which would 
respond more strongly than others from the standpoint of productivity. This has 
been done by using rathe' simple indicator variables: effective temperature sum 
and forest productivity. rrhe  largest increase in growth is estimated to occur in 
maritime regions of the northern parts of the hiome. 

Several different sources of uncertainty in this kind of analysis have 
emerged from the study. First of all there is uncertainty associated with the 
input data. Observed climate, for example, necessarily contains approximations 
because the area is very large and it is only partially covered by sufficiently 
dense networks of meteorological stations. Further uncertainties are associated 
with the modeling of climatic changes due to doubled CO 2  conditions, related 
both to the simplifying assumptions and inaccuracies of the climate model itself 
and to the omission in the analysis of changes in other climatic variables such as 
precipitation and evapotranspiration, although these would perhaps have fewer 
consequences in the boreal zone than elsewhere in the world. Moreover, while it 
is reasonably clear that atmospheric CO 2  concentrations will continue to increase 
in the next few decades even if the anthropogenic sources were "switched off" 
immediately (due to the ocean inertia effect see Section 3), it is not certain that 
CO 2  concentrations will ever grow to values twice as high as the reference level. 

Our method of calculating ETS is an approximation, especially the assump-
tion that daily temperatures are distributed normally around the monthly mean, 
which has to he checked- A comparison of the results by assuming different dis-
tributions (including the rather unlikely case of an uniform distribution around 
the monthly mean) showed, however, that ETS values are rather insensitive to 
the particular shape of the distribution as long as they are imnirnodal. We also 
compared our method with the widely used formula El'S -= N (1' 	T0 ) for 

T0 , and here we found a deviation in the ETS of 3040 degree-days per month 

for 	T0 . That sitriple formula is equivalent to assuming that the daily tern- 
perature is equal to the monthly mean, a rather roughapproximation we tried to 
overcome by using our formula. 

A basic assumption of the calculations is that horeal forests are in equilib-
rium both with the present and with the 2 x CO2  climate. The approach is 
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valid in the long run assuming that the atmospheric concentrations of CO 2  and 
other greenhouse gases will stabilize at a new, relatively constant level. Time 
will be needed after such a stabilization for the climate to reach a new equilib-
rium (see, for example, hansen et aL, 1985) and for the forests to become 
adapted to the new climate. The above results thus refer to the possible condi-
tions in the future when essentially all equilibria have been reached. 

If the rate of a climatic change is low, forests can change smoothly; first 
due to the pheriotypic acclimatization, and then due to genetic adaptation. The 
latter process is rather slow in forests, where individual trees live 100-200 years 
and where the minimum time period between two successive generations is 
roughly 30 years. In this time perspective the observed and expected rates of the 
increase of the atmospheric CO 2  concentration are rather high. One would not 
anticipate a smooth ecological transition unless the climatic response times are 
very long. In case of a rapid climatic change, forests would he susceptible to, for 
example, pests or extreme climatic events. In addition, as mentioned earlier, it is 
necessary to consider the so-called fertilizing effect of increased atmospheric CO2  
on photosynthesis and plant growth, a matter which is outside the scope of this 
section (see Shugart et al., 1986). At the present state of knowledge it is very 
difficult to assess what actually would happen during such an obviously quite 
troublesome transition period. Nonetheless, with these caveats in mind, Section 
6 considers some of the economic implications of possible changes in forest pro-
ductivity. 
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SECTION 6 

A Case Study of the Effects of 
CO 2-Induced Climatic Warming on 
Forest Growth and the Forest Sector: 
B. Economic Effects on the World's 
Forest Sector 

Clark S. Binkley 

8.1. Introduction 

The preceding section pointed to potentially significant increases in the produc 
tivity of high-latitude forests under the GISS 2 x CO 2  climatic scenario (for 
details of the GISS 2 x CO 2  scenario, sce Section 3). These high.-latitude forests 
provide the raw material for an important part of the world's forest products 
industry. In Finland and Sweden, expansion of mill capacity in the forest prod-
ucts industry is limited by the growth of timber needed to supply the mrlls. 
Concern has been expressed both in eastern and in western Canada about the 
adequacy of forest growth to support the extant industry, increasing forest 
growth in those regions could conceivably have significant economic impacts on 
forest products production, prices and trade throughout the world. 

This section quantifies some of the economic effects of the changes in high-
latitude forests associated with the productivity changes described in Section 5. 
The complexities of both the economic and the ecologic systems involved renders 
any such assessment tentative at best. The first subsection discusses the 
economic model used in the analysis. The next subsection explains the ecologic 
model and describes how the ecologic and economic models are linked. The third 
subsection presents the simulated adjustments in the world's forest sector in 
response to climate warming. The final subsection comments on the results and 
presents summary estimates of the economic gain to the forest sector associated 
with climate warming. 
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6.2. A Global Forest Sector Model 

The global forest sector model developed at the International Institute for 
Applied Systems Analysis (IEASA) was used in this assessment (Katlio et al., 
1987, especially Parts V and VI). The model projects production, consumption, 
prices and trade of 16 forest products in 18 regions which comprise the globe. 
The model is integrated in the sense that it includes components describing all 
aspects of forest products production: forest growth, timber supply, processing 
facilities and final demand. The ecological effects associated with changes of cli-
mate enter the model through the forest growth and timber supply components 
of the model. 

The model computes a partial market equilibrium for the world's forest sec-
tor using a mathematical programming approach first suggested by Samuelson 
(1952). Market equilibrium occurs when prices are such that the quantity of 
each product which is supplied to the market just equals the quantity of the 
product demanded at that price. The point of market equilibrium possesses two 
important kinds of consistency: firstly, prices equal costs for the last unit pro-
duced and, secondly, material flows balance in such a way that, for example, 
enough timber is harvested to produce all of the products that are consumed. 
The equilibrium solutions are partial in the sense that many factors that 
in1uence forest products prices and consumption levels, such as the costs of 
labor and energy, are exogenous to the model. I3ecause the model is designed to 
examine long-run structural change in the sector, these partial market equilib-
rium solutions are computed for each of the ten 5-year periods covering 1980 to 
2030. 

Although the model solutions are linked between time periods, intertem-
poral market equilibrium is not explicitly modeled. This limitation is important 
to the timber supply model because timber owners can choose when to harvest 
their trees: if prices are too low in one period, harvests are readily deferred in 
anticipation of prices rising in another period. Because timber prices influence 
the costs of all forest products, this limitation is not confined to one component 
of the model. Instead of using a complex intertemporal equilibrium model of 
timber supply, we adopt a simple procedure which captures many of the adjust-
ments that would be expected in a more complete presentation of the sector 
(Binkley and Dykstra, 1987). 

Figure 6.1 illustrates the dynamic structure of the model. The first large 
rectangle represents the market equilibrium model for a particular period. It is 
composed of submodels for each of the regions which are linked together by a 
series of equations describing trade. 

The solution for one 5-year period indicates the quantity of timber har-
vested for that period, prices, production and consumption in each region, and 
trade flows of raw materials and finished products among regions. This informa-
tion is used to project timber-growing stocks, processing costs, mill capacities 
and other factors that are used to solve the market equilibrium problem for the 
next time period. The process is iterated until the specified projection horizon 
has been reached. All of the simulations reported here are initialized with 1980 
vaiues. 
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Figure 6.1. The EJASA forest sector model. This links a series of static models through 
time without imposing intertemporal market equilibrium criteria. The solution from 
one period is used to update production capacity, timber supply and trade constraints 
which are used as inputs to solve for market equilibrium in the next period. 
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6.2.1. Mathematical formulation 

Market equilibrium assumes that each producer and trade agent involved in the 
forest sector is a profit maximizer (this assumption is relaxed for the centrally 
planned economies; see. Subsection 6.2.2) and that each consumer purchases from 
the producer or trader who offers the lowest price. Given prices P ik for each 
region i and commodity k, profit maximization results in a certain level of supply 
(comprising domestic production and net imports) of each commodity in each 
region. If, for all products and regions, siic.h supply equals demand at that price 
as computed from the demand functions, then 1 ik is an equilibrium price. 

As a convenient analytical device, the equilibrium price, consumption levels 
and trade flows can he found by solving the following optimization problem (the 
time sul)Script is omitted). The problem is to find q, yj, and e ijk  for all 1, j, k, 
and m to maximize 

I 1 k (qlk) d q& 	f C (y) d 	- 	D e  
skO 	 im0 	 lik 

subject to 

q— 	Ay + E (, ijk 	 0 	for all tand k 	 (6.2) 
m 	 y 

0 < yu. <  Kill, 	 for all and m 	 (6.3) 

< 17 Yk 	 for all i, j and k 	 (6.4) 

where indices i and 3  refer to regions, k to products, m to production activities, 
and- 

qik Consumption of product k in region i. 

P1.(q1 ) 	= Price of product k in region i associated with a particular level of 
consumption. 

Yim 	Level of annual production in region ifor production activity rn. 

Gim(V) 	Marginal cost of production by process m in region i associated 
with a particular level of production y 	(assumed to be a non- 
decreasing function of activity level Y,m) 

Vi)k == Unit cost of transporting commodity k from region i to region j 
(including possibly tariffs which are proportional to quantity). 

Quantity of commodity k exported from region Ito region j. 
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Figure 6.2. Equating supply and demand to determine the partial equilibrium price and 
quantities. The area under the demand curve up to a point q represents the benefits to 
consumers associated with consuming q units. The area nnder the supply curve re-
presents total production costs. At market equilibrium, producers charge p/m3  and sell 
q* million m3 ; their gross revenues are p*q*.  Profits equal gross revenues minus produc-
tion costs and are labeled producers' surplus in the figure. If output expands beyond q*, 
the costs of the extra production exceed the benefits of that production. ConsequentJy 
the point where supply and demand are equal maximizes the sum of benefits to produc-
ers and consumers. 

A1k, 	= Net output of product k per unit of production for process rn in 
region i. 

Ks,,, 	= Production capacity associated with process m in region i. 

L1jk, Uilk 

	

	Lower and tipper bounds on trade flows in product k between 
regions i and J. 

The objective function, equation (6.1), is the sum of consumers' and producers' 
surplus as illustrated in Figure 6.2. Consumers' surplus, represented by the first 
term in equation (6.1), represents the total amount consumers are willing to pay 
for a specified quantity of a product. Producers' costs, represented by the 
second term of equation (6.1), are the total costs to society (including timber, 
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labor, energy, and so on) of a certain level of output. The difference between 
benefits to consumers and costs to producers represents the net benefit to society 
of a particular level of consumption. Because we include trade, transportation 
costs must be deducted from this sum to compute net social benefit. Transpor-
tation costs are represented by the third term in equation (6.1). The point at 
which net social benefit is maximized defines the equilibrium point, that is, the 
point at which supply and demand are balanced. 

The economic model is completed with equations (6.2-6.4). Equation (62) 
represents material balances: in each region for each commodity consumption 
equals production minus net exports. Equation (6.3) constrains production levels 
to lie at or below levels of industrial capacity in each region. Tnequality equation 
(6.4) reflects limitations on trade between regions arising from quotas, agree-
ments and trade inertia caused by institutional restrictions on rapid changes in 
trade patterns. 

6.2.2. Products and regions 

Computational limitations proscribe separate regional submodels for each coun-
try in the world. Instead, countries were aggregated into regions on the basis of 
the structural similarities of their forest sectors and their importance to the 
world markets in forest products. Similarly, wood is used in a very wide array of 
industrial and consumer products, and it is not feasible to model each end use. 
Table 6.1 lists the 18 regions used in the present assessment along with the 
estimated share of world production for each of the products included in the 
analysis. 

The table also distinguishes final products (F) which are consumed outside 
the forest sector, and intermediate products (1) which are consumed within the 
forest sector. The possibilities for the flow of wood among products and regions 
can be illustrated by considering the case of coniferous timber. The harvesting 
of coniferous trees produces coniferous logs, coniferous pulpwood and fuclwood. 
The logs can be converted into lumber or plywood in the region where the 
timber harvest Look place, or the logs can he exported to other regions for pro-
cessing. The lumber and plywood can either he consumed in the region where it 
is produced, or exported to another region for final consumption. 

It is technically possible to convert only part of a log into lumber and ply -
wood; some of the waste material is suitable for making pulp and paper prod-
ucts. These wastes, as well as the pulpwood resulting from the timber harvest, 
may be exported to another region or may he used within the region for the pro-
duction of pulp and paper. The pulp can he exported or used domestically for 
the production of paper. Production of some paper products, printing and writ-
ing papers, for example, requires both coniferous and nonconiferous pulp. 

Although most of the world trade in forest products passes between 
market economies, a significant and growing fraction of this trade is associated 
with countries with centrally planned economies. For these regions the market 
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assumptions that underlie the model formulation discussed above do not apply. 
Instead, we assume that production levels are fixed according to a central plan, 
projected along a trend of the past 20 years. Consumption targets are set for 
each product assuming that the relationship between consumption and produc-
tion during the past 20 years will hold in the future. We assume that countries 
with centrally planned economies will sell exports at the highest possibie prices 
and will purchase imports at the lowest possible prices, and will minimize the 
deviations from consumption targets. A function estimated on historical data 
models the trade-off these countries face between gains in export revenue and the 
losses associated with not meeting consumption targets. Fedorov et oL (1987) 
discuss this component of the model in more detail. 

6.2.3. Production process and trade 

Production is Leontief: a unit of output requires fixed proportions of inputs. 
Conversion factors indicate the quantity of logs, pulpwood and fuelwood pro-
duced from trees, and the quantity of logs and pulpwood required to produce 
specified quantities of lumber, panels, pulp and paper of various types. 

For each product, up to three production technologies are included, each 
with different conversion factors. One technology describes "old" capacity (more 
than 10 years old), one describes "modern" capacity (less than 10 years o'd) and 
the third is "new" capacity which may he added if it is profitable enough to do 
so. The conversion factors for old and modern technology are fixed at levels that 
reflect the actual capacities of the extant forest products industry in each region. 

The conversion factors for the new capacity improve over time to reFlect 
technological progress. For each product we define a "best" technology which 
represents the maximum technical efficiency engineers believe is possible by 
2030. The conversion coefficients for new capacity in each region trend toward 
the values for this best technology. Thus we assume worldwide convergence of 
technical production efficiency. 

In each period production is constrained by the level of installed capacity. 
industrial capacity changes between periods in response to profitability. If prorn 
duction of a particular commodity in a particular region is profitable, then 
capacity is added. Capacity is lost through depreciation, so total capacity can 
decline if losses through depreciation exceed additions triggered by profitability. 
Dykstra and Kallio (1987) describe the production component of the forest sector 
model in more detail. 

Each production process possesses a constant cost per unit of output which 
shifts over time in response to changes in real costs and exchange rates. In addi-
tion, a transportation cost (Wisdom, 1987), including tarifts, is assessed on any 
material which is traded between regions. 

Trade between regions is constrained to change only slowly over time (Kor-
nai and Kallio, 1987). This reflects the fact that many institutional factors tend 
to limit the rate of change in trade. 
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Table 6.1. 1980 regional production shares (in %) and total world 00t11ta  of selected 
forest products 1 '. 

Conif. 	Nonconif. Conif. Nonconi[ FILeI- Conif. 
logs (I) logs (I) pulpwood (1) 	pnlpw. (1) wood (F) sawnw. (F) 

Western Canada 10.9 1.2 8.2 5.1 8.4 
Eastern Canada 6.2 - 9.3 6.6 - 4.8 
Western USA 14,6 - 1(1)3 1.1 1.2 10.5 
Eastern USA 10.7 13.8 24.6 27.3 1.4 5.9 
Brazil 1.6 8.2 1.6 7.0 3.0 - 

Chile - - 1.2 - - - 

Rest of Latin 
- 49 17 1.4 5.8 - America 

Finland 3.5 5.7 3.8 - 3.3 
Sweden 3.7 - 61 3.4 - 3.6 
Western Europe 7.9 7.1 9.5 15.3 2.0 10.0 
USSR 21.8 7.0 8.3 5.5 5.8 27.6 
Eastern Europe 5.5 7.7 4.9 S_S 5.7 
Africa - 5.8 - - 28.3 - 

China 3.7 4.9 2.1 2.3 11.9 4.3 
Japan 2.9 1.7 1.1 11.7 9.6 
Southeast Asia - 22.5 - 12.9 - 

Australia/New 
Zealand . 

1.2 2.3 2.5 1.6 - - 

RestofWorld 3.4 10.9 - 1.2 26.4 2.6 
TOTALa 604.7 284.2 386.7 144.3 1350.9 311.6 

Nonconif. 	Veneer & 	Composite Conif. ]Vonconif. 
sawnw.(F) 	plyw. (F) 	panels (F) white pulp (I) W. pulp (1) 

Western Canada - 4.0 2.2 13.4 5.0 
Eastern Canada 2.2 1.2 9.3 11.4 
Western USA - 17.4 5.1 5.4 -. 
Eastern USA 15.8 19.0 14.3 27.2 32.7 
Brazil 6.7 2.6 2.4 - 8.4 
Chile - - - 2.6 - 

Rest of Latin 54 1.8 1.5 - America 
Finland 1.5 1.9 6.7 5.4 
Sweden - - 3.1 9.9 5.0 
Western Europe 8.9 6.2 32.4 5.1 4.5 
USSR 10.6 5.5 13.8 6.7 2.5 
Eastern Europe 7.6 3.5 13.1 4.5 1.5 
Africa 4.9 1.8 - -- - 

China 6.9 3.5 - 3.2 2.5 
Japan 6.2 18.3 3.4 2.2 17.3 
Southeast Asia 10.4 6.8 - - - 

Australia/New 
- Zealand 2.0 

. 

1.7 1.0 - 

Rest of World 12.6 5.5 1.5 - - 

TOTAL5  115.0 45.3 58.7 31.3 20.2 
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Table 6.1 continned 

News- 
print (F) 

Printing 
& writing 
paper (F) 

Honsehold 
& sanitary 
paper (F) 

Packaging 
& board (F) 

Recycled 
paper (1) 

Western Canada 4.7 - - - 

Eastern Canada 29.2 2.9 3.4 2.5 2.3 
Western USA 4.7 2.4 8.0 5.8 4.4 
Eastern USA 11.3 28.8 37.5 35.5 27.3 
Brazil 1.5 2.3 2.5 2.3 
Chile - - - 

Best of Latin .- 2.2 4.5 2.7 4.0 
America 

Finland 5.4 4.4 1.1 2.6 - 

Sweden 5.4 1.5 2.3 2,7 1,1 
Western Europe 11.3 24.6 20.5 18.7 26.7 
USSR 5.8 8.4 2.3 4.1 43 
Eastern Europe 1.6 2.2 3.4 4.5 2.8 
Africa - - 1.1 - -. 
China 3.9 5.7 1.1 - 2.1 
Japan 10.5 9.0 10.2 12.3 16.3 
Southeast Asia . - - - 

Australia/New 1.9 - 11 1.4 1.5 
Zealand 

Rest of World 1.6 3.7 1.1 2.2 2.3 
TOTAL5  25.7 45.5 8.8 84.5 47.2 

5 Round and solid wood products in million rn 3  pulp paper products in million tons, - indicates 
less than 1 1/c  of total world production. 
Fand I denote final producer and intermediate products, respectively. 

6.2.4. Demand 

Final product demand in a region is a function of that region's price, income and 
population level, and of a time trend reFlecting technological shifts. Wibe and 
I{allio (1987) used data from the FAO Yearbook of Forest Products (FAO, 1984) 
to estimate the demand equations used in the results reported below. 

Demand shifts through time in response to changes in population and 
income levels. The absolute level of demand and, hence, the level of production 
and prices is quite sensitive to these two variables. FAO population projections 
were used with some modifications, but the comparable FAO projections of gross 
domestic product give levels of demand which are much higher than indicated by 
other studies of long-term developments in the sector. Consequently, the empiri-
cal negative relationship between percentage growth in GDP and GDP level is 
used to modify the FAO exponential GI)P growth rates (Wibe and Kallio, 1987). 
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8.2.5. Timber supply 

The ecological processes of the forest are linked to the economic processes of the 
market through timber supply. While elaborate optimization models of timber 
supply have been constructed, we work with a simple formulation which captures 
many of the important market adjustments one observes in the more elaborate 
models (Dinkley and Dykstra, 1987). 

In a given period, the marginal cost of timber removals is an increasing 
function of the annual removal quantities. The growing stock is divided into 
four classes: large and small coniferous trees, and large and small nonconiferous 
trees. Large trees produce saw and veneer logs, pulpwood and fuelwood, 
whereas small trees produce pulpwood and fiielwood but are not suitable for 
lumber or veneer production. A separate timber supply equation was estimated 
for each growing stock class in each region. 

The timber supply curves are shifted through time in response to changes 
in the level of growing stock. As the inventory of growing stock declines, it 
becomes more costly to sustain a given level of removals. Access and harvesting 
costs are apt to be higher, and the value of non-timber benefits greater per unit 
of timber output, when smaller inventories of timber are held. We assume that 
the supply elasticity with respect to timber inventory is unity. That is, a 1% 
increase in the inventory of forest growing stock produces a 1% increase in har-
vest, all else equal. Thus, timber costs (and therefore product prices, and pro-
duction and consumption levels) depend on forest growth. Ecological considera-
tions enter the model by determining raw material costs. 

6.3. The Ecological Models 

Two ecologic models are used in this assessment. The first is a model used to 
project the levels of timber inventory in the global forest sector model. The 
second describes how forest growth may be affected by CO 2-induced climate 
warming. 

6.3.1. Timber inventory projection 

The timber inventory projection model strikes a balance between biological real-
ity and simplicity necessitated by the global scale of the analysis. Despite its 
simplicity, the model seems to mimic closely the results of more elaborate and 
more biologically realistic models (Binkley and Dykstra, 1987). 

The inventory projection model begins with a basic accounting identity 

I_ h •i- gj 	 (6.5) 
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The starting inventory Io is an initial condition of the model. The harvest level 
h t  is part of the model solution for period I. Forest growth gj completes the 
model. 

Forest growth depends on numerous edaphic, environmental and genetic 
factors which are exogenous to the model. The principal endogenous factor is 
the density of the forest or "stocking level". We assume that the relationship 
between forest growth and forest density is nonlinear. Denote forest density x 
11 /A 1  (in m3/ha) where A t  is the forest area in period t. Let d/d/ be forest 
growth per unit area (m 3 /ha/yr). At 'r = 0, z is zero because no timber growth 
can take place in the absence of trees. There also exists some maximum level of 
stocking (the "carrying capacity") above which mortality exceeds productivity 
and net growth ceases. 

It is well known that any arbitrary function can be approximated with a 
power series, so 

= b0z + b1x? 	+ 
	

(6.6) 

Note that this relationship is constrained to pass through the origin on the (x, ±) 

plane. 
Dividing equation (6.6) by x expresses forest growth on a percentage basis 

= b0  1 b1x + b2x I  + ... 	 (6.7) 
Xt  

This model was estimated for each region (in Binkley and Dykstra, 1986, Table 
21.5 gives the estimates of b0, b 1 , and b2  for each region). In no case were more 
than three terms of equation (6.7) used. The regions affected by CO 2 indticed 
climate warming were all modeled with two parameters, so b2 = 0 in these 

regions. 
Binkley and Dykstra (1987) compared the results of this simple growth 

model with those from more elaborate and more biologically realistic growth 
models. The deviations were small. The worst case occurred in projecting the 
coniferous timber inventory in Finland. The simple model described above devi-
ated from the more complex model by 11.1% after 40 years, for an average 
annual deviation of about 025% per year. 

The growth term g t  in equation (6.5) is modeled as 

91 = 	 (6.8) 

In the base scenario of the global forest sector model, forest land area A 1  is 

changed over time to account for trends in afforestation and deforestation in 
some of the developing regions. 
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6.3.2. Forest, growth and CO 2-induced climate warming 

In Section 5, Kauppi and Posch estimated the effects on horeal forest produc-
tivity of the temperature increases estimated under the GISS 2 x CO 2  scenario. 
Their results were used to modify the forest growth functions and area of forest 
land used in the forest sector model, and thereby to simulate the economic effects 
of CO2-induced climate warming. Before describing precisely how the 
Kauppi—Posch results were incorporated into the forest growth model, some 
caveats are in order (Kauppi 1987; Smith, 1985; and Shugart ci aL 1986, pro-
vide good reviews of the kinds of effects elevated levels and climate warirlirig 
might have on forests). 

Some imTtations of the anaitjsis 

The boreal forests alone are considered in this analysis because: 

(t) The projected temperature increases are larger in this region than in any 
other forest area. 

(2) The effect on plant growth of an increase in temperature is very significant 
in this forest type (Shugart ci al., 1986). 

While forests in these areas are likely to be the most affected, those in other 
regions would probably be affected as well (lmanuel ci al., 1985). however, any 
changes outside the horeal forests are ignored. 

Changes in precipitation patterns are likely to accompany changes in global 
temperature patterns, and these effects are ignored in our analysis. While some 
parts of the boreal forest stiffer excess moisture, changes in precipitation could 
offset all or part of the temperature-induced increase in growth. 

In laboratory and greenhouse settings (with all other growth reqtiirerrients 
optimized), increases in CO 2  concentrations have been shown to enhaiice net 
productivity directly. The efficiency of water utilization also improves and con-
seqiently growth would increase in drier regions. These 'fertilization effects" 
are not considered in the following analysis. 

Increases in temperature lengthen the growing season but may also alter 
the probability of frost damage to young shoots, with consequent effects on 
growth (Cannell and Smith, 1985). Other possible impacts on tree growth due 
to climate warming include changes in the rates of litter decomposition, and 
therefore on nutrient cycling, and changes in the range and activity of microbial 
pathogens and harmful insects (Smith, 1985). 

Climate changes are likely to affect agricultural lands as well as forest. At 
least in the USA, most forest land use changes occur at the agricultural margin 
(Binkley, 1983). Different changes in agricultural and forest productivity are 
likely to displace the margin of comparative advantage between these two activi-
ties. Such shifts in the margin between forestry and agriculture have not been 
included in this assessment. 
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in short, we have focused on only one of the many possible effects on 
forests of increased levels of atmospheric CO 2 . 

The time scale of forest response is also important to consider (Shugart r t 
al., 1986). Growth responses due to increased temperature and CC) 2  levels are 
apt to be quite rapid because the photosynthetic machinery is in place to take 
advantage of better growing conditions. Changes in forest land area, on the 
other hand, require trees to colonize new areas. Shugart et al. (1986) cite evi-
dence that boreal forests can advance quite rapidly at their altitudinal and 
northern latitudinal limits in response to even small increases in temperature. 
On the other hand, invasion of other plant communities into the current boreal 
forest will probably require the death or significant decline of the extant forest 
before a forest better adapted to the warmer conditions can colonize. Over the 
50-year projection horizon of the model, we assume that the boreal forest persists 
but becomes increasingly more productive as temperature increases. 

The Kaupp-Posch model 

In Section 5 Kauppi and Posch use a simple statistical model to simulate the 
effect of these temperature changes on forest productivity. They regressed 
observed levels of forest growth in 19 forest districts in Finland on effective tem-
perature sum (ETS, the annual accumulated sum of daily mean temperatures 
above an effective growth threshold of 5°C). This regression model was used in 
conjunction with temperature levels derived from estimates by the GISS general 
circulation model of climate for doubled concentrations of atmospheric CO 2  (see 
Section 3) to estimate forest productivity at 648 grid points (at intervals of 4° 
latitude x 5° longitude) covering the northern hemisphere between 38 N and 
70° N. 

Incorporating ehrnate effects in the forest growth mode! 

Two kinds of biological effects were identified in this procedure: the increase in 
growth on extant forest lands, and the increase in the extent of forest land as 
tundra areas become warm enough to support forest ecosystems. The first effect 
was estimated by comparing estimated growth rates in the current climate and 
in the 2 x CO 2  climate. The second effect was estimated as the percentage 
increase in the area with estimated growth greater than 0.5m1ha 1  yr, the limit 
used in most statistical series to define "exploitable forest land". Both calcula-
tions were performed by imposing a map of political boundaries on the 
Kauppi-Posch grid system, and by computing countrywide averages from the 
growth estimates at each of the grid points. Sweden and Finland, two of the 
regions of interest, each contain only a few grid points, so linear ifltetl)OlatiOfl of 
the relevant grid points was used to improve the precision of the estimates. 

In both calculations certain areas were excluded from consideration. These 
include the desert and semidesert areas of the USSR south of 50° N, and the 
grainlands in the southwestern USSR and south-central Canada (Olson and 
Watts, 1982). Without significant increases in moisture, the former are unlikely 
to support forests irrespective of temperature level. The high value of the fatter 
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Table 6.2. Impact of the GJSS 2 X CO 2  scenario on forest growth and area 

Increase in 
forest area (%) Gurrent" 

Growth 

2 x CO Increase (%) 

Canada: 
East 22.2 1.89 4.47 136.5 

(1.60) 
West 36.8 2.21 3.53 59.7 

(2.13) 
Finland 25.0 3.15 5.45 73.0 

(318)b 

Sweden 16.7 3.90 5.90 51.3 
(3.01) 

Norway 0.0 2.51 5.63 124.3 
(2.40) 

USSR 85.0 1.82 3.20 75.8 
(1.41) 

a m3 ha yr 1 , based on the Kauppi-Posch growth model (see Section 5) and temperature data 
nerP0at on a 4 x 5' latitude/longitude grid by Schutzand Gates (see Section 3). h   
Estimates of current growth, m 3  ha' yr t  (l3inkley and Dysktra, 1987, Table 21.5). 

lands for agricultural production probably excludes their use for timber produc-
tion unless, of course, this value changes in response to the effects of a doubling 
CO2  (see, for example 7  Part II). 

Table 6.2 shows the results of these calculations. With the exception of the 
USSR, the percentage increase in growth on extant forest areas exceeds the 
increase in forest area. 

Forest land increases 

To simulate the economic effects of these temperature changes, we apply these 
percentage increases in forest land area to the current "exploitable" forest area 
the forest land where industrial cuttings have occurred or could occur periodi-

cally under the current level of technical and economic development in the region 
(ECE, 1976)]. Forests excluded from this category include those in which indus-
trial cutting is prohibited or severely restricted by law, or in which the physical 
productivity is too low or the delivered wood cost to the nearest markets too 
high to warrant periodic industrial harvests. 

In no case does the calculated increase in exploitable forest area under cli-
mate warming exceed the current total forest area of the country. To the extent 
that land is excluded from the "exploitable" category due to low productivity, 
our model reasonably portrays the land area shifts which might be expected. 

This view of forest area expansion differs somewhat from that of Emanuel 
€1 al. (1985). They argue that with elevated temperature, the extent of the 
boreal forest will decline sharply, replaced primarily by cool temperate steppe 
and by cool moist forest [under the Holdridge (1964) classification]. The boreal 
forest is pushed northward into areas now occupied by tundra. Their results are 
driven by the increased water stress associated with higher temperature and 
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assume no change in precipitation due to climate warming and no increase in the 
efficiency of water use by trees due to higher atmospheric CO 2  concentrations: 
"For example, with warming, Cool Temperate Moist Forest replaces Boreal Wet 
Forest, but if an associated increase in average annual precipitation also occurs, 
the change would be to Cool Temperate Wet Forest" (Emanuel et at., 1985; p. 
39). 

In,e.reases In forest growth 

The figures in parentheses in Table 6..2 give the best available estimates of the 
average forest growth in each region (see Dykstra and Binkley, 1987, for a dis-
cussion of how these estimates were developed). In general the growth levels 
estimated from the Kauppi-Posch model using the current climate are reason-
ably close to those derived from field surveys. The Kauppi-Posch model was 
estimated using data from Finland. The very close agreement between the two 
estimates of growth in that country give a measure of confidence in the averaging 
process used to interpolate the growth data from the grid-based information. 

The maximurn deviation between the two estimates of growth occurs in 
Sweden - a surprising result given the geographical proximity and similarity of 
forest types in Sweden and Finland- The growth estimates based on tempera-
ture alone tend to overstate the actual levels of growth, suggesting that on a 
countrywide basis, site conditions are poorer or the forests not so intensively 
managed as in Finland. This latter consideration surely obtains in Canada and 
in the USSR. 

Carter (unpublished observations) examined the Schutz and Gates interpo-
lations of observed (1931.1960) temperature used by Kauppi and Posch to esti-
mate ETS and growth His calculations, intended to test whether exaggerated 
tern peratures were the source of the high growth estimates in Sweden, suggest 
rather, that the interpolation procedure may understate actual temperatures, and 
hence ETS values. Consequently, if more representative temperature data were 
used the Kauppi Posch model would probably overstate forest growth in 
Sweden to a larger degree than indicated in Table 6.. 

To simulate the economic effects of the 2 x CO 2  scenario, the timber 
inventory projection component of the global forest sector model is modified 
using the results in Table 6.. To simulate the increase in forest area, the initial 
forest area is incremented by a constant amount each 5-year simulation period 
until the increase shown in Table 6.2 is reached by the year 2030. Table 6.3 
shows the results of this calculation. 

To simulate the increase in forest growth, the intercept b 0  in equation (6.7) 
is increased over time, but the slope coefficient b 1  is held constant. The increase 
in forest growth is assumed to occur at all stocking levels, and the maximum 
stocking level also increases. To calculate the change in the intercept term, we 
assume that the increase in forest growth shown in Table 62 will occur at the 
current stocking level. 

Figure 6.3 illustrates the procedure. The curve labeled 'Base" depicts the 
relationship between the percentage growth of the forest (/x) and forest stock-
ing (x) in the base scenario without climate warming. This is equation (6.7). 
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Table 0.3. Parameters for the forest growth model under the GISS 2 x CO 2  scenario. 
Only the intercept b0  of the growth equation (6.7) is changed in response to climate 
warming. The change between 1980 and 2030 is assumed to be linear. For the full 
growth equations, see Table 21.5 in Binkley and Dykstra (1987). 

Region 

Growth equation 
intercept (b0 ) 

1980 	 2030 

Forest land 
area (mill, ha) 

1980 	 2030 

Western Canada 92.5 126.5 
Coniferous 0.0458 0.0560 
Nonconiferous 0.0220 0.0348 

Eastern Canada 0.0300 0.0566 98.6 120.5 

Finland 0.0700 0.1010 19.5 24.3 
Sweden 0.0700 0.0855 22.2 25.9 

Soviet Union 0.0300 0.0385 534.5 988.8 

is  
0 

Stocking 
level 

Figure 63. The forest growth equation (6.7) shift,s upward at all levels of forest stock-
ing to model the increased growth associated with climate warming; refers to the 
current stocking level of forest density (m 3 ha 1 ) and 4 to the current level of forest 
growth (m3 ha yr 1 ). Climate warming increases growth to ±'. To model this effect a 
new intercept term bci  is cakufated so the growth function passes through the point (Zj, 

'/s) but retains the original slope b 1 . 
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The point xo  refers to the current stocking level, and io  refers to the current level 
of forest growth. To simulate the effect of climate warming, we assume that the 
growth curve moves upward at all stocking levels. The size of the displacement 
is calculated so the new curve goes through the point ' is calculated 
by applying the percentage increase in growth due to climate warming (last 
column in Table 6.2) to the estimate of current growth (Table 6.2). Table 6.2 
shows the values of the intercept term b0 ' which results from this procedure. 
Again we assume a linear increase in this parameter from its current level in 
1980 to the maximum level in 2030. 

6.4. Results 

To assess the effects of CO 2-induced climate warming on the forest sector, the 
forest growth component of the global forest sector model was modified as 
described above, and the model was solved for a 50-year projection horizon. 
Before describing the simulation results, the treatment of timber removals in the 
USSR requires discussion. 

Recall that timber harvests in the USSR are set on the basis of trends in 
the past central plans. Consequently, increasing the timber inventory alone will 
have no impact on that region's production, prices or trade. The simulations of 
climate warming assume that the USSR may increase timber harvests to the 
point that the ratio of harvests to timber inventory is the same as in the base 
scenario without climate warming. This upper bound on removals may not he 
reached if the extra timber is not needed to meet domestic consumption targets, 
and if the transportation costs make it unproltable to export. 

For the GISS 2 x CO 2  scenario, the assumed upper bounds for annual 
Soviet timber production rise gradually from their 1980 level of 359.5 million In 3  
to 633.2 million m3  in 2030 (versus 430 million m3  in the base scenario). Current 
net annual growth of Soviet forests is about 880 million m 3, and annual growth 
of timber considered to be economically exploitable is about 640 million m 3  
(Fedorov et al., 1987). Thus the a.ssnined upper bounds on Soviet timber har-
vest levels seem to be economically feasible. 

Throughout this discussion, results are reported: 

Only for the simulation year 2030. 
Primarily for coniferous products. 
Generally with reference to a "base" scenario. 

Each of these points requires some elaboration. First, because climate warming 
and the associated impacts on forest growth are long-term processes, it seems 
most appropriate to report results for this time period. The effects of climate 
warming are phased in linearly, and the economic effects are roughly propor-
tional to the biological effects. Suffice it to note that the economic effects of cli-
mate warming appear by the turn of the century. 

Second, the boreal forest is primarily a coniferous forest, so the increases in 
forest growth associated with climate warming will largely occur in coniferous 
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volume, in the simulations reported below, the 2030 coniferous timber inventory 
for the world increases 29% over the base case level whereas the nonconiferous 
inventory increases only 5%. (En total the inventory of merchantable timber 
increases by about 50 billion m 3 , or 106.) Thus the direct effects of climate 
warming occur primarily with coniferous products. Because some products 
require both coniferous and nonconiferous inputs (e.g., printing and writing 
paper), increased production of coniferous products induces changes in nonconif-
erous markets. 

Third, the results are discussed in relation to base scenario values. Many 
of the parameters of the global forest sector model are uncertain. Precisely 
stated, a scenario is defined by setting values for the exogenous parameters. The 
base scenario reflects the best statistical estimates for parameters which are 
amenable to statistical estimation, and values intermediate in the range of con-
troversy for those, such as future levels of gross domestic product in each region, 
where statistical estimates are very apt to be unrealiable. Dykstra and Kallio 
(1987) give the details of this base scenario. 

The changes in the forest growth model used in the climate warming 
scenario affect the economic results indirectly. In the regions that are directly 
affected by climate warming, the higher levels of forest growth lead to an 
increase in the timber inventory. This increase in timber inventory translates 
into an increase in timber supply. harvests in those regions increase, and timber 
prices decline. Lower timber costs make the industry in those regions more 
profitable, so processing capacity shifts into those regions (and out of others) to 
take advantage of the lower wood costs. As processing capacity shifts out of a 
region, timber demand declines and timber prices will fall. Thus an increase in 
timber supply in some regions means that timber prices will be lower in all 
regions. 

In the regions not directly affected by climate change, timber harvests will 
decline in response to lower timber prices. Timber owners in those regions will 
clearly be hurt both the amount of timber they can sell and the prices they will 
receive decline. In the directly affected regions, the increase in harvest helps 
offset the reduction in stumpage prices. 

Table 6.4 shows the changes in prices and harvest levels for coniferous saw-
logs and pulpwood, and the change in timber revenues (including revenues from 
the sale of nonconiferoug timber). Adjustments in harvest levels are character-
ized by large increases in the affected regions with small decreases in the rest of 
the world. The price changes for pulpwood are much larger than those for 
sawtimber. This occurs because wood costs are only a small fraction of cost of 
the paper products which use pulpwood, while sawtimber represents a 'arge part 
of the cost of lumber and plywood. As a consequence, the demand for pulpwood 
is much less elastic than is the demand for sawtimber. Hence an increase in 
pulpwood supply has a bigger impact on pulpwood prices than a comparable 
increase in sawtimber supply has on sawtimnber prices. 

In general, timber producers in the affected regions benefit by the warmed 
climate, but the size of the benefit is small except in Finland. In Sweden, har-
vest levels do not increase enough to offset the reduction in prices, so timber 
owners are actually worse off with a faster growing forest. The main 
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Table 6.4. 	Pric.e, harvest and sale changes due to climate warming (%). 	Changes are 
from the base scenario for 2030. - Indicates less than I million m 3  of production. 

Coniferous sawlogs ConiferoiLs pulpwood 
Income for 

Price Harp,est Price 	harvest timber sales 

Directly uffected 
Western Canada -16.2 425,0 -48.5 	+20.9 41.9 
Eastern Canada -22.9 +48.0 --40.6 	+33.8 -6.5 
Finland -8.6 +63.2 -31.9 	351.4 1 22,4 
Sweden 14.9 +24.5 -34.1 	411.8 7.6 
USSR -1.3.8 +48.3 -45.6 	+28.5 1.3 

Other regions 
Western USA -15.3 -3.2 -52.4 +8.5 25.5 
Eastern USA -20,5 --6.0 -38.3 -4.4 -19.6 
Brazil -9.3 0.0 --40.1 -5.8 --8.8 
Chile -20.7 0.0 -38.9 +0.5 -24.5 
Western Europe -16.5 -4.4 -30.5 -12.5 19.5 
Eastern Europe -18.2 0.0 29.9 -41.5 22.7 
Africa -10,5 - -31.6 - -6.8 
China -13.0 - 3.1 -42.6 J 27.3 . 17.8 
Japan -11.5 -4.2 --44.6 32.4 15.2 
Southeast Asia -19.7 - 40.6 -. 6.8 
Australia/ 

New Zealand -15.4 0.0 -53.6 -1.3 -24.8 

beneficiaries of the increased timber harvest are the consumers of forest products 
who, because of lower cost timber, pay less for the forest products they purchase. 

During the last two decades, Brazil, Chile and Australia/New Zealand have 
invested heavily in coniferous plantations. In this scenario, the timber from 
those plantations is harvested to avoid the high transportation costs of using the 
increased harvest from the higher latitudes. Yet in these regions timber prices 
and total timber receipts are sharply reduced owing to the interregionat adjust-
ments that take place. While it may be economic to harvest mature plantations 
in this scenario, the lower prices associated with the climate warming call into 
question the profitability of establishing the plantations in the first place. 
Analysis of the issue lies beyond the scope of the present inquiry, but is r-ionethe-
less important. 

Product prices will fall as a consequence of lower timber prices. Lower 
product prices imply higher consumption, how will the higher level of consump-
tion be met? 

Market equilibrium requires that the increase in consumption just equals 
the increase in timber supply. Part of the increased timber supply in the 
warmed regions will be processed and consumed within the region. Part of it 
will be processed and exported in the form of final products to regions where 
timber supplies did not increase. And finally, part of it will be exported in the 
form of raw materials to be processed and consumed in other regions. Much of 
the economic adjustment to climate warming is of this latter sort. 
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In western Canada, eastern Canada and the USSR, most of the increase in 
timber supply is exported in the form of unprocessed raw materials. In western 
Canada, 81.0% of the increase is exported as logs to either the USA or Japan. 
Virtually all of the increase in Soviet timber supply is exported as logs to China. 
The USSR's market for logs in Japan is almost completely lost to exports from 
western Canada. In eastern Canada, a small part of the increased supply is pro-
cessed into either lumber or newsprint which is then exported. Most of the 
increased supply is exported as sawlogs or pulpwood to the USA for processing 
and consumption. As a consequence, production of lumber, plywood, particle 
board and packaging paper in the eastern USA actually increases despite the 
reduction in timber harvests (by 11.9%, 5.1%, 11.8% and 15.1%, respectively.) 

The adjustments in Finland and Sweden are more complex. All of the 
increased timber supply in Finland is processed into products. Lumber produc-
tion increases by about 12 million m 3  annually, or by about two-thirds. Virtu-
ally the full amount is exported. Production of printing and writing papers 
increases by 40%. As a consequence, demand increases for both the coniferous 
and nonconiferous white pulp needed to produce that line of papers. The 
increase in coniferous timber supply is adequate for the production of the needed 
coniferous pulp, but the requirement for nonconiferous pulp is met by increased 
imports from the eastern USA. 

Finland's extra printing and writing paper production is exported, pri-
marily to western Europe. Consequently, the production of this type of paper in 
western Europe plummets (from 9.4 to 2.2 million tons annually), and with it, so 
does the demand for and the price of both coniferous and nonconiferous pulp-
wood. 

Because of the significant increase in Finnish exports of printing and writ-
ing paper to western Europe, Sweden loses some of its market there. This loss is 
partly offset by a 25% increase in coniferous lumber production, all of which is 
exported. 

As a consequence of all of these adjustments, annual turnover (excluding 
timber and pulpwood exports) in the Finnish forest products industry increases 
by about US$21 billion (1980 dollars). Despite the increase in timber supply, the 
annual turnover for the Swedish forest products industry declines by about US$2 
billion and in eastern Canada by about Us$3 billion. In contrast, western 
Canada gains about US$3 billion in annual sales. The industry in western 
Europe suffers a loss in turnover of about US$15 billion annually. The impact 
on the forest sector in other regions is negative but lower than these amounts. 

6.5. Conclusions 

This section has linked a simple biological model of the effects of climate warm-
ing on horeal forest productivity to an economic model of the world's forest sec-
tor. The absolute values of the results are highly speculative owing to uncertain-
ties in the biological, economic and climate models, and the long time period 
required for the effects to arise. Assuming that climate warming enhances the 
growth of the borea! forests (and changes forest growth in other regions by only 
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a small amount), three results seem fairly robust. First, the primary benefit of 
the increased supply will accrue to the consumers of forest products, either indi-
viduals or the industries which use forest products as inputs. Second, some pro-
ducers, both in the directly affected regions as well as in other regions, are Ekely 
to benefit from the increased timber suppiy. Producers in directly affcted 
regions where the increase in timber supply is small may actually be hurt by cli-
mate warming (e.g., Sweden). Third, climate warming imposes significant costs 
on regions where productive capacity is currently marginal (e.g., western 
Europe), and where large investments have been made to grow trees (e.g., Brazil, 
Chile and Australia/New Zealand). 

The structure of the economic model makes it comparatively simple to 
measure the net benefits to forest sector producers and consumers due to the 
additional timber supply attending climate warming. Recall that the objective 
function of the programming model, the sum of producers' and consumers' sijr-
pluses, measures the net benefit to society of production and consumption in the 
forest sector. From the solutions to the base and climate warming scenarios, the 
change in total surplus can be measured. These differences can be discounted 
and summed over the ten analysis periods to estimate the net present beneit to 
society (with respect to the forest sector) of climate warming. The calculations 
result in a figure of about US$150 billion (1980 dollars, discounted to 1985 dol-
lars) if a real interest rate of 4% is used, and about US$25 billion if a real 
interest rate of 10% is used. While the changes in social surplus are signifkant, 
the differential impacts on various segments of the sector seem more critical. 
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Abstract 

The Canadian province of Saskatchewan is one of live case studies in cool temperate and 
cold regions considered in the IIASA/UNEP project to assess the impacts of climatic 
change and variability on food production. Saskatchewan agriculture, which is confined 
to the southern part of the province by the rocky land of the north, is constrained by 
long cold winters and limited moisture. Nonetheless, provincial production of wheat 
accounts for no less than one-eighth of the total traded on international markets. 

In common with the other case studies in high-latitude areas (Iceland, Finland, 
northern European USSR and Japan), experiments have been conducted to simulate the 
impacts of several different climatic scenarios representing: 

(I) 	An extreme period of weather-years (the dry 1930s in Saskatchewan). 
A single anomalous year (1961); this and (1) both taken from the historical instru-
mental record. 
The climate simulated by an atmospheric general circulation model (C,ISS) for 
doubled concentrations of atmospheric CO 2 . 

The standard climatic normal period (1951-1980) was used as the reference for compar-
ing the results of the scenario experiments. 

The data on the changes in climate implied in the various scenarios were 
translated, using several models, into estimates of "first-order" impacts on the thermal 
and moisture resources for agriculture, the potential for biornass productivity and for 
soil erosion by wind, and yields of spring wheat. To trace the downstream effects of the 
yield changes, these were first input to farm simulation models where results were aggre-
gated to give provincial production and commodity changes. These were used as inputs 
to a regional input-output model which provided estimates of changes in output levels 
for various economic sectors. Finally, the changes in output were, in turn, translated 
into changes in employment using an employment model. 

The results suggest that, with the climate as in recent decades and with agricul-
tural technology and management at present levels (1980), Saskatchewan can expect 
occasional drought years with moisture resources so reduced that the potential for wind 
erosion is doubled, spring wheat production is only about a quarter of normal and losses 
to the agricultural economy brought about by this production shortfall exceed Can$1800 
million and 8000 person-years. The impact on other sectors of the economy includes a 
provincial GDP reduction of Can$1600 million and a further reduction in jobs of 17000 
person-years. 
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Substantial adverse effects were also indicated for the extreme 5- or 10-year 
periods that recur occasionally. During these periods of warmer than normal growing 
seasons and subnormal moisture resources, biomass dry matter production may be 
reduced by nearly half and spring wheat production by about one-fifth, the latter effect 
leading to a loss to agriculture of about 2600 person-years and an annual economic loss 
of nearly CanS600 million. In the broader economy, provincial GDP is reduced by more 
than Can$500 million and 5600 more person-years are lost. 

A shift to a warmer long-term climate, even if precipitation increases as predicted 
by the GISS 2 x CO 2  experiment, would reduce spring wheat yields by about 16%, 
causing annual losses to agriculture of over Can$160 million and 700 person-years unless 
there were major adaptive adjustments in agriculture. Such a climate might reduce 
wind erosion potential and increase average potential biomass productivity, but at the 
same time droughts could become more frequent and severe. With climatic warming 
without increased precipitation, all the impacts would be generally adverse and more 
intense, particularly drought frequency and severity. 

One potential adaptive response to climatic, change was tested: the switching of 
10% of the cropped area in the Dark Brown Soil Zone from spring to winter wheat. In 
the economic analyses it was found that in drought years, losses were considerably 
lower if part of the cultivated area was under winter wheat rather than all being under 
spring wheat, but the reverse was true in normal years. 

In spite of the difficulties of adequately validating the impact models used in the 
experiments, and the apparent poor fit of the GISS general circulation model estimates 
to present Saskatchewan climatic conditions, the results have demonstrated that it is 
possible to make useful translations of climatic scenarios into estimates of likely effects 
on agricultural production, on the environment and on the economy. In addition, a set 
of recommendations are made with respect to; 

Developing the analytical methods and tools: including improving the linkages 
between different impact models, testing and refining the performance of impact 
models, estimating impacts for a wider range of crops and varieties, cataloging the 
results of impact experiments for different climatic scenarios for possible use by 
agricultural planners and seeking analogue areas with present climates comparable 
with the scenario climate in the study area. 
Suggesting appropriate policies of response: in particular, through intensified sup-
port for impacts research, policy exercises that address the problem of translating 
impact information into policies of response, a reassessment of agricultural plan-
ning strategies (e.g., the development of new crops and management techniques 
more suited to a changing environment) and the expansion of agricultural exten-
sion activities to help farmers respond to changing climate. 



SECTION 1 

Introduction 

1.1. Aims 

Canada was a logical choice as one of the cold-margin case studies for the cli-
mate impacts project of the International Institute of Applied Systems Analysis 
(IIASA) because it is a cold country with an agricultural industry that is quite 
sensitive to climatic fluctuations and has considerable experience in analyzing 
that sensitivity. It was considered impractical to use the whole country for this 
analysis, however. Instead, the province of Saskatchewan (Figure 1.1) was 
selected as the Canadian case study area. This province is a major agricultural 
producer in Canada, and its agriculture has been, and is likely to continue to be, 
particularly sensitive to climatic fluctuations. For example, it was estimated 
that nearly nine-tenths of the difference between the 573 kg/ha Saskatchewan 
wheat yield in 1961 and the 1861 kg/ha yield in 1966 was due to differences in 
the climate of the two years (Williams, 1973). The degradation of agricultural 
soils, a major problem in the province (Rennie and Ellis, 1978), is also quite sen-
sitive to climate. Saskatchewan's markedly continental climate, with agriculture 
strongly constrained by moisture limitations as well as by cold, is in contrast to 
the situations in case study areas such as Iceland and Finland. In this respect 
the province is fairly representative of the northern part of the North American 
Great Plains. 

Within the context of the IIASA/UNEP climate impacts project, the objec-
tives of this case study are: 

To illustrate the applicability of several models to the analysis of the 
impacts on Saskatchewan agriculture of climatic changes or fluctuations 
implied in historical climatic data and in general circulation model (GCM) 
simulations. 
To attempt to quantify the impacts of specified climatic changes or fluctua-
tions. 
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Figure 1.!. Saskatchewan, clirnatological stations. Station nurnhers: (I) Uraniijin City, 
(2) Waseca, (3) Prince Albert, (4) Lost River, (5) North Battleford, (6) Melfort, (7) 
Hudson Bay, (8) Scott, (9) Saskatoon, (10) Lintlaw, (11) Wynyard, (12) Kamsack, (13) 
Kindersley, (14) Outlook, (15) Yorkton, (16) Bad Lake, (17) Strasbourg, (18) Leader. 
(19) Tugaske, (20) Regina, (21) Broadview, (22) Whitewood, (23) Moose Jaw, (24) 
Swift Current, (25) Yellow Crass, (26) Carlyle, (27) Shaunavon, (28) Midalc, (29) Bock-
glen, (30) Estevan. 
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(3) To consider some of the more appropriate policy responses to reduce the 
effect of negative impacts and take full advantage of positive ones. 

In line with other case studies in the TIASA/UNEP project, the effects of 
three types of climatic fluctuations are considered: 

(I) A single anomalous year. 
An extreme period of weather-years. 
The climate simulated by an atmospheric general circulation model for 
doubled concentrations of atmospheric CO 2 . 

Also in common with other case studies is the integrated use of a hierarchy 
of models to estimate various levels of impact: " first-order"  impacts on the agro-
climatic environment, effects on crop yields and "downstream"  effects of these 
yield changes on farm production, employment and the provincial economy. 
This introduction provides background information on the case study area, 
discusses some relevant policy issues and outlines the reasoning behind the selec-
tion of the various scenarios and impact models. 

1.2. The Study Area 

Saskatchewan's location (Figure 1.1) is in a similar latitude range to that of the 
British Isles. Its northern border (GO' N) is at the same latitude as the southern 
tip of Finland, or of Leningrad in the USSR. The province is about 640km 
across from west to cast at its southern border (49' N), and occupies 
652000km2 , or 6.4% of the area of Canada. The northern part of the province is 
dominated by the rough rockland of the Pre-Cambrian or Canadian Shield 
(Clayton el aL, 1977;Richards and Fung, 1969) which is largely unsuitable for 
agriculture (Ftgure La). Soils limitations would therefore preclude much north-
ward expansion of agriculture, even if the climate were favorable. Any change in 
the thermal climate would be likely to have disadvantages as well as advantages 
for Saskatchewan agriculture. 

The southern area of the province is part of the interior Plains of North 
America. This southern, agricultural area can be divided into three soi' zones. 
Using the Canadian soil classification system (Clayton et aL, 1977), these zones 
can be described as follows: Zone 1, Brown Chernozemic, in the southwest (Fig-
ure 1.2); bordered by Zone II, Dark Brown Chernozemic; with Zone III, in the 
northeastern part of the agricultural area, composed mainly of Black and I)ark 
Gray Chernozemic and Gray Luvisolic soils. Both Chernozemic and Luvisohic 

developed mainly on glacial till or fluvial or lacustrine deposits, are weakly 
to moderately calcareous and are dominantly loamy. The Chernozemic soils 
de'loped under grass vegetation, while the Luvisolic soils developed under 
forest. Zones I and II have significant areas of Solonetz soils, and Zone Ill of 
organic soils. 
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Figure 1.2. Saskatchewan crop districts and soil zones. 

The terrain of the Dark Brown, and Black and Gray Soil Zones (II and III) 
is mainly in the 100-600m altitude range, and "the total aspect is one in 
relief and vegetation show little change over great distance," except for so ~ee 
entrenched river valleys and various minor features related to glacial action, èich 
as spillways, dune areas and moraines (Richards and Fung, 1969). In Zone I 
(Brown Soils) the terrain is rougher and the altitudes range from 600 m to 
1500m. 
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Zones Ill and U have been found to be most productive and Zone 1 least 
productive per hectare, both because of the climates associated with these zones, 
and for reasons related to the soils themselves. In an analysis of crop district 
data, cereal yields were lowest, in Zone I, and a simple moisture deficit for May 
to July, which was negatively correlated to yield and explained a substantial part 
of the yield variations, was 142 mm for Zone J, 106 mm for Zone II and 41mm for 
Zone Ill (Williams et aL, 1975). It was also found in analyses that first 
accounted for the influence of weather and soil texture and then examined other 
inacroscale soil effccts, that the Brown Soils generally had poorer crop yields 
than did the dorriinant soils in Zones 11 and III (Sheppard and Williams, 1976). 

The soils of the agricultural area, while dominantly loamy, range in texture 
from light sands to heavy clays. Sands are least productive as they have the 
least capacity to retain water and plant nutrients, and crops on sand tend to 
stiffer most from drought. At the other extreme clays tend to be quite produc-
tive as they hold more water and nutrients. Crops grown on clays are likely to 
suffer relatively less from drought, but on the other hand these soils, because 
they dry out more slowly, will he slower to warm up in the spring, so their grow-
ing season is effectively shortened 

Saskatchewan's pronounced continental climatic regime is a result of its 
location to the lee of the Rocky Mountains, which obstruct the movement of 
moist air from the Pacific, and its great distance from other maritime influences. 
The high latitude and proximity to the source of cold continental Arctic air to 
the nort,h, without any significant barrier in that direction, is a dominant 
influence on the province's climate, especially in winter when continental Arctic 
air covers the province most of the time. The overall result is a continental cli-
mate of short, hot summers, long and very cold winters, and meager precipita-
tion. 

Temperature ranges between summer and winter are large (Figure 1.), 
and the spring and autumn transition seasons are short. Contrasts between day 
and night temperatures are great, which means that crops may suffer damage 
from freezing even when average temperatures are relatively warm. Month-to-
month and year-to-year variability are also rather high (Figures 1.4-1.6). For 
example, monthly mean temperatures may differ by 10'C or more from one 
month to the next in the winter and transition seasons. Standard deviations of 
1.4 -1.7C are typical for June, July and August mean temperatures. The re-
stricted thermal resources constitute a serious agroclimatic constraint: the aver-
age season free of temperatures below 0 C is between 90 and 120 days long for 
most Saskatchewan climatological stations (Environment Canada, 1982). Thus, 
depending on location, only one-quarter to one-third of the year is usually warm 
enough for significant crop growth. This freeze-free season is quite variable from 
year to year, typically ranging from as short as 50 days in some years, to as long 
as 150 in others. 

Average annual precipitation ranges between 300mm and 500mm, with 
lowest amounts in southwestern parts of the province. Precipitation is greatest 
during the growing season, particularly in June (Figure 1.3). This one month 
typically accounts for between one-sixth and one-fifth of the annual precipitation 
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Figure 1.. Normal monthly mean daily maximum and minimum teinperaturo (Tmax, 
Tmin), total precipitation (Pcp) and standard deviations (SD) of monthly precipitation 
and mean temperature, for three locations. 

in southern Saskatchewan. 	Variability of precipitation in southern 
Saskatchewan from year to year and month to month is quite pronounced (Fig-
ures 1.4-1.6. The southwestern area of the province that would be classified as 
"Dry" in the Koppen climatic classification system varies greatly from year to 
year, and examples for different years showing the boundary between this and 
the more humid zone to the northeast have been mapped (Richards and Fung, 
1969). A considerable degree of moisture limitation, however, is characteristic of 
most of the agricultural area of the province. The interannual variation in mois-
ture is the main cause of the great variability in crop yields. This has been 
recognized for many years. For example, prairie wheat yields were found to be 
related to the sum of April--July plus the preceding August --September precipita-
tion (Williams, 1962) when the data were graphed for the years 1885-1961. 

Saskatchewan has nearly 40% of Canada's farmland and grows a major 
portion of the country's cereal grain production (Table 1.1). The province's 
wheat is domestically very important, accounting for about 60% of Canada's 
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Figure 1.4. Regina average, highest and lowest monthly mean temperature and precipi-
tation, 1884 1983. 

wheat production. It is also quite important internationally because, although 
Saskatchewan produces only about 3% of the world's wheat, the fact that more 
than 70% of Canadian wheat is exported results in 1 ton of every 8 tons in the 
international wheat trade being from Saskatchewan. 

Wheat production and summer fallow are the dominant cultivated agricul-
tural land uses in Saskatchewan (Figure I.J. In 1980 there were 7 million ha of 
land in wheat, about the same amount in fallow, and 1.3, 1.0 and 0.8 million ha 
in barley, oilseed crops and 1iay, respectively Ifor further information, see, for 
example, Statistics Canada (1982)1.  The remaining agricultural land is chiefly 
unimproved land, used mainly for native hay and pasture. In the drier areas of 
the province it is common to leave the land fallow in alternate years, particularly 
in the context of wheat production. In 1980 about three-quarters of 
Saskatchewan's wheat crop was fallow-sown", i.e., it was planted on land that 
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had lair, fallow the previous year. The remaining one-quarter was "stubble-
sown", that is it was planted on the "stubble" or residue from a crop grown on 
the land the year before. 

Ostensibly, summer fallow is for moisture conservation since the stored 
moisture available to the crop at the beginning of the growing season will be 
greater after a fallow year than after a crop year. In fact, the main purpose of 
fallow now may be to facilitate the release of soil nitrogen for plant use and 
reduce crop surpluses (Rennie and Ellis, 1978). While the practice of summer 
fallow produces larger yields per harvested hectare, it leaves the land fallow 
without crop cover for a year. This is conducive to soil degradation and it also 
hastens the exhaustion of soil nitrogen. 

Saskatchewan farms are typically highly mechanized commercial enter-
prises of 200-300 ha each, and farms of more than 1000 ha are not uncommon. 
The total number of farms of all types in Saskatchewan in 1.980 was about 
67000. There are approximately 11000 cereal farms in Zone I (Brown Soils), 
16500 in Zone II (Dark Brown) and 25000 in Zone Ill (I3lack, Gray). Mixed 
farms, which have both grain and livestock, usually cattle, number 1 150 in Zones 
I and 11, and 2100 in Zone 111. The remaining farms included 7500 cow/calf or 
feeder operations, 3282 hog farms and 870 irrigation farms; 45 1/o of the beef cat-
tle are in Zone HI, where only about 4Iia of native pasture are needed per head, 
while 26% are in Zone 11 and 29% in Zone 1. In Zone I, 9ha of such pasture are 
required per head, reflecting the poorer climatic and soil resources of Zone I that 
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Figure 1.6. Illustration of month to month changes in temperature and precipitation: 
examples for 96 consecutive months, January 1931--December 1938, Regina. 

have been identified elsewhere in the analysis of cereal production (Williams ci 
aL, 1975; Sheppard and Williams, 1976). 

Saskatchewan farming is becoming increasingly specialized; for example, 
about: 600 farmers produce all the dairy products, 300 farmers all the poultry 
and eggs, 3% of the beef farmers produce over 20% of the beef, and one-fifth of 
Saskatchewan farmers account for over half of the total agricultural sales value. 
There is a trend to increased emphasis on grain production, and this is likely to 
lead to use of lighter soils for grain and hence to greater susceptibility to climatic 
adversity. More intensive cultivation is also being practiced, and this is making 
the soil more prone to degradation. in addition to the trend to more specializa-
tion of farm enterprises, there is also increasing geographic concentration of 
crops, e.g., an increasing proportion of the province's barley and oilseed is being 
produced in Zone III. 
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Table I.I. Saskatchewan in relation to Canada and the worida .  

Percentage of 
Saskatchewan Canadian total 

Agricultural l andb 26 328 000 ha 38 
Average annual farm cash 

Can$2 153941000 22 receipts, I 973l978' 
Wheat crop area: 

7932 000 ha 63 
1983e 8377000ha 61 

Wheat production: 
1982_1983c1,1 16438000t 61 
1983-•1984'' 15296000t 58 

Saskatchewan values as a 
percentage of the world total 

1982198d,f 1983 1984° f 

Wheat production 3% 3% 
Wheat trade 14% 13% 

Prepared for illustration purposes only, using readily available recent data. For more 
comprehensive inFormation, refer to sources such as Statistics Canada publications. 
Canada Year Book, 1976 1977. 

C  Canada Year Book, 1988-1984. 
cf,eStt.tis Canada Field Crop Reporting Series (1983) No. 8 and (1984) No, 6 (data on u a ll 

wheat"). 
Agriculture Canada Market Commentary, Sept, 1984. We have used the data on 
Saskatchewan's, contribution to Canada's wheat production, and Canada's share of world 
trade in estimating the Saskatchewan percentage of world wheat exports. 

Land use 	01, 

- Wheat 26 

Fallow 26 

Barley 	5 

Cilseed 	4 

Hay 	3 

Other 36 

Figure 1.7. Principal agricultural land uses in Saskatchewan, 1980. (Source: Statistics 
Canada, 1982) 
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A particularly interesting recent development in Saskatchewan agriculture 
is the increased emphasis on winter wheat. Because the winters have been con-
sidered too severe for the survival of fall-planted wheat, wheat has been almost 
exclusively a spring-sown crop in Saskatchewan in the past. however, in the 
early 1980s, winter wheat expanded rapidly. In 1982, only 18 000 ha were seeded 
to winter wheat, but over 400000ha of winter wheat were seeded in 1984, 
according to the Saskatchewan Crop Insurance Board. Winter wheat, which is 
sown to emerge and establish root systems some time before the onset of winter, 
is better able to exploit the fall and winter precipitation and to avoid damage 
from midsummer drought and from frosts that come at a time when spring 
wheat would he still immature and subject to cold injury. The expansion of 
winter wheat reflects changing market conditions, efforts by farmers to spread 
their workload by growing fall-sown as well as spring-sown crops, a perceived 
need to minimise spring wind erosion of soil by having a crop that covers the 
ground in spring, and perhaps an absence of severe winters in the early 1980s. 
Shewchuk (1984) has noted an apparent trend toward increasing temperatures at 
Saskatoori in the past two decades, particularly in winter. 

It is clear that Saskatchewan agriculture is quite sensitive to climate and 
will probably be strongly affected by future climatic fluctuations and changes. 
This probability gives rise to several policy considerations which are discussed in 
the next section. 

1.3. Agroclimatk Impacts and Societal Responses 

The adaptation of Saskatchewan agriculture to the province's agroclimate and 
land resources and to the "economic climate" is an ongoing process which will 
continue in response to environmental and economic changes. A policy question 
of particular interest is whether society should attempt to anticipate changes and 
implement coping strategies in advance or should simply react to changes as they 
occur. We assume the former, and in particular this case study relates to the 
anticipation of climate-related changes. Anticipating such changes requires 
several types of knowledge. One of these is the understanding of how specified 
climatic changes are likely to affect agriculture, and that is the focus of this 
report. This case study does not attempt to predict climatic change; rather, it 
demonstrates how predictions or scenarios of climatic change can be translated 
into estimations of impacts on Saskatchewan agriculture, using models available 
from other lines of research. 

In this section we review the highlights of agroclimatic impacts in 
Saskatchewan since 1929 and examine some of the particular policy issues 
relevant to climatic impact analyses. These issues relate to such matters as 
direct effects on agricultural production or the natural environment that might 
be generated by agroclimatic changes, and agriculture's response through 
management practices involving changing crops, systems, rotations, cultivation, 
pest control, etc. Also considered are the implications for farmers' financial 
situations, crop storage, government support of agriculture, and the interactions 
with domestic and world trade. 
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1.3.1. Historical background 

A series of drought years from 1929 to 1938, which occurred at the same time as 
an economic depression, markedly reduced crop yields, thus contributing to 
severe local hardship and social upheaval. Massive drought-related farm aban-
donment took place. The number of abandoned farms in Saskatchewan 
increased fourfold from 1926 to 1936: from 4907 in 1926, to 5193 in 1931, to 
12831 in 1936 (l3ritnelI, 1939). By the fall of 1937 two-thirds of the rural popu-
lation were living on govern ment.rclief payments because of drought-related crop 
failures that year (tiritnell, 1939). Soil degradation, resulting from a combina-
tion of climatic stress and inappropriate management, was a major problem. At 
times l00000--200000ha in the Canadian prairies were blowing out of control, 
i.e., they were completely denuded of topsoil or in the process of rapidly becom-
ing so (Gray, 1978). Soil and crop yield losses are discussed in Sections 3 and 4. 

Government response in the 1930s, in addition to direct relief payments to 
families in drought areas, included such measures as financial assistance in reset-
tling the migrating farm families in areas less affected by drought, payments to 
doctors to maintain medical services for the rural population, and intensive 
research and education efforts to try to reduce soil losses. Other responses 
included the creation of a new government agency, the Prairie Farm Rehabilita-
tion Administration, and the promotion of the development of large irrigation 
projects (Cray, 1978; Spence, 1967), to help combat some of the drought-related 
agricultural problems. 

Over the years since the 1930s, technological and demographic changes and 
the continued evolution of economic structures have altered the character of the 
impacts of climatic fluctuations and the responses to them. The most severe 
single-year drought episode in the Canadian prairies in the past five decades, 
1961, was used as one of the scenarios in this case study, as discussed in Subsec-
tion 1.4. By 1961, because of the increasingly complex economic system with its 
interdependencies and government involvement, the effects were much more 
diffused throughout the economy and society than in the 1930s. The impacts 
were felt more through difficulties of meeting grain marketing commitments and 
through adverse effects on Canada's trade balance, than through the local hard-
ship that had characterized earlier drought impacts. Although there were 
several drought years from 1957 to 1968, the 1961 drought was somewhat iso-
lated from the others, so its impact may have been less than if there had been 
two consecutive very dry years like 1936 and 1937. This emphasizes the impor-
tance of carefully selecting scenario years for a study such as this. 

It has been estimated that under 1980 economic conditions, a period with 
frequent droughts like 1929-1938 or 1957-1968 in the Canadian prairies would 
result in drought-related wheat production losses totaling over Can$2000 million 
(Williams, 1983; Berry and Williams, 1985), or 5 or 69 of the total crop for the 
period. Economic impacts are explored further in Section 5. 

In 1974 delayed planting due to cool wet spring weather, hot dry conditions 
in midsummer, and an early fall frost contributed to reduced production of 
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Saskatchewan wheat. However, climate was only part of the complex of causes 
for reduced wheat production that year, and since the year coincided with a 
period of sharply rising wheat prices, the impact was not commonly recognized 
(Glantz, 1979). 

Some of the possible responses to impacts of future climatic fluctuations 
can be inferred from the 1984 experience as described at the time in an article on 
farm income (Tung, 1984). Drought in 1984 in southern Saskatchewan and 
other parts of the Canadian prairies was expected to reduce prairie grain produc-
tion by 16% from the 1983 level despite a 2.5 1/c increase in the crop area, with 
economic impacts such as the resulting farm income reductions spread over the 
1984-1985 crop year. Response to these impacts included crop insurance pay 
merits, which were expected to exceed Can$300 million in 1984 due to the 
drought. In addition, an interim payment of Can$ 100 million under the Western 
Grain Stabilization Act was expected to help cushion the blow. The drought 
also contributed to feed grain and hay shortages for livestock producers, who 
were expected to reduce their beef cow herds and sell some calves that would 
otherwise have been kept over winter. A response to this situation has been a 
government-sponsored program to provide financial assistance to help prairie 
farmers retain their herds instead of selling them under such circumstances. For 
1984 it seems likely that the various assistance and insurance programs, and an 
increase from the earlier anticipated levels in initial payments for grain, would 
tend to balance the negative drought impacts on farm income (Tung, 1984). 

The year 1084 was also a particularly bad one for soil drifting, and public 
awareness of this was heightened by temporary closures of roads due to poor 
visibility in several dust storms and at least one associated traffic death (Star 
Phoenix, June 1, 1984). Soil erosion, together with cultural practices that fail to 
add organic matter, have contributed to a 40-50% decline in the organic matter 
content of Saskatchewan soils since 1900, and this reduction is continuing (Ren-
nie and Ellis, 1978) Organic matter helps maintain a favorable soil structure for 
crop production, and it is quite effective in retaining soil moisture and nutrients 
for use by plants, so the organic matter losses reduce the crop productive capac-
ity of the soil, particularly during droughts. 

The frequency and intensity of wind erosion occurrences in the 1980s (see 
Section 3) are a reflection of the inadequacy of society's response to soil degrada-
tion problems. There has been a preoccupation with increased productivity and 
far too little attention to the conservation of the land resource. 

Comparisons of the more recent years with the 1930s may give the impres-
sion that agriculture's coping mechanisms for dealing with climatic adversity are 
improving. However, the adverse effects may simply be less apparent at the local 
level. Trends towards more frequent cultivation may have largely negated the 
benefits of improved knowledge of soil conservation. In any event, continued 
vigilance and ongoing research are needed to deal with the impacts of future 
agroclimatic changes, both directly on productivity and on the land resource. 
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1.3.2. Implications for policy; project objectives 

If the frequency of adverse conditions, such as those described above, was sub-
stantially altered by a change in Saskatchewan's climate, we could expect con-
comitant changes in the quantity, quality and variability of agricultural produc-
tion. This is considered in Sections 4 and S of this report. It would also have 
major implications for the maintenance of the land resource (considered in Sec-
tion 3) and would affect the welfare of the producer, the requirements for trans-
portation and storage, and international trade. For example, if levels of produc-
tion became more variable, more storage might be required. 

One of the possible changes in Saskatchewan's agroclimate being suggested 
by climatic modeling results is an increase in summer dryness resulting from 
increased atmospheric CO 2  (Manabe et al., 1981). This could have important 
effects on Saskatchewan agriculture. Periods of drought lasting a year or more 
have large socioeconomic impacts in the province. If an intensification of these 
recurrent negative effects can be anticipated through impacts research, better 
coping strategies can be developed than if it happens unexpectedly. Strategies to 
take advantage of potentially beneficial climatic changes can also be more 
effective if they can be prepared in advance. 

Climate-induced changes in farm production levels have ripple effects in 
other sectors of the economy as well as social implications. Reduction in produc-
tivity can lead to movement of people, both out of agriculture to other industries 
and out of agricultural districts. Sectors linked to agriculture would be affected 
by changes in agriculture even without such movements. The retail trade, the 
farm machinery industry, the development and maintenance of services such as 
roads, schools and hospitals, and the viability of small urban centers, would be 
affected by such changes in agriculture. Thus there may be a need to consider 
climatic impacts on agriculture, even in formulating policies with respect to 
economic and social matters not directly related to agriculture. 

As we shall consider in Section 3, climatic changes could lead to conditions 
that would be more conducive to several important soil degradation processes 
which would further reduce the ability of crops to withstand climatic adversity. 
It is estimated that 160 million tons of soil are lost in the Canadian prairies 
annually due to wind erosion and 117 million tons by water erosion, and that the 
total measurable annual costs to prairie agriculture at present average about 
Can$368 million, or Can$12.31/ha (Sparrow, 1984; Prairie Farm Rehabilitation 
Administration, 1983; Bircham and Bruneau, 1985). Erosion can reduce wheat 
yields by 100-200kg/ha/cm soil loss (Sparrow, 1984), which is equivalent to 
about a 5-10% wheat yield reduction in Saskatchewan. While there is consider-
able knowledge of appropriate techniques of soil conservation (see Section 3), 
there is also a need for information on the effIciency and cost effectiveness of 
such measures and for demonstrating their applicability at the farm level (Spar-
row, 1984). The expectation of climatic changes would have implications for pol-
icies regarding support for research and extension relating to soil conservation. 
Another serious soil degradation problem in Saskatchewan is sat inization, which 
already affects perhaps a million ha of Saskatchewan farmland, 160000ha 
severely, and is continuing to spread (Fairbairn, 1984). Salinization has reduced 
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crop yields in affected areas by 10-75% despite farmers' efforts to compensate by 
increasing fertilizer applications; resulting crop losses exceed Can$260 million 
annually for the prairie provinces (Sparrow, 1984), 

A number of other questions have also been important in framing this proj-
ect. For example: 

What is the relative probability of any particular climatic scenario? 
Will climatic warming cause more frequent droughts and will these tend to 
last longer? 
Would the direct benefits of CO 2  to plants compensate for this? 
Should we also be considering cooling scenarios, for instance, related to 
increased dust pollution or volcanic activity? 
Which will better equip us to deal with future climatic fluctuations and 
changes: study of past agroclimatic impacts, or study of the possible 
impacts associated with scenarios such as those derived for CO 2  doubling? 

These questions have research and policy implications. Other related ques-
tions are: 

What should society be prepared to pay to develop coping strategies and 
mechanisms as protection against a variety of possible climatic changes? 
How do the costs to society of ensuring that agriculture keeps in step with 
climate-related changes compare with the costs of failing to keep in step? 
What sort of policies do we need to help Saskatchewan agriculture not only 
minimize adverse effects of future climatic changes, but also benefit, where 
possible, from such changes? 

The difficulties to be expected in dealing with such questions are exemplified by 
those encountered in estimating the potential value of climatic forecasts for agri-
culture (GIants, 1979), but we believe it is important that they be addressed. 
This case study is directed toward providing information and methodology to 
help solve such problems. 

We do not attempt in this report to assess the relative probabilities of 
different climatic scenarios, but we do demonstrate techniques for translating 
scenario information into assessments of the associated impacts on agriculture. 
These techniques will make it possible for planners and those who formulate poi-
icy to maintain an awareness of the implications for agriculture of the scenarios 
that seem most likely according to the latest climatological research. The tech-
niques are also important for comparing scenarios for several reasons, including 
the consideration that a fairly improbable scenario may nevertheless be of con-
siderable interest if its impact is likely to be large. Furthermore, such transla-
tions would .be needed in any prediction of the combined direct and climate-
related effects of CO 2  increases. This study illustrates applications for both his-
torically based scenarios and scenarios that have been developed using climate 
model simulations. It provides only a few examples of the many possible climatic 
impact analyses that could be undertaken to provide information for use in poi-
icy formulation, but these examples consider some of the most important 
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climate-related problems affecting Saskatchewan agriculture. Fffects on a partic-
ular crop (Section 4), and hence on the provincial economy (Section 5), as well as 
on hiomass productivity in general (Section 2) are estimated. Likely impacts on 
drought severity and frequency (Section 2) and on an important soil degradation 
process (Section 3) are also calculated. As a preJude to these analyses, changes 
in the thermal and moisture conditions are examined (Section 2). The remainder 
of Section 1 reviews previous climate impact work in the Canadian prairies and 
deals subsequently with the selection of scenarios for this case study and the 
tools available for the impact analyses. 

1.4. Review of Previous Analyses of Actual or Simulated 
Climatic Events and Impacts 

1.4.1. Analyses of historical climatic events 

There is an extensive literature that deals with climatic fluctuations and change 
and their agricultural impacts in Canada's prairie provinces. One of the earliest 
analyses .that mentions particular anomalous years is that by Unstead (1912). 
He commented, for example, on the drought of 1899-1900 which, at Indian head, 
Saskatchewan (east of Regina), "almost ruined the crop", reducing wheat yields 
to 360 kg/ha on stubble, although yields were 1060 kg/ha on fallow. Several 
more recent reviews have listed a number of climatically extreme years and the 
associated impacts on 19th- and early 20th-century Canadian prairie agriculture 
(Strange, 1954; Beltzner, 1976; Allsopp, 1977 and the Canada Committee on 
Agrometeorofogy, 1977). Cray (1978) and Spence (1967) have discussed climatic 
events of the 1930s and societal responses. 

Reviews of temperature trends have been made for 1921- 1970 in southern 
Saskatchewan (Magill, 1980) and 1964 1983 at Saskatoon (Shewchuk, 1984). 

Climatic trends have been analyzed for a number of years prior to 1960 in north-
ern Alberta (Carder, 1962; Edmonds and Anderson, 1959), and for 1940-1974 for 
all regions of Canada including the prairies (Thomas, 1975). Villrn.ow (1956) 

examined the nature of the "Dry Belt" of southwestern Saskatchewan and 
southeastern Alberta and discussed the climatic conditions of some of the driest 
years. 

Treidl (1978) discussed the impacts of climatic variability on prairie wheat 
production, and Gla.ntz (1979) reviewed the effects on Saskatchewan wheat pro-
duction of the short growing season and drought of 1974. The delineation of 
drought areas affecting spring forage in the prairies has been demonstrated for 
several of the years 1976-1982 by Dyer et al. (1982). Street and McNichol (1983) 
used soil moisture estimation techniques in analyzing droughts for the 1928-1981 
period at several prairie locations. 

Britnell (1939) made a quite comprehensive study of the Saskatchewan 
wheat industry and included analyses of the socioeconomic impacts of weather-
related crop failures during the 1930s. Of particular interest were data on dollar 
returns from different crop districts. For example, there were no returns in 1937 
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in crop districts 2, 3, 4, 6 and 7 (districts are shown in Figure 1.2); they were 
51% of the break-even returns (Can13l0/ha) in district 1, 85% in district 9, 
122% in district 5 and 180% in district 8. Since the economic depression would 
have had similar effects in the different districts, the differences among the dis-
tricts may broadly be attributed to the climatic conditions. 

Relevant early empirical analyses involving wheat yields and weather data 
include those by hopkins (1935) and by the then Dominion Bureau of Statistics 
(1941). Robertson (1974) analyzed 1923- 1972 experimental plot wheat yields at 
Swift Current in relation to weather and obtained weather-based estimates that 
agreed fairly well with the observed yields. The observed wheat yields were well 
below the 50-year average from 1929 to 1938, as were the weather-based esti-
males. 

The purpose of the analysis by the Dominion Bureau of Statistics (1941) of 
1921-1940 wheat and weather data was to develop large area crop prediction 
techniques for estimating prairie wheat yields prior to harvest. Further work on 
such techniques was reported by Williams and Robertson (1965), who analyzed 
1952 1963 crop district wheat yields in relation to precipitation, and by Williams 
(1969b, 1973), who analyzed 1952-1967 crop district wheat yields, with precipi-
tation and estimated potential evapotranspiration as explanatory variables. The 
procedures were expanded to include soil factors and trend terms as explanatory 
variables and to provide estimates for oats and barley as well as wheat in anal-
yses of 1961-1972 data (Williams et al., 1975; Sheppard and Williams, .1976). 

The analytical procedures that had been developed for yield prediction piir-
poses were subsequently adapted for identifying drought years from the stand-
point of wheat production (Williams, 1983; Berry and Williams, 1985). Regres-
sion analyses were performed on annual wheat-yield data in relation to data for 
the nine 10-day intervals in May to July from the two-layer water budget of 
Street and McNichol (1983). Those data were on the basis of a 100km grid, and 
72 grid points covered the prairie wheat-growing area. The crop yield analyses 
(Williams, 1983; Berry and Williams, 1985) were performed for 1928-1980, using 
spatial groupings of the grid points; for example, in an analysis of a group of 10 
grid points there would he 53 >< 10 = 530 cases, one for each point for each year. 
The resulting regression equations were then employed to make water-budget-
based yield estimates for each of the 53 years and 72 grid points. 

Canadian prairie wheat yields appear to have been trending upwards over 
the past 50-60 years. It may be postulated that up to this point technological 
advan(es have more than compensated for soil degradation and losses in native 
fertility (Rennie and Ellis, 1978). In any event, any crop-weather analysis 
including long historical series of the yields obtained by farmers in a region 
should take such trends into account. in the study of the 1928-1980 wheat data 
(Williams, 1983; Berry and Williams, 1985), no attempt was made to "de-trend" 
the yield data prior to analysis, as this might have resulted in removing some 
weather-related effects. Instead, for the purposes of regression analyses, trend 
was considered as a cause of yield variability, just as weather was. It was found 
useful to assume a linear trend from 1928 to 1950 and another from 1950 to 
1980, and to incorporate these trend terms, along with weather terms, in the 
regression equation. Use of a more complex trend term was avoided because 
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with such a term one runs the risk of incorporating more of the climatic variabil-
ity in the trend term than is necessary. 

After deriving regression equations that enabled one to make estimates for 
every grid point for every year from 1928 to 1980, these equations were used, 
with trend variable values corresponding to 1979, to estimate the wheat yields 
that could have been expected with 1979 technology but with weather as in each 
of the years 1928-1980. In effect the "dc-trending" was done after, rather than 
before, the regression analysis. These de-trended weather-based yield estimates 
enabled one to use any year or period of years as a scenario to obtain, for exam-
ple, answers to questions such as: "What wheat production can we expect this 
year if our weather is like that of 1961; or in the next decade if the weather is 
like that of 1957-1966 (assuming 1979 technology)?" 

Attempts at answering some of these questions have been published (Willi-
ams, 1983; Berry and Williams, 1985), and a number of other such questions are 
considered in a report that has now been issued by the Canadian Climate Centre 
(AES Drought Study Group, 1986). F?gure 1.8, based on that information, 
shows the observed prairie wheat yields (dotted curve), the yields predicted from 
water budget and trend (dashed curve), and the "de-trended" estimates, i.e., the 
predictions made using the trend level for 1979 but with the weather as in each 
of the years indicated (solid curve). 
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1.4.2. Analyses including simulated climates 

There have been several studies in which the effects of simulated changes in cli-
mate in the prairie provinces or in Canada as a whole have been analyied. For 
example, climates were simulated on a year-by-year basis for the prairies for 
1952-1907 by multiplying the original instrumentally observed precipitation data 
for June and .July by 11, and by 1.3, in order to investigate the likely impacts of 
10% and 30% increases in precipitation on wheat yields (Williams, 1970). A 
wheat-yield model (Williams, 1969b) was applied to the original and simulated 
climate data, and it was concluded that the increased precipitation would benefit 
prairie wheat production (Williams, 1970). 

A similar analysis with climates simulated for each year from 1961 to 1972 
and using wheat, oat and barley models (Williams et al., 1975) to assess the 
impacts, concluded that wheat yields would he increased 3% by a 10% increase 
in precipitation for all months, and reduced 4% by a 10% precipitation decrease, 
while oats and barley would be less sensitive to such changes (Williams, 1975). 

Using a crop phenology model with climatic scenarios obtained by adding 
or subtracting simulated temperature changes to adjust 30-year climatic nor-
mals, it was concluded that 1 °C cooling would reduce the area of Canada suit-
able for barley production by one-seventh and for wheat production by one-third 
(Williams and Oakes, 1978). In a study area in the Peace River region of 
Alberta, it was estimated that the part of the area unsuitable for ripening barley 
was 6% with the 1931-1960 climate, and would increase to 35% with 1 C cooling 
and 70% with 2C cooling (Williams et al., 1980). 

Using a crop growth model with climates altered by adjusting temperatures 
by specified anioiints and adjusting precipitation by various percentages, 
Bootsma el al. (1984) assessed the sensitivity to climatic change of several types 
of crops in several areas across Canada, including two study areas in 
Saskatchewan. They found that warming without a precipitation increase would 
generally reduce yields, cooling accompanied by shorter growing season lengths 
would also reduce yields and incrcasing precipitation would generally increase 
yields. Under a warmer climate, yields would he particularly sensitive to precipi-
tation !ncreases. 

Adopting a similar set of climatic adjustments, it was estimated that 
hiomass productivity would tend to increase substantially in northern Alberta 
but decrease somewhat in the south of that province with climatic warming and 
would generally increase with increasing precipitation (Williams, 1985). The 
same study concluded that the warming associated with CO 2  doubling could be 
expected to increase biornass productivity for Alberta as a whole by 16% if pre-
cipitation remained unchanged, by 33% if precipitation increased 10%, and to 
reduce provincial hiomass productivity slightly if precipitation decreased 110%. 

1.5. Selecting Climatic Scenarios for this Case Study 

Climatic scenarios were selected both to reflect issues of particular concern in the 
region being studied and to enable comparisons to be made with results in other 
case studies in this volume. Scenarios were chosen from three broad types: 
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A single anomalous weather-year taken from the historical instrumental 
record. 
An extreme weather-decade or period of weather-years, also from historical 
data. 
A climate simulated using GISS (Goddard Institute for Space Studies) 
atmospheric general circulation mode! (GUM) results for doubled concen-
trations of atmospheric CO 2  (Hansen etal., 1984). 

In common with the other case studies and in order to provide a reference 
against which to compare results of analyses involving these scenarios, the use of 
a standard climatic scenario based on the 1951--1980 period was adopted and is 
referred to as scenario fIrST 1 throughout the remainder of this case study. This 
section discusses the selection of scenarios for this case study. 

1.5.1. Selection of extremn weather-years and decades 

The most severe drought year From the standpoint of the weather effect on 
prairie wheat production was 1961 (see Figure 1.8). The observed prairie wheat 
yield was farthest below trend that year and the relative severity of the 1961 
prairie drought has also been noted elsewhere (Thomas, 1961; Williams, 1962, 
1969b; Williams et aL, 1975). In bar charts of Canadian wheat scenarios selected 
from the period since 1930 (Ilinckley, 1976), the value for 1961 is the tiialIest 
single-year value. 

The year 1961 has also been noted as a severe drought year with specific 
reference to Saskatchewan (Williams and Robertson, 1965; Williams, 1973). 
Also, in the analysis of yields at Swift Current, Saskatchewan (Robertson, 1974), 
the 1961 weather-based yield expectation was the smallest from 1942 to 1972 and 
the observed yield that year the smallest from 1950 to 1972. The climate of 1961 
was therefore selected as the extreme-year scenario for this case study and is 
referred to as IIIST2. It should be noted that for some of the analyses, the crop 
year from August 1, 1960, to July 31, 1961, was used instead of the calendar year 
1961. 

The second and third lowest values of de-trended yield estimates (see Fig-. 
ure 1.8) were for 1936 and 1937, and these have been characterized as the second 
and third worst prairie drought years (Williams, 1983; Berry and Williams, 
1985). Britnell (1939) described the Saskatchewan situation in those years as Fol-
lows: '1n 1936 the excellent crop prospects of June were converted by heat and 
drought into another failure and the lowest wheat yields on record. In 1937, 
drought brought the most complete crop failure in the history of settlement over 
the entire prairie wheat belt." There were serious prairie droughts in seven years 
of the 1929-1938 decade: 1929, 1931, 1933, 1934 and 1936-1938. From the 
standpoint of weather reducing wheat yields, that decade was the most severe of 
any 10 consecutive years in the 53-year period 1928 1980 (see Figure 1.8). The 
climate of the decade 1929- 1938 was therefore selected as the extreme decade 
scenario in this case study. It is identified as scenario HIST3. 
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Further examination of Figure 1.8 and the associated data identifies 
1933 1937 as the worst five consecutive years for the prairies and probably for 
Saskatchewan, and data on dollar returns at the time, tabulated by tlritnell, 
(1939), tend to confirm this for Saskatchewan. The climate of the 1933--1937 
period was selected as the extreme 5-year period scenario. For reasons explained 
in Section 4, this 5-year extreme was used for analysis in Sections 4 and 5 rather 
than the extreme decade. The 1933-1937 climate is designated as scenario 
H1ST4. Results are presented both for the individual HIST4 years and for the 
5-year average. 

For the drought frequency analysis (see Section 2), weather data for every 
year from 1950 to 1982 were assessed individually (HIST5). 

1.5.2. Selection of sceiarios to simulate climate for 2 x CO 2  

E)ata for I x CO 2  and 2 x CO 2  GCM-derived equilibrium climates based on the 
GISS model (Hansen et al., 1984) were obtained for grid points including the 
case study area (see Part I, Section 3). In this study these equilibrium climates 
will be referred to as GISSE (for 1 x CO 2 ) and GISSC (for 2 x CO 2 ). 

Comparisons were made between the monthly GISSE (1 x CO,) data for 
the case study area and instrumentally observed climatic normals (HISTI) for 
nearby climatological stations. It was found that the GJSSE temperatures were 
significantly higher in winter and lower in siimtiier titan observed data; in Fact, 
even the GISSC (2 x G0 2 ) temperatures were lower than the observed tempera.-
tures in sumirier. An example is shown here for 50 N latitude, 1050 W longitude 
with III9T1 data for Regina (Ftgure 1.9). For precipitation, the GISSE data 
indicated a much wetter regime than the observed climate. Although the general 
annual precipitation pattern was similar, with an early summer peak, monthly 
ariioiints for GISSE were substantially higher, particularly in winter when they 
were more than twice the observed climatic normal amounts (Figure 1.10). 

This comparison reveals that the equilibrium 1 x CO 2  climate depicted by 
the CISS data for Saskatchewan bears little resemblance to the present climate 
of that province. In fact, with its much flatter annual temperature curve and 
greater precipitation, it is rather more similar to the present climate of the 
northern part of the island of Newfoundland off Canada's Atlantic coast. 
Nevertheless, although the CISSE climate appears unrealistic for Saskatchewan, 
for the purposes of this study, it is assumed that the changes from GISSE to 
GISSC correspond to the changes that could be expected in Saskatchewan cli-
mate with CO 2  doubling. This assumption, while questionable, is not unreason-
able, since both the GISSE and GISSC data are derived from simulations of the 
global climate that are both physically realistic and globally consistent. Not-
withstanding any doubts surrounding the validity of the GISS model estimates, 
it was not the intention of this case study to predict future climate and its 
impacts. Rather, the climatic scenarios were constructed to provide a feasible 
representation of future climate that could be used for testing the methods of 
impact assessment. 
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There are several ways of making use of GCM results for impact analyses. 
It seemed more reasonable, for analyzing impacts of expected climatic effects of 
CO 2  doubling in Saskatchewan, to use the present climate of Saskatchewan as a 
starting point, rather than using a climate corresponding to the present cli nate 
of a cool maritime area. We therefore used HIST1 as the basic reference scenario 
and simulated climates for CO 2  doubling by applying to HISTI data adjust-
ments based on the changes from GISSE to GISSC. 

The adjustment of instrumentally observed data to simulate a changed cli-
mate is analogous to the problem of adjusting climatic normals at a long-term 
station to "simulate" such normals at a short-term station, as discussed in texts 
such as Conrad and Poflak (1950). For example, if Ta30 is the 30-year normal 
January temperature at station A, and Ta5 and Tb5 are 5-year averages of 
January temperature at stations A and B, then one can use the diffetence 
between the 5-year normals at A and B to estimate the 30-year normal t B: 
Tb30 Ta30 = Tb5 - Ta5; Tb30 = Ta30 + (Tb5 Ta5). In this example we 
simulated the January normal temperature at location B, given the correspond-
ing normal at A and the adjustment difference, Tb5 Ta5. In the same way 
one can take an historically based January temperature for location C (Tch) and 
simulate the corresponding temperature for a 2 x CO 2  climate (Tcc) giver ,  the 
adjustment difference Tc2 Tcl, where Tcl and Tc2 are the GCM equilibrium 
climate temperatures for lx CO 2  and 2x CO 2 , respectively. The simulated tem-
perature for 2 x CO 2  is Tcc = Tch + (Tc2 - Tcl). Using the terminology of 
Conrad and Pollak (1950), this procedure can be called the "metlwrl of 
differences". 

The method of differences is used for temperature because of the "q asi-
constancy" of temperature differences, but for precipitation the "method of 
ratios" is employed because for precipitation it is the ratios, rather than the 
differences, that are "quasi-constant" (Conrad and Pollak, 1950). Thus, to esti-
mate the normal January precipitation at short-term station b, one can use the 
relationship (Fb30/Pa30) = (Pb5/Pa5); Pb30 = Pa30 x (Pb5/Fa5). Likewise, 
one can simulate a 2 x CO 2  January precipitation value at location C (I'cc) from 
an historical January precipitation value (Pch) and the ratio of the 2 x CO2  to 1 

CO2  precipitation amounts (Pc2/Pc1). Thus Pcc = (Pc2/Pcl) x Pci. The 
example in Table .1.2, involving average daily precipitation data for GISSE (Pci) 
and CISSC (Pc2) at 50°N, 105°W, compares the effects of applying the methods 
of differences and of ratios in adjusting precipitation. Regina precipitation 
values (Prc) for three months are derived for 2 x CO 2  by both methods using 
the historically based (Prh) normals and 1952 observed precipitation. 

For the normals in this example June precipitation is presently more than 
three times April precipitation, and this relationship is maintained for CO 2  dou-
bling when ratios are used for the calculations, but not when differences are 
used. With differences, the values derived for CO 2  doubling have less relative 
variability than the historical values. This is much more pronounced in applica-
tion to a particular year such as 1952 for Regina (see Table 1.2). This has 
important implications for any analyses involving data on a year-by-year basis. 
For example, the use of differences for simulating precipitation amounts for 2 x 
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Table 12. An example to compare methods of adjusting mean monthly precipitation 
totals under the CISS scenario. 

Scenanos and 
adjustments 	 April 	 May 	 Jane 

GISSE PcI (mm/day) 2.8 3.4 3.5 
GISSC Pc2 (mm/day) 3.2 3.9 4.0 

Pc2 	PcI (mm/day) 0.4 0.5 0.5 
Pc2/Pcl 1.14 1.15 1.14 

Normal Prh (mm/day) 0.79 1.50 2.65 
Prc by differences 1.19 2.00 3.15 

by ratios 0.90 1.73 3.02 
1952 Prh (mm/day) 0.04 0.41 3,31 
Prc by differences 0.44 0.91 3.81 

by ratios 0.05  . -- 3.77 

CO2  would tend to make it appear that 00 2  doubling would greatly reduce 
drought frequencies while using the method of ratios might give a different 
result. This question of relative variability was further examined by computing 
the coefficient of variation (CV) for Regina May precipitation amounts for 
1952-1961. CV was 65% for the observed precipitation data and for the 2 x 
002 amounts derived by the method of ratios, but was only 49% for the 2 x 
CO2 data derived by the method of differences. 

In consequence of the above considerations, the method of differences was 
applied to IJISTI (normal) temperature data and the method of ratios to the 
IIIST1 precipitation data to derive a climatic scenario for 2 x CO.,  designated 
here as CISS1 and also abbreviated below as 2 x CO 2  TP. The differences were 
obtained by subtracting CISSE from C!SSC temperature data, and the ratios by 
dividing CJSSC by (HSSE precipitation data (Figure 1.11). 

Examination of the GJSSC and GISSE precipitation data revealed that the 
CISS model results indicated general increases of precipitation in Saskatchewan 
(Figure 1.11) accompanying the increases in temperature for 2 x 002.  however, 
Villmow (1956) noted that, historically, low precipitation and high temperatures 
tended to occur in the same summers. Robertson (1974) found maximum tern-
peratures negatively correlated with growing season rainfall throughout the 
major part of the 1923 1972 period at Swift Current. Manabe et al. (1981) have 
postulated drier summers in middle latitudes with increasing 002.  We thought 
it reasonable to assume that CO 2  warming might occur without being accom-
panied by increased precipitation. To facilitate analysis of this possibility, use 
was made of an alternative scenario in which temperatures were increased as 
with GISSI, but precipitation was not increased (abbreviated below as 2 x 
CO 2  T). This scenario is designated GISS2. 

For the drought frequency analyses, the data for the individual years from 
1950 to 1982 (HISTS) were used with adjustments derived from the changes from 
GISSE to GISSC to obtain 2 x CO 2  scenarios. The resulting scenario incor 
porating both the temperature and precipitation changes is CISS3. The scenario 
for 1950-1982 year by year that reflects only the temperature changes is GISS4. 
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Figure 1.11. Precipitation ratios (Pcpadj) and temperature differences (Tadj) for ad-
justing historical climatic data to derive 2 x CO (GISS) scenarios; values for selected 
months for 15 grid points. 



252 	 E5ecs of chmatrj ehanqe to Sal tehewan 

Table 1-3. Scenarios and variables in the Saskatchewan case study. 

Scenario 	 Gltmutic variab1c 	 Section 
JuST!: 1951-1980 normals Tmaxhl Tminhl Pcplil 2 5 
HIST2: 1961 Trnaxh2 Trninh Pcph2 2-5 
UIST3: 1929-1938 averages Tmaxh3 Tminh3 Pcph3 2,3 
JHST4: 1933-1937 year-by-year Tniaxh4 Tminh4 Pcph4 4,5 
HIST5: 1950-1982 year-by-year Tmaxh5 Trninh5 Prph5 2 
CISSE: GCM output for lxCO 2 . To! Pcpol 2 
(IISSC: GCM output for 2xCO 2 . To2 Pcpo2 2 
GISS1: TadjczTo2..-To1; Tmax — Tmaxhl+ Tadj, Trriin — Trninh!1-Tadj. 25 

Pcpadj 	Pcpo2 / Pepo 1; Pep— Pc phi x Pcpadj 
GISS2: Tadj=To2- Toi Tmax - Trnaxhl+Tadj, Tmin=Tminhl+.Tadj, 25 

PepzPcphi. 
GISS3: TadjTo2 	Tot; Tinax=Tmaxh5 	Tadj, Trnin-Tminh5+Tadj. 2 

Pcpadj=Pcpo2/Pepo!, Pcp=Pcph5 x Pcpadj 
GISS4: Tadj=To2 - Tel; Tmax -  Tmaxh5•fTadj, Trnin 7'minh5 l- Tadj, 2 

Pcp= Pcph5. 
All are monthly data. T= temperature., Pep = precipitation, max mean daily maximum, ruin 

mean daily minimum, Tmean - ( Thiaxj-Trnin)/7, adj 	adjustment, h = historical, o 
GCM output. Section -= part of case study in which scenario is used, See text for details. 

The scenarios used in this case study, both those based on historical data 
and those derived using GCM results, are summarized in Table I.S. Tempera.-
ture and precipitation data for the May to August period are given by crop dis-
trict for the various scenarios in Subsection 4.5. 

1.6. Impact Models Used 

In climatic impacts analysis one typically adapts or borrows models derived for 
other purposes. For example, models originally developed for wheat-yield pred-
iction (Williams et al., 1975) were adapted for analyzing the impacts of extreme 
years such as 1937 (Berry and Williams, 1985). Likewise, a crop growth model 
developed for land evaluation purposes (Dumanski and Stewart, 1981) was 
employed in assessing impacts associated with various simulated climates 
(Bootsma et al., 1984). 

While it is desirable that such models should have been tested for the plir-
poses for which they were originally developed, it is often not possible to test 
adequately the validity of models for impacts work. For instance an impacts 
model (AES Drought Study Group, 1986) indicated that a year with weather like 
1935 or 1954 in the Canadian prairies should he rather favorable for wheat 
assuming 1979 technology (Figure 1.8, solid curve). Technology in those years 
was not able to prevent severe losses due to wheat rust, so the observed yields 
(dotted curve, Figure 1.8) were very low, but those results may be quite 
irrelevant for validating impacts given 1979 technology. These are extreme 
cases, but they illustrate the severe limitations of using historical crop data for 
model validation in impact studies. 
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For a scenario of a simulated future climate, validation may thus be quite 
difficult, even if good analogues for the simulated climate are found in the histor-
ical climatic record. If past climatic records for the region do not providc such 
analogues, the validation issue may be even more problematic. The use of aria-
logues from other parts of the world may be helpful in this respect, but even 
then there are differences associated with changed locations, such as differences 
in daylength and soil quality, that may detract from their usefulness in valida-
tion. In any discussion of climatic impacts models it is therefore important to 
keep in mind that stringent validation of such models for impacts work is gen-
erally not possible, and that results of validating such models for applications 
other than impacts work may not be too relevant. 

Some of the impacts models that have been used in Canada have been 
reviewed earlier (Subsection 1.4). Several other models suitable for impact stud-
ies have been applied in unpublished work in the agencies represented in this 
case study or elsewhere in Canada. 

The selection of impact models for use in this case study was based on the 
following considerations: 

Relevance to analysis of the impacts on Saskatchewan's agricultural pro-
ductivity, the stability of the agroclirnatic resource, or the conservation of 
the soil, associated with the available climatic scenarios. 
Illustration of a broad spectrum of Impact analysis capabilities. Both in 
the selection of models and in the particular procedures followed, we 
attempted to demonstrate a variety of capabilities, and to avoid, for exam-
ple, using two models that would provide answers on essentially identical 
climatic impacts. 
Suitability of the model for the particular application. The model had to 
have demonstrated applicability to macroscale analysis and sensitivity to 
changes in the variables being analyzed 
The existence of the rriodcl in a practical form. There was not time to 

develop models that had been postulated but never made operational. 
Capacity to provide useful answers rather quickly with the available 
resources and data. If a previously used model would require many 
person-months of time to make it operational again, or to perform the 
required analyses, it was not considered appropriate for this case study. 

As spring wheat production is the major agricultural enterprise in 
Saskatchewan, the likely impacts of climatic changes or fluctuations on that crop 
were of particular interest, and a model relating the crop to climate was 
required. As has been noted elsewhere, the empirical yield-weather equations 
often used for such analyses tend not to reflect effects such as changes in the 
length of growing season (Williams, 1975; Ilincklcy, 1976). A crop growth model 
was selected (Section 4) which avoided this deficiency. The model is one of 
several available for different important Canadian crops (Dumanski and Stewart, 
1981), so the methods demonstrated here for spring wheat could readily be 
applied for those other crops in future work. 



254 	 Fffect.s of clnaatic change in Sasko.chewan 

Climate-related changes in wheat yields would in turn have a number of 
consequences, not only directly on the wheat growers, the transportation indus-
try, etc., but also indirectly on other sectors. For analyzing these types of 
impacts, economic models, such as those used by the Prairie Farm Rehabilita-
tion Administration, are needed. PFRA's models had been constructed for the 
purpose of enhancing the llnderstanding of the susceptibility of the 
Saskatchewan economy to recurrent droughts, and they are quite appropriate for 
analyzing climatic impacts in Saskatchewan. One of these models was therefore 
selected to translate the wheat-yield impacts of Section 4 into economic terms 
(see Section 5). 

The climatic changes implied in the CISS scenarios would undoubtedly be 
followed by changes in the crops that would be grown in Saskatchewan. In a 
much more comprehensive investigation, growth models for a number of crops 
could be applied and the various anticipated shifts in crops could be taken into 
account in an integrated manner. This was beyond the scope of this pilot study, 
except for some limited consideration relating to winter wheat (Section 5). 
Another approach to the problem is to consider that as climate changes, yields of 
presently well adapted crops will be reduced, but overall crop production may be 
maintained or even increased, with climatic change being accompanied by a shift 
in crop mix to crops better adapted to the new conditions. A model that esti-
mates the potential total dry matter or bioma.ss productivity in general but is 
not specific to any particular crop was selected (Section 2) to provide useful 
information on the likely change in crop productivity and to complement the 
estimates for spring wheat. 

Recurrent droughts are a major problem in Saskatchewan, as is evident 
from the discussion of previous sections. If we were viewing climate stable in 
the long term but with short-term fluctuations, then an analysis such as that of 
Figure 1.8, which relates to the most important crop, would be appropriate for 
obtaining a general picture of the effects of drought on Saskatchewan agriculture. 
Droughts during the months of August to April, as in 1976-1977 (Street and 
McNichol, 1983), which had serious effects, for example on forage crops, might 
not be considered as very important as they would not seriously affect spring 
wheat or other spring-sown cereals. 

If the climate is considered to be dynamic and changing over the centuries, 
then a drought analysis tied to a single major crop is inappropriate. For 
instance, if climate changed to the extent that winter wheat became the major 
crop in Saskatchewan, droughts in the August to April period would probably 
have much more substantial impacts on the agricultural industry than is 
presently the case. 

To obtain a general overview of the likely frequency and severity of 
droughts under a changed climate, an approach was adopted that was not 
related to a particular crop. A drought index which has been widely used in 
North America and was considered appropriate for this purpose was computed 
for each month for 33 years for changed climates to analyze the impacts on 
droughts (Section 2). 

All of the models discussed to this point relate either to agricultural pro-
ductivity or to conditions that directly affect it, but they do not reflect impacts 
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Table 1.4. Impact models and scenarios used in the Saskatchewan case study 

Impact model HIST: 1 

See narto 

2 3 4 	5 GISS: E C 1 2 
Part IJ, 

3 	4 	Section 

Growing degree-days x x 	x x 	x 	x 2 
Precipitation effectiveness x x x x x 2,3 
Palmer Drought Index x x 	x 	2 
Climatic index of agricultural 

potential x x x x x 2 
Wind erosion potential x x 	x x x 3 
Spring wheat yield x x 	x x x 4 
Provincial agricultural 

economy x x 	x x x 5 
Provincial employment x x 	x x x 5 

on the sustainability of production. In particular, if climatic changes affect the 
rate of soil degradation, then there will be long-term indirect effects on produc-
tivity due to these soil-related effects. Also, continuing soil degradation can 
reduce agriculture's capacity to cope with climatic adversity; for instance, loss of 
the finer soil particles and organic matter can make crops more susceptible to 
drought damage (Rennic and Ellis, 1978). Agriculture can be considered analo-
gous to having a bank account (Bursa, personal communication, 1984): the agri-
cultural production is the "interest" from the account, but the soil is the "princi-
pal". Soil degradation, which reduces the "principal", ultimately will reduce the 
productivity. 

Soil degradation is a very serious problem in Saskatchewan. in view of the 
implications of soil degradation in a changed climate, it was considered essential 
in this case study to demonstrate methods for assessing the impacts of climatic 
change on soil degradation. Wind erosion is a major component of Sas-
katchewan's climate-related soil degradation. A model which had been applied 
successfully in mapping soil erosion potential in adjacent parts of the United 
States was considered appropriate for this work and was therefore employed in 
this case study (Section 3). 

The impact models and the scenarios used in the model experiments are 
summarized in Table 1.4. We are well aware that all the impacts models used in 
this case study have important shortcomings. Chief among these, as already 
noted, is the difficulty of validating models for climatic impacts work. Particular 
deficiencies of each of the models are discussed in subsequent sections of this 
report. We have demonstrated the successful linking of different models, with 
the wheat-yield and economic analyses of Sections 4 and 5. We have not pur-
sued some other rather obvious linkages between models, for example, to 
translate changed drought frequencies (Section 2) to changed winter wheat 
yields, or altered winter wheat production patterns to effects on wind erosion 
potential. With the limited time and resources available for the case study, 
priority was given instead to demonstrating a variety of what we consider to be 
quite useful models for estimating climate change impacts in Saskatchewan. 
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Figure 1.I. Schematic diagram of the Saskatchewan case study. 

More comprehensive studies in the future should examine inter-model linkages in 
detail. 

The flow of data in this study is illustrated in Figure 1.12, which distin-
guishes between information based on observed dimatic data, that derived from 
the CISS general circulation model results and that related to impacts. Monthly 
data for individual years are used directly in the drought analysis (Section 2), in 
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some of the wind erosion analyses (Section 3), and in some of the wheat-yield 
analyses (Section 4), while 1951-1980 climatic normals (ITISTI) are employed 
with other analyses. The GCM results, consisting of a temperature and a precip-
itation value for each month and location for the equilibrium climate (CISSE) 
and for 2 x CO 2  (GISSC), were used directly in some preliminary analyses, 
including a set of computations for growing degree-days. For all subsequent 
analyses, the data employed in the models were obtained from historical instru-
mental observations, either unadjusted (luST scenarios), or adjusted by data 
from th CCM results (CISS scenarios). 

For the purposes of this case study, all the agriculturally relevant changes 
we have computed are considered as "impacts" (. -. outline, Figure 1.12). 
These include changes in heat and moisture conditions for crops (growing 
degree-days, precipitation effectiveness, drought frequency), in the potential for 
environmental degradation (wind erosion), in the potential dry matter produc-
tion (biomass), in yields of a specific crop (spring wheat) and in the farm and 
provincial economy (economic impacts). 

Since policy makers will require information on the types of agricultural 
impacts likely to result from futiire climatic change in an area such as 
Saskatchewan, this case study demonstrates how such information can he gen-
erated for each of several important types of impact. Climatic scenarios con-
sidered include those based on past extremes, the 1961 drought and the 
1929-1938 decade, and those simulated for a 2 x CO 2  atmosphere by using CISS 
CCM results to adjust instrumentally observed climatic data. In Section 2 we 
consider impacts on the agroclimatic environment (thermal and moisture effects, 
a potential biomass index which combines these, and a drought index used to 
analyze moisture variability), in Section 3 the soil environment (wind erosion 
potential), in Section 4 spring wheat yields, and in Section 5 the economic impli-
cations. Section 6 comprises the case study conclusions and recommendations. 



SECTION 2 

The Effects on the 
Agrodlimatic Environment 

In Section 1 several scenarios were selected that were based on instrumentally 
observed historical climatic data (JUST) and on results from a general circula-
tion model (GISS). In this section we employ indices or models to analyze the 
impacts associated with these scenarios on the thermal climate (growing degree.-
days), the moisture climate (precipitation effectiveness), the combined 
thermal- moisture effects (climatic in(lex of agricultural potential which reflects 
biornass potential), and on drought frequency. 

This section of the case study differs from Sections 3, 4 and 5 in that it 
does not examine specific processes (e.g., wind erosion), crops (e.g., spring 
wheat), or the impacts on the economy, instead it considers more general effects 
on the agroclirnatic environment. In a changed climate, crops and processes may 
be altered so much that results of applying a particular model may be misleading 
when considered by themselves. Section 2 not only provides a useful prelude to 
the subsequent parts by describing the changes in the agroclimatic environment., 
but it also provides some general indications, for instance, with respect to 
biomass productivity and drought frequency, that are useful in the interpretation 
of the more specific results. 

The GISS model results provided were on a grid point basis. The following 
are the latitudes and longitudes of the six points used to represent southern 
Saskatchewan in this part of the study: SON 100°W, SON 105W, 50°N 
110 °W, 540  N 100 ow, 540 N 105 'W, 540  N 110 °  W (see Figure 1.11). The tern-
perature differences for obtaining the 2 x CO 2  scenario temperatures for stations 
in southern Saskatchewan were obtained by interpolating to the station locations 
from the values for these six grid points, using a Gaussian filter procedure (as 
described in Part I, Section 3). The same method was used to obtain the ratios 
for adjusting precipitation to the 2 x CO 2  scenarios. For Uranium City, the 
adjustment increments and ratios were obtained by manual interpolation from 
nearby grid points. 

259 
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2.1. Effects on Growing Degree-Days 

Crowing degree-days (CDI)) have long been in use in Canada for characterizing 
the thermal climate for crops. CDD have sometimes been referred to as "day-
degrees", or "accumulated temperatures" (Unstead, 1912). Other terms that 
have been applied include "heat units" and "effective growth-heat"; and the 
quantity required for a crop to reach maturity has been called the "surnrriation 
constant" or the "remainder index" (Holmes and Robertson, 1959). The term 
"growing degree-days", which has been commonly used in recent work such as 
that by Edey (1977), will be employed iii this case study. Elsewhere in this 
volume, however, the measure is termed "effective temperature slim". 

Crowing degree-days are the accumulation of temperature above some 
threshold or base temperature, b. For & = 5°C, on a day with mean temperature 
of 19°C there are b = 14 degree-days above b, where I = the mean tempera-
ture for the day = (maximum -I- minimum for day)/2. To compute CDI) for a 
month, these excesses above the base are summed: that is, GDD for the month 
the sum of (t - b) for every day in the month for which t is greater than b. Each 
plant species would have a different threshold, but 5 C is widely used for such 
calculations (and is quite close to the 42°F base most often used for growing 
degree calculations in the United States). 

The longer the growing season and the higher the temperatures, the greater 
the annual CI)D. Thus CDI) provides an indication of the combined effects of 
growing season length and temperature (Chapman and Brown, 1978). Degree-
days are ordinarily computed each day and accumulated through the season. 
Computation of long-term degree-day normals can he performed with the daily 
data but if one wants to compute monthly normals of degree-days from monthly 
temperature normals, some adjustment is desirable to obtain comparable values, 
particularly for those months where the base tern perature is close to the monthly 
mean. For example, a monthly mean just below the base would give zero 
degree-days without such adjustment, but such a month would normally include 
days where the mean temperature exceeded the base temperature, thus contri-
huting to the degree-day summation. The method of Thorn (1954a,h) for corn-
pirting degree-days from monthly mean temperature normals and standard devi-
ations of monthly mean temperatures overcomes this problem. This method was 
therefore used with both the simulated 2 x CO 2  (GISS) and instrumentally 
based (HIST) scenarios. Holmes and Robertson (1959) have demonstrated the 
application of Thom's methods to growing degree-days. Standard deviations 
were derived from those published for stations in the area for 1951-198() 
(Environment Canada, 1982). 

It should be noted that the use of standard deviations for 1951-1980 mean 
monthly temperatures in the degree-day computations implies that we are asking 
the question: What is the impact on the thermal climate of the scenario tern-
perature changes if the temperature variability remains unchanged? it seems 
likely that the sensitivity of annual GDD to changes in the standard deviation 
would be quite low, particularly for assessments of the effects of a. warmer cli-
mate. In future research this sensitivity could be tested, and scenarios of 
changed variability could also be assessed. 
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Figure 2.1. Growing degree-days for (a) 1951 1980 (lUST!), (b) 1960 1961 (IIIST2) 
and (c) 2 >< CO 2  (GISS1). (Data for 14EST3 were insufficient for mapping but are in--  - 
chided in Table 25.) 

In preliminary analyses, growing degree-days were computed using data for 
the I x CO2  and 2 x CO 2  GCM equilibrium climates, GISSE and GISSC, for 
the 15 Saskatchewan area grid points formed by the intersections of the 46°, 50°, 
540, 58° and 62°N latitude and 100, 105° and 110°W longitude lines- It was 
found that degree-days above 5°C were about 80-95% higher for GISSC than for 
GISSE, without any very significant spatial pattern except that the increases 
along the 1000  W meridian (to the east of the province) were generally lower, in 
the 70-80% increase range, than those along the 105°W and 110°W meridians. 

When the calculations were made for the 1951 1980 climatic normals 
(lUST 1), and the method of adding temperature increments to normals for simu-
lating a 2 x CO 2  climate (GISS1) was used, degree-day computation results indi-
cated an increase of about so% in growing degree-days with a doubling of CO 2  
(Figure 21). In view of the large difference between the present climate of the 
region as indicated by HISTI, and the GISSE climate, as discussed in Section I, 
the difference in degree-day impacts between those derived using the GISSE and 
GISSC climates (more than 80% degree-day increase) and those based on ITISTI 
and GISS1 (about 50% increase in degree-days) is not surprising. 

The extreme year scenario (HIST2) (Figure 2.1) indicated growing degree-
day totals between 10% and 20% higher than normal, and the scenario for the 
extrenie decade (HIST3) indicated summations 3 46% above normal (cf. Table 
2.5). On the basis of these calculations in comparison with the increases of 
about so% for GISS1, it would seem that the growing season warmth associated 
with a doubled CO 2  atmosphere would be much greater than that of extreme 
years or decades in the recent past. In fact, the estimates suggest that for the 
growing season, the increase in thermal resources due to CO 2  doubling would be 
at leasc three times larger than that experienced during recent extreme periods. 
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The implications of this warming can be illustrated by the example for 
maize. The annual GDD value at Windsor, in an important maize-growing area 
of Ontario, is 2533, while that at Morden, Manitoba, at the cold climate fringe 
for maize production, is 1908 (Environment Canada, 1982, Vol- 4). If the grow-
ing season thermal resources on a long-term basis increased to the levels indi-
cated by the CDI) results for IIIST2 and 1!IST3, it would be warm enough for 
maize production in some central and southeastern parts of Saskatchewan. With 
the much greater warming implied in the CISSI scenario, thermal resources 
would be suitable for maize throughout practically all of southern Saskatchewan. 

2.2. Effects on the Precipitation Effectiveness Index 

The precipitation effectiveness index of Thornthwaite (1931) can be calculated 
readily from long-term climatic normals of monthly mean temperature and 
monthly precipitation. it is useful for characterizing spatial patterns of the mois-
ture regime for mapping the climate of a continent (Thornthwaite, 1931), and 
also for other applications requiring a simple moisture index, such as the assess-
ment, of the potential of climate for wind erosion of soil (Lyles, 1983). 

The precipitation effectiveness index, i, is calculated as follows from the 
data for all months: 

12 
I = 	115 F(P1/25.4)/(1.8T1  -f 22) lU 	 (2.1) 

= 1 

where I' is normal monthly precipitation (mm), T is normal monthly mean tem-
perature ((), and 1 indicates months. 

The calculations are made for each month and the results added to obtain 
as indicated by the equation. Where monthly precipitation is less than 

12.7rnm, P is set to 12.7, and where the monthly temperature is less than 
—1.7 °C, T is set to - 1.7°C. The temperature threshold reflects the fact that at 
temperatures much below freezing there is very little evaporation; the precipita-
tion restriction is needed in connection with wind erosion applications (Section 
3), where I is in the denominator in a formula and should not be allowed to 
approach zero, and because wind erosion is probably not sensitive to monthly 
precipitation totals between 0 and 12.7 mm (Lyles, 1983). For the purposes of 
this case study we have also defined a monthly precipitation effectiveness index, 

'm' to be the value of the index for a single month, i as indicated by the quantity 
to the right of the summation sign. J is used for some of the analyses in Sec-
tion 3. 

Examination of the precipitation effectiveness normals (Figure 	suggests 
a dry belt running across the province from the Kindersley-Bad Lake area, which 
has values at or near the top of the semiarid range (28 and 31), through Regina 
and Moose Jaw (35) to Broadvie.w in the east (36). This agrees fairly wh1 with 
spatial moisture patterns obtained in other agroclimatic analyses (Agriculture 
Canada, 1976, 1977). 
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Figure 2.2. Prccipitaton effectiveness I for (a) 1951-1980 (HISTI), (b) 1960-1961 
(TIIST2), (c) 2 x CO 2TP ((ISSI) and (d) 2 x CO 2T (GISS2). (FIIST3 data are includ-
ed in TaHe 2.5.) 'l'hornthwaite (1931) defined vegetation classes as follows: 
A 	(wet) Rain forest, I = 128 or greater. 
B 	(humid) Forest, 1 64- 127. 
C 	(siibhumid) Grassland, 1= 32-63. 
D 	(semiarid) Steppe, I= 16-31. 
E 	(arid) Desert, I =- tess than 16. 

Computed precipitation effectiveness values with the GISS1 scenario 
exceeded those for IIISTI (the 1951-1980 normal) by 1-13% in southern 
Saskatchewan and by over 25% at Uranium City in the north (Figure 2.2). For 
GTSS2 the index values were 10-12% below the HIST1 values. This suggests 
that the increased moisture stress resulting from warming as implied in the 
€IISS1 scenario for 2 x CO 2  would be more than offset by the increased precipi-
tation, so that the long-term climatic moisture regime would be somewhat 
improved. Without the increased precipitation, the warming associated with 
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CO 2  doubling would apparently lead to a significantly drier climate. Under 
these conditions, the dry belt from the Kindersley-l3ad Lake area east to Regina 
and Moose Jaw would he in the semiarid category (i.e., Iless than 32). 

The results for the extreme year scenario (HJST2) indicated precipitation 
effectiveness values 18 53% lower than the JT1STI results, with 50% reductions 
typical of eastern parts of southern Saskatchewan and general reductions of 
30-40% further west. In such a year, all of southern Saskatchewan would be in 
the semiarid category (Figure 2.2). This is in general agreement with the 
lindings of Richards and Fung (1969), who showed most of southern 
Saskatchewan in the Köppen dry climate category in 1961, and some small areas 
as very dry. 

For the five stations with readily available data for the extreme decade 
analysis, IIIST3, the precipitation effectiveness was reduced by 21-27 1/0 from the 
}IIST1 values. As in the case of the extreme year, the calculations suggest that 
in such an extreme decade all of southern Saskatchewan would be in the 
semiarid category. 

A comparison of the results suggests that with a future climate like that of 
the past half century, the precipitation effectiveness index could he expected to 
be 30-50% below normal in an extreme year and 25% below in an extreme 
decade. With CO 2-related climatic warming, the values for the climate over the 
much longer term would he about 10% below the recent normals (CISS2), while 
with both the higher temperatures and precipitation indicated by GISS for CO 2  
doubling, the moisture regime would he improved somewhat, as indicated by the 
higher precipitation effectiveness values in the GISS1 results. 

It may be noted that while the magnitude of the estimated changes in ther-
mal climate as indicated by growing degree-days was much less for the scenarios 
based on historical data than for CO 2  doubling, the reverse was true for mois-
ture. This is perhaps to be expected since the extreme year and decade were 
selected on the basis of effects that were largely moisture-related (Section 1). 

2.3. Effects on the Climatic Index of Agricultural Potential 

The climatic index of agricultural potential (Turc and Lecerf, 1972), CA, reflects 
both thermal and moisture resources and is computed by summing the 12 
monthly products of heliothermic and moisture factors as follows: 

12 
CA = 	HT1  Es1 	 (2.2) 

where lIT is a heliothermic factor reflecting both. temperature and a solar factor 
(HT = Ft.Fh), Fs is a soil moisture factor computed using precipitation and tem-
perature in a climatic soil moisture budgeting procedure, and i indicates rrionths. 
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Ps is 0 for very dry conditions and increases to 10 for plentiful moisture; 
excesses of moisture are ignored. HT has only a lower limit; it is 0 where the 
mean daily minimum temperature for the month is O'C or lower, and at higher 
temperatures it increases with increasing temperature. Thus CA reflects the 
length of growing season and the amount of heat and moisture available to 
plants during the season. It can he taken as indicative not only of the agricul-
tural potential of the climate but also of the potential for hioniass productivity in 
general, including forest productivity (Turc and Lecerf, 1972). 

The term bioma.ss productivity is used here as equivalent to total liar-
vest.able dry matter, which would include the weight after drying, of all plant 
material from a crop. Turc and Lecerf (1972) suggest that each unit of CA is 
equivalent to a dry matter production of about 0.6 f/ha. For example, in an 
area of southern Sweden where CA 21, total dry matter production for maize 
is 12 i/ha, or 0.57 f/ha per unit of CA. l3ecanse it does not relate to a specific 
crop but to agricultural productivity in genera], CA is useful in analyzing the 
impacts of climatic changes that are of sufficient magnitude that crop selections 
are likely to change. Such temporal climatic changes may he seen as analogous 
to moving on the earth to a region with a different climate - and as Tore and 
Lecerf (1972) point out - different regions would require different crops to exploit 
the agricultural potential. For the purposes of this study we use CA as a relative 
index only, rather than trying to interpret results using some conversion factor. 
In addition to the annual CA values, annual slims of F8 and lIT were also com-
puted. 

Climatological data for the available stations were used to compute CA for 
the various scenarios. These data included monthly averages of daily mean tem-
perature and of daily minimum temperature and monthly total precipitation. 
Average monthly global solar radiation simulated by computer models for 
1967-1976 (McKay and Morris, 1985) and monthly averages of day length for 
the nearest whole degree of latitude were also used. The mean temperature and 
mean daily minimum temperatures (7'mean, Tinin) were adjusted for the GISS 
scenarios as explained previously (see Table i..). Solar radiation data were not 
adjusted, which implies that the questions being asked in this analysis are of the 
form: What, is the impact on potential biomass productivity of the scenario tem-
perature and precipitation changes if the solar radiation remains unchanged? 
The mathematical basis of CA is discussed further in Appe,nthx 2.1, and the corn-
putations have been explained in detail previously (Williams, 1985). 

In investigating the impact of any scenario climate, one can examine the 
effect on annual CA (Figure 2.1), which reflects the combined effects of the 
changing thermal situation and altered moisture stress due to temperature 
changes together with the effects of the changed precipitation. Also one can 
examine the effects on a month-by-month basis for any location. 

Simulated CO2  warming, accompanied by increased precipitation (GISSI 
scenario), markedly increased the heliothermic resources as indicated by HT 
(Figure 2.4), while for moisture (Ps) there was some improvement at over half 
the stations and deterioration at others. The balancing of these effects resulted 
in an increase of potential biomass production (as expressed by CA), ranging 
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Figure 2.. Climatic index of agricultural potential (CA) for (a) 1951 1980 IIFST1, (&) 
1960-1961 }HST2, (c) CISS1, and (d) GISS2. (HIST3 data are included in Tab/c 2.5.) 

from only slight at some southern Saskatchewan locations, up to a 30% increase 
at Prince Albert (Figure 2.4), and a 74% increase at Uranium City in the north. 

With simulated CO 2  warming without the increased precipitation (GJSS2 
scenario), CA still increased 17% at Uranium City, reflecting the advantage of 
warming at a cold, northern location; there was also a 3% increase at Prince 
Albert; but generally in southern Saskatchewan, the calculated increase in mois 
ture stress more than balanced the heliothermic benefits and CA was reduced by 
between 1% and 19% (Figures Z3 and 2.4). 

For the extreme year scenario (HIST2), estimated biomass productivity in 
southern Saskatchewan as indicated by CA ranged from nil or a few percent of 
normal (HISTI) at eastern locations to 47% of HISTI at Saskatoon (Figure 2.3). 
For the extreme decade (HIST3), values around half the normal were typical. 
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Fure 2.4. Impact on CA (biomass potential) and moisture (Es) and heliotherniic (HT) 
components, of (a) 1961 (14IST2), (b) 1929-1938 (HIST3), (e) 2 < CO 2TP (GISS1), and 
(d) 2 x CO2 T (GISS2) in comparison with HISTI for Prince Albert (top), Swift Current 
(middle), and Regina (bottom). 

The results suggest that with no fundamental change in the climate, occa-
sional years can be expected with climatic conditions that can support only a 
quarter of normal biomass productivity in southern Saskatchewan generally, and 
virtually nil productivity at some locations. Periods as long as 10 years with 
only half the normal productivity can also be expected. Climatic warming 
without increased precipitation (GTSS2) could be expected to result in long-term 
conditions that could support only about 90% of the productivity that the 
present climatic resources (HIST1) would support. The climate resulting from 
such warming accompanied by increased precipitation (G1SSI) could be expected 
to support productivity averaging perhaps 7% or 8% higher than the HIST1 
levels. 
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Figure 2.5. J)istrihution of CA on a month-by-month basis for Regina for (a) 1951-1980 
(IJISTI), 1960-1961 (HIST2), and 1929-1938 (IJEST3), and (b) 1951-1980 (HISTI), 2 x 
CO 2TP (GISS1) and 2 x CO 2T (CISS2). (November March period not shown as CA = 
0 for those months.) 

What is particularly interesting is the change in character of the growing 
season. This can he illustrated by examination of the month-by-month results 
for Regina. At 1?.egina, the normal (H1STJ) percentage contribution to annual 
CA is greatest in June (40%) as a result of the combination of F's at a fairly high 
value and the second highest monthly lIT value. There is a secondary peak of 
15% for September (Figure 2.5). The results indicated that with asimiilated 2 x 
CO 2  climate (GISS]), the September peak would be retained but the early sum-
mer peak would become earlier as June Fs decreased. From early June for 
H1ST1 the peak would move hack to late May for GISSI, and there would be a 
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small April contribution. The secondary, late-season peak of monthly CA tended 
to come somewhat later with GISSI, with the September peak reduced and a 
significant October contribution developing. 

With 2 x CO 2  warming without increased precipitation (GISS2), some 
increases in the September contribution were indicated at Regina, and the 
estimated monthly CA for July was reduced to zero. 

For the extreme decade scenario (HTST3), June CA at Regina was 60% of 
normal (IJISTI), there was a much greater reduction in the May and September 
values, and the CA contributions of all other months were eliminated completely, 
so that June accounted for the major part of the annual CA. With the scenario 
based on the August 1960 to July 1961 period (IIIST2), the only contribution to 
CA at Regina was a much-below-nornial May 1961 value. In the other ii 
months the CA contribution was nil. CA was zero for July and August with 
IIIST3 and for July with GISS2. The .July and August CA values were also 
lower for CISSI than for IIIST1. In fact, the results for all the climatic change 
scenarios considered here implied reduced biomass productivity in July and 
August at Regina. 

The lengthening of the season and relative strengthening of the earliest part 
for the GISS scenarios was fairly general for most locations. This indication of a 
tendency toward two distinct growing seasons, one in spring/early slimmer, the 
other in early fall, separated by a dry midsummer period, was much accentuated 
if simulated CO 2  warming was not accompanied by increased precipitation. In 
that case the absence of a precipitation increase markedly weakened the com-
puted July hiomass potential. The estimates for GISS2 indicated July values of 
zero at Swift Current as well as Regina, and much reduced July values at Saska-
toon. 

At all the locations analyzed, the May June total contribution to CA was 
less for the extreme decade scenario (ITIST3) than normal (HIST1). For HIST3, 
as in the case of the GISS scenarios, the July/August contribution to CA was 
reduced in comparison with the HIST1 results. The IIIST3 results, however, in 
contrast to the GISS scenario results, did not suggest any tendency for the 
May/June peak to shift to an earlier date. In fact, the tendency was the oppo-
site, with the CA contribution becoming increasingly concentrated in June and 
less in May. 

At Prince Albert, representing the northern part of Saskatchewan's agricul-
tural area, there was no midsummer EniniTnum for CA with HISTI; instead, CA 
became smaller from month to month from the peak in June through to Sep-
tember, becoming zero in October, and the September value was considerably 
smaller than the August value. In contrast, the HIST2, HIST3 and (1155 
scenarios all resulted in larger CA values in September than in August for Prince 
Albert, with a distinct August or July/August minimum. At Uranium City, 
representing the northern part of the province, there were CA peaks in June and 
August with the IIISTI scenario. Data were not available for the historically 
based scenarios at Uranium City, but with the GISS scenarios there was the 
same tendency as in the south for the early summer CA peak to shift to an ear-
lier date. In this case, May became the peak CA month for GISS1 and GISS2, 
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and there was a June minimum for CA, especially with GISS2. August remained 
the late season CA peak month at Uranium City with the CISS scenarios, but 
there was a considerable increase in September CA. 

To recapitulate the effects on the seasonal distribution of CA: a common 
tendency among GISS1, GISS2 and H1ST3 scenarios was toward more distinctly 
separated early and late season peaks. For HIST3, this tendency was expressed 
by low CA values in July or August or both. For the GISS scenarios, in addition 
to this tendency to reduced CA values in Juiy and August (or in June at 
Uranium City), there was also a shift of the early season peak to an earlier date 
and some shift toward a later date for the late season peak. In the case of the 
extreme year scenario (IIIST2) the CA contribution became quite undependable 
with nil values in most months. 

2.4. Effects on Drought Frequency Using the 
Palmer Drought Index 

This section addresses the question of assessing how the frequency and duration 
of droughts might be expected to alter as a result of a doubling of atmospheric 
CO2 . 

2.4.1. Methods 

Some measure of the increased soil moisture stress as it would vary from year to 
year can be obtained by applying the 2 x CO 2  temperature increments and pre-
cipitation ratios to past data to find the change in moisture conditions. The 
change in drought frequency and duration can be measured using a drought 
index and a water balance model. In this study, the Palmer J)rought Index (Pal-
mer, 1965) was chosen to measure the frequency and duration of droughts. Pal-
mer designed the index to have internal consistency and temporal and geo-
graphic comparability, which makes it ideal for research on climatic change and 
fluctuation (Whittmore ci al., 1982). lIe defined drought as an interval of time, 
generally of the order of months, during which the soil moisture supply at a 
given place consistently falls short of the climatically expected, or climatically 
appropriate, moisture supply. The severity of drought is a function of both 
duration and magnitude. 

Since the Palmer Drought Index employs only meteorological data for its 
input parameters, it lends itself to use in the analysis of the changes in drought 
frequency and severity for various CO 2  scenarios. Precipitation data, and poten-
tial evapotranspiration estimated using temperature data, are used in computing 
the index. Thus, the model may be used to simulate impacts of specified changes 
in the temperature and precipitation climate. 

Palmer Drought Index (PDI) coefficients were calculated over the 
1950-1982 period (HIST5). The actual calculation of these coefficients is 
described in somewhat more detail in Appenthx 2.2. 
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Table 2.1. Temperature increases (CC) and precipitation rahos used in developing 2 x 
CO 2  scenarios at lat. 50 N long. 105 W. 

Month 
Temperature increase 

(Thdj) 
Precip2tatlon ratio 

(Pcpa(ij) 

JAN co 1.29 
FEB 5.6 1.31 
MAR 4.8 1.26 
APR 4.1 1.17 
MAY 3.7 1.15 
JUNE 3.3 115 
JULY 3.3 1.12 
AUG 3.8 1.05 
SEPT 4.7 0.98 
OCT 5.3 tOO 
NOV 5.7 1.27 
DEC 6.0 1.29 

The coefficients derived from the historic period (HIST5) represent the cli-
mate appropriate for this time. Each Palmer Drought Index value represents a 
departure from the long-term average of the historic data set. The PDT values for 
the 1950-1982 period are essentially Z-scores with a mean of sero and a standard 
deviation of one. 

It is important to realize that, these coefficients are used to E'ind the depar-  
tures of Z-scores from the historic normals. The coefficients should not be recal-
culated for the 2 x CO 2  scenario (GISS3 or CISS4) set of data. If they were, the 
resultant Z-scores would then measnre the departure of moisture conditions from 
these normalized 2 x CO 2  scenarios. This would, in effect, be using the CISS 
results as the historic baseline period against which to compare those same GISS 
scenario results, which would be meaningless. For this analysis, HIST5 is the 
historic baseline period, and the coeflicients for assessing the effects associated 
with GISS3 or (flSS4 must be those computed from the IIIST5 data. This then 
gives a Z-value which is a departure from the historic normals, and it allows the 
Z-values to he used in estimating the impacts associated with the CTSS scenarios. 

As in other parts of this case study, differences between 2 x CO 2  and 1 x 
CO 2  equilibrium climates from the GISS model were used to derive the monthly 
increments for temperature. These temperature increments were then added to 
the historical mean temperatures for each month throughout the 1950 -1982 
period (IIIST5). 

7'ahle 2.1 illustrates the temperature differences and precipitation ratios 
used for stations in Saskatchewan in the P1)1 analysis. The differences in incre-
ments or ratios among different locations in Saskatchewan are quite small com-
pared with the variations among months, therefore, only one location is shown in 
Table 2.1, but it is approximately representative of all Il stations used in the 
PDI analysis. 

The simulated climate data for 2 x CO 2  for each month in the 1950-1982 

period were then used as input for the PDI model. The two CO 2-douhling 
scenarios were employed, one using the increased temperature and precipitation 
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as indicated by the G1SS model (GISS3), the other using only the temperature 
increase (GISS4). Palmer Drought Index values for the GISS3 and GISS4 
scenarios were compared with those that were computed from the 1950-1982 
climatic data (HIST5). 

2.4.2. Results of PD1 frequency analysis 

Various Palmer Drought Index values can be characterized, in terms of the devi-
ation from normal climate, as follows: 

Greater than +6 severe wet spell 
+4 to 4 6 extremely wet spell 
+2 to +4 wet spell 
+2 to 2 near normal 
-2 to ---4 dry spell 
-4 to -6 drought 

less than 6 severe drought 

A value of -4 to -6 over a period of several months generally is reflected 
in lower crop yields and water supply problems. A severe drought (PDI less 
than -6) has serious economic consequences because of water shortages and crop 
failures due to drought. 

The results indicate, for all the stations analyzed, a definite shift in the 
water balance, to a more drought-prone regime under the GISS 2 x CO 2  
scenarios (Table 2.2). This shift appears to take place at the expense of the 
midrange (near-zero) frequencies rather than of the wet period frequencies. Posi-
tive and negative PDI values were fairly equally distributed for II1ST5, but with 
the GISS3 scenario negative P1)1 values occurred 61.2% of the time for southern 
Saskatchewan. (An average value of the P1)1-class percentages for the I.A. sta-
tions given in Table 2.2 was assumed to he representative for the southern 
Saskatchewan region.) The occurrence of severe drought months increased from 
0.1% of the months to 0.9%. Drought months (below -4) increased in frequency 
from 3.0% to 9.1%. It appears that during the relatively dry periods, the 
increase in precipitation indicated for this region by the GISS 2 x CO 2  scenario 
would not be enough to offset the increased evapotranspiration caused by the 
increase in temperature. 

Despite the increase in drought frequency, however, there is no general 
decrease in the estimated frequency of extreme or severe wet spells (above 44) 
with 2 x CO 2  (Table 2.2 and Figure 2.6). The increase in evapotranspiration 
computed for the GISS3 scenario, when accompanied by the increased precipita-
tion of that scenario, would not have reduced soil moisture during past periods of 
plentiful precipitation, and when the GISS3 scenario adjustments were applied to 
the data for the years 1950--1982, the wet spells were maintained. In fact, at 
some stations, the frequency of PD! values over +4 and +6 actually increased 
(e.g., Regina, Kindersley). 
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Table 2.2. Frequency of PDI values (in %) above or below index values under 
1950-1982 (IIIST5) and doubled CO 2  (GISS3 and GISS4) scenarios. 

P D I value 

Below Below Below Below Above Above Above Above 
Station 	Scenario 	6 	-4 	-'-2 	0 	0 	2 	4 	6 

Yorkton HISTS 0.3 3.5 23.2 50.8 49.2 17.7 8.6 0.3 
CISS3 1.5 104 39.4 59.1 40.9 14.9 5.6 0.5 
GISS4 20.5 51.8 79.3 86.9 13.1 0.5 0.0 0.0 

Kindersley HIST5 0.0 1.3 23.5 52.8 47.2 21.1 4.3 0.3 
GISS3 0.0 8.1 33.1 60.9 39.1 17,9 4.5 1.3 
GISS4 4.5 32.3 62.4 85.1 14.9 4.3 0.3 0.0 

Swift HIST5 0.0 2.3 22.2 56.1 43.9 24.5 4.8 0.8 
Current GISS3 0.5 6.8 34.8 605 39.4 23.0 5.6 0.8 

GISS4 6.3 37.9 63.6 81,8 18.2 3.3 0.0 0.0 

Moose Jaw HISTS 0.3 4.8 20.7 55.8 44.2 19.2 7.6 0.8 
CISS3 0,3 7.1 27.5 62.1 37.9 18.9 7.8 0.3 
GISS4 6.8 29.8 66.2 82.3 17.7 2.5 0.0 0.0 

Regina 1-IIST5 0.0 3.8 29.0 57.8 42.2 23.5 10.6 4,6 
GISS3 0.8 10.6 40.4 62.9 37.1 22.2 11.9 4.8 
GISS4 6.6 39.4 64.6 79.8 20.2 10.1 0.5 0.0 

Prince fISTS 0.0 1.3 22.0 48.2 51.8 20.7 11.1 3.0 
Albert GISS3 0.5 9.6 29.5 59.1 40.9 19.7 11.6 2.8 

GISS4 9.1 36.4 70.7 83.1 16.9 5.6 0.0 0.0 

North [lISTS 0.0 1.0 17.4 59.9 40.1 15.4 9.3 2.5 
Battleford GISS3 0.5 3.5 28.8 64.4 35.13 15.7 8.1 2.8 

GTSS4 4.3 37.6 77.0 86.9 13.1 5.3 0.0 0.0 

Saskatoon lISTS 0.0 0.8 23.7 54.6 45.4 22.0 4.8 0.0 
GISS3 0.0 5.6 29.5 59.1 40.9 17.9 6.8 0.0 
(;Iss4 4.5 31.1 66.4 87.9 12.1 3.5 0.0 0.0 

Hudson Bay lISTS 0.0 3.8 19.4 49.5 50.5 19.4 4.3 0.0 
G[SS3 1.5 11.1 37.1 66.2 33.8 15.2 5.1 0.0 
CISS4 29.3 61.6 82.1 93.2 6.8 0.0 0.0 0.0 

Broadview HIST5 0,3 6.1 24.8 56.1 43.9 23.7 11.6 5.3 
GISS3 2.5 14.9 38.6 64.6 35.4 19.9 9.6 5.8 
GISS4 15.2 45.2 69.9 81.8 18.2 8.1 4.0 0.5 

£stevan HIST5 0.3 6.6 24.8 46.0 54.0 23.7 4.0 0.5 
CISS3 1.8 12.4 30.8 54.0 46.0 20.2 3.8 0.5 
GISS4 11.1 32.3 62.1 88.6 11.4 4.5 0.0 0.0 

Area mean HIST5 0.1 3.0 22.8 52.9 47.1 21.0 7.4 1.6 
GISS3 0.9 9.1 33,6 61.2 38.8 18.7 7.3 1.8 
GTSS4 10.8 39.6 69.5 85.2 14.8 4.3 0.4 0.05 
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Figure 26. Percent drought frequency for Saskatoon (top), Swift Current (middle) and 
Yorkton (büttom) for 1950 1982 (lUSTS) and 2 x CO 2  TP (GISS3). The PD! numbers 
shown are upper limits for classes indicated, i.e., the -8 to —7 class is marked -7, and 
the 5 to 6 class is marked 6. 

The results indicate that CO 2  doubling as simulated by the GESS model 
would lead to a more drought-prone climate (due to increased evapotranspira-
tion) but one that maintains the variability of extreme dry and wet spells. 

Ordinarily southern Saskatchewan has a net soil moisture lose for the 
months May to September due to evapotranspiration exceeding precipitation. 
This moisture deficit is increased considerably with warmer temperatures. Not 
only does more evapotranspiration occur because of the higher temperatures, but 
the evapotranspiration season is extended. The PDT analyses for G1SS3 suggests 
that the increase both in the intensity of evaporation and in its duration for 2 x 
CO 2  would more than offset the increase in precipitation for the area. This 
result could be a reflection of some characteristics of the procedures for calculat 
ing potential evapotranspiration in the PDJ analyses and therefore must be 
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Table 2.3. Longest consecutive period of PDI value below -4 over 1950 1982 (1IIST5) 
and expected length under 2 x CO 2  TP (GISS3) scenario. 

Station 

1950 1982 (luSTs) 

Starting 	 Length 
month 	Year 	(months) 

2 x CO2  (GJSSS) 

Starting 	 Length 
month 	Year 	(months) 

Yorkton June 1961 7 June 1961 8 
Kiridersley May 1980 3 May 1980 3 
Swift Current May 1980 5 May 1980 6 
Moose Jaw May 1980--81 17 May 1980 81 20 
Regina May 1981 6 June 198081 18 
Prince Albert June 1964 3 May 1964 9 
North Battleford July 1959 2 March 1959 7 
Saskatoon August 1981 1 May 1981 12 
hudson Bay July 1963-64 12 June 1962--64 22 
Broadview July 1961 10 June 1961 11 
Estevan June 1958 9 May 1958 13 

Mean - 6.8 11.7 

treated with caution. It does, however, reveal how sensitive southern 
Saskatchewan is to temperature. The historic drought years of 1934, 1961 and 
1981 all had mean annual temperatures above the station normals. Regina, for 
instance, has a mean annual temperature of 1.8°C for its period of record. The 
mean annual temperature for 1934 was 3.5, for 1961 it was 3.2 and for 1981 it 
was 4.7°C. This higher-than-normal mean annual temperature in drought years 
is also reflected in the records for other southern Saskatchewan stations. 

The length of the longest consecutive period of months below 4 for each 
station for 1950-1982 (I11ST5), and the effects of the change to GISS3, were 
examined (Table 2.3). In some cases a significant number of drought months is 
added to the length of the drought period by the change from the IIEST5 to 
GISS3, while in other cases the length of the drought period is either not 
increased, or is increased in length by only one month. The major part of the 
increase in drought-rrionth frequency does not occur, however, in isolated cases, 
but tends to be before or after a significant drought period. Thus it appears that 
droughts under a CISS3 scenario would be longer and more severe than with 
HIST5 despite the increased precipitation. 

The results of using the CISS increase in temperature without the increase 
in precipitation (G!SS4) yielded substantial increases in drought frequency. The 
11 station average of frequencies of severe drought (PDl less than -6) increased 
from 0.1% to 10.8%. For drought, PD! less than --4, there was an increase from 
3.0% to 39.6% (Tabh 2.2). Large increases in severe drought frequencies were 
indicated in the easternmost agricultural areas of the province where there were 
increases ranging from 11% to 29% for PD! less than -6. Areas in the west did 
not show nearly as large an increase in drought frequency because they are 
already quite dry under normal climate conditions. 
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Table 2.4. Theoretical (Gunibel) return periods (years) for PD! values of -4, -6 and 
the lowest value in 33 years for the UIST5 (1950-82) and GISS3 (2 x CO 2  TP) 
scenarios. 

Theorelzcal return perwd 

Station 

33 year lowest P1)1 

Lowest 
value 	Year 	111ST5 GISS8 

-6 
(severe drought) 

HJST5 	GISSS 

- 4 
(drought) 

JIIST5 	GISSS 

Yorkton -6.28 1961 22.0 11.5 19.0 10.0 7.0 4.0 
Kindersley -4.22 1958 11.5 6.5 35.0 17.0 10.0 SM 
Swift Current -4.93 1980 14.5 8.2 28.0 15.0 8.6 5.3 
Moose Jaw -6.10 1981 25.0 14.5 23.5 13.5 8.0 5.0 
Regina -5.08 1981 11.0 7.0 27.0 10.0 6.6 4.2 
Prince Albert -5.88 1964 23.0 13.0 24.0 13.5 8.5 5.3 
North Battleford 5.46 1959 22.5 12.5 30.0 16.0 9.5 5.7 
Sa.skatoon --4.40 1980 11.5 7.5 31.0 17.5 9.5 6.0 
Hudson Bay 5,63 1964 26.0 11.0 34.0 13.5 10.0 4.4 
Broadview 6.04 1961 15.5 8.6 15.0 8.5 6.5 4.1 
Estevan -6.18 1958 21.5 12.5 19.0 11.2 6.8 4.4 

It appears that at present during the summer, western parts of the region 
lose most of their soil moisture, so that with the GISS4 climate little more evap-
oration can take place due to the lack of available soil moisture in summer. 
Eastern areas arc not nearly as dry under normal conditions and therefore lose 
much more water from evaporation under the increased temperatures with 2 x 
C 02. 

2.4.3. Return periods 

The estimation of extreme values is important for agricultural planning. If the 
frequency of drought conditions increases significantly with a warmer climate, 
then the existence of Farming becomes threatened due to increased economic 
stress. 

For the calculation of return periods, it is necessary that the data be 
independent of each other. PDI monthly values are, of course, by design, not 
independent since the PDI was constructed so as to take into account the length 
of the drought up to the month under consideration. 

While monthly PD! values are not independent, yearly extreme values 
show no obvious periodicity, and, in fact, appear to be stochastic (Rarnachandra 
and Padmanabhan, 1984). Return periods were calculated using Gumbel distri-
butions, as explained by Kendall (1959). The return periods for PDI values of 

4 and -6 were calculated (Table 2.4). 
In interpreting them it should be kept in mind that the return periods are 

based on the lowest P1)1 value for each year, so a value of -4 for a year may 
only reflect a single isolated drought month. A value of -6, however, is much 
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Figure 2.7. Average P1)1 values for 11 stations in southern Saskatchewan for the month 
of October. 

more indicative of drought occurrence, as -6 cannot be reached without at least 
a couple of months less than -4. 

Historically, the northern agricultural areas have suffered the least from a 
drastic water reduction. Stations representative of these areas (Saskaloon, Ilud.. 
son Bay, North Battleford) all show a return period of 30 years or greater for 
P1)1 = -6. Southeastern sections, on the other hand, have been most prone to 
drastic changes in water supply, with Broadview, Estevan and Yorkton all show-
ing a return period of less than 20 years for a 6 P1)1. 

Calculations using the 2 x CO 2  climatic scenario (GISS3) shortened the 
return period of severe water reduction for all stations. In the southeast, the 
return period of ---6 P1)1 occurrences is reduced to 8-12 years rather than the 
historical 15-19 years. Northern stations also show return periods significantly 
shorter, with HIST5 return periods of over 30 years for -6 becoming 14-18 years 
under CISS3 conditions. 

PDI values for an area are much less variable than for a point (Palmer, 
1965). The areal average of PD1 values for the agricultural part of the province 
reached -4.09 in 1961 for October, the only instance when the areaf average fell 
below -4 for the time period studied (Figure 2.?). The pronounced crop-yield 
reduction associated with the 1961 drought has been discussed earlier (Section 
1). Two stations reached their lowest P1)1 value in that year: Yorkton ( 6.28) 
and l3roadview (-6.04). Five other stations recorded 1961 as the second or third 
lowest for PD! values. 
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The historical worst case PDI value for Yorkton (--6.28) has a return 
period of 22 years under IHST5, but only 11.5 years with GISS3. For most sta-
tions, in fact, when the historical worst case Palmer Drought Index (Table 24) 15 
analyzed, it is found to have a return period about half as long under GISS3 as 
under HISTS. 

2.4.4. Conclusions froirn the PD! analysis 

We have assumed that the variability and distribution of temperature and pre-
cipitation would remain similar in the future to that of the past three decades as 
little reliable information on likely changes in these characteristics is available. 
Our calculations, made on this assumption, indicate that the 2 x CO 2  climatic 
conditions simulated here on the basis of CISS3 and CISS4 would bring a more 
drought-prone climate to southern Saskatchewan. 

The results suggest that the increase in precipitation indicated by the GISS 
model would not be enough to offset the increase in evapotranspiration caused 
by the higher temperatures. With (X) 2  doubling, the climate would apparently 
shift to a generally more droughty regime, with increases in length and frequency 
of droughts due to increased soil moisture stress. 

Although the PD! analyses suggest that soil moisture stress would gen-
erally increase with the GISS3 scenario, the assumption made here, that the vari-
ability of precipitation would be just as great as in the past, leads to the conch-
sion that there would still he some years that would be considered wet. The 
increased frequency of dry periods would be at the expense of normal periods; 
the frequency of wet periods would remain essentially unchanged. 

Results of the return periods analysis suggests that what would now be the 
most severe drought at a location in one or two decades, would occur twice as 
often with CISS3. For example, a drought of severity such that it had a return 
period of 20 years under present climatic conditions should be expected to have a 
return period of 10 years with CO 2  doubling. 

The frequency analysis showed that if the climate warms according to the 
GISS CO 2  doubling scenario but without the accompanying increase in precipita-
tion (GISS4), a marked shift to increased drought frequency could he expected. 

2.5. IJiscussion of Agroclimatic Change Estimates 

This subsection summarizes results for selected stations from the various models 
employed in this part of the case study (Table 2.5) and draws some inferences 
about the effects of the different scenarios on Saskatchewan's agroclimatic 
environment. In interpreting these results it is, of course, important always to 
keep in mind the limitations of the models. 

The results suggest that with no fundamental change in the climate, 
Saskatchewan could nevertheless expect to experience, at least once every two or 
three decades, an unusually warm year (HIST2) with an agroclimatic environ-
ment so dry as to reduce agricultural production by 75%. At least once every 50 
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Table 2.5. Summary of estimated changes in Saskatchewan's agroclimate correspond-
ing to various climatic scenanos. 

Annual 9 jncreaee (4) or decrease (-) from 1951-80 normal perwd (1JISTI) 
II [S T2 GISS! GISSP 

Aug1960 HISTS I9xCO2 TP 2xCO2 T 
Scenario -July 61 1929-38 	(Temp and Pcp) (Temp only) 

Degree-days above •5C 
Uranium City - t 50% +50% 
Saskatoon +18% +3% +50% f 50% 
Swift Current f 17% - 16% +53% +53% 
Regina +15% j6% -48% +48% 
Yorkton +13% - +48% +48% 

Precipitation effectineness 
Uranium City -- - +26% -10% 
Saskatoon -23% ---21% J.12% -10% 
Swift Current -33% -27% +9% -12% 
Regina -37% -26% +5% -11% 
Yorkton -53% -- 46% -10% 

CA - agricultural potential 
Uranium City - -- +74% +17% 
Saskatoon --53% -48% +8% -18% 
Swift Current -67% -42% +14% 
Regina -84% -60% +1% -12% 
Yorkton ..-93% - -1- 5% -9% 

Monthly contribution (%) to CA for Uranium City (UC), Swift Current (SC), 
and Regina (HG) 

HIS Ti 	HIST2 	HISTS G!SSJ GJSS2 
1951-80 	1961 	1929-88 	2x CO2 T.P 	2x CO2 T 

UC 	SC 	RG 	SC 1W 	SC RG 	UC SC 	FIG 	tiC Sc 	RG 

Apr 	0 	0 	0 	0 0 	0 0 	0 5 	3 	0 6 	3 
May 	0 	32 	32 	24 100 	9 21 	28 35 	37 	42 36 	37 
June 	34 	40 	40 	0 0 	49 62 	13 36 	34 	2 31 	33 
July 	21 	2 	5 	0 0 	0 0 	18 0 	4 	12 0 	0 
Aug 	34 	9 	8 	76 0 	13 0 	27 4 	4 	27 2 	4 
Sept 	10 	17 	15 	0 0 	29 18 	14 14 	14 	16 17 	18 
Oct 	0 	0 	0 	0 0 	0 0 	0.1 7 	5 	01 8 	6 

CA 	8 	10 	11 	3 2 	6 4 	14 12 	11 	9 9 	10 

Drought frequency (%) in Southern Saskatchewan (Palmer Drought Index) 

Less than Greater than 

PDI 	 -6 -4 -2 	0 0 	2 4 	6 
HIST5 (1950-82) 	0.1% 3.0% 22.8% 	52.9% 47.1% 	21.0% 7.4% 	1.6% 
GISS3 2 x CO 2  TP 	0.9% 9.1% 33.6% 	61.2% 38.8% 	18.7% 7.3% 	1.8% 
GISS4 2 x CO 2  T 	10.8% 39.6% 69.5% 	85.2% 14.8% 	4.3% 0.4% 	0.05% 
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Table 2.5. continued 

Return period in years for PD) 

—6 
11IST5 GISS3 HIST5 GISS5 
1950-82 Ex CG2 TP 1950-82 2 CO2 TP 

Sa.skatoon 9.5 6.0 31.0 17.5 
Swift Current 8.6 5.3 28.0 15.0 
Regina 6.6 4.2 27.0 10.0 
Yorkton 7.0 4.0 19.0 100 

or 60 years, a decade (HJST3) with unusually warm growing seasons and a 
marked midsummer, no-growth period could he expected with moisture so lim-
ited that hiorriass productivity for the decade would be reduced by 50% from 
normal. 

With the climatic changes predicted for a 2 x CO 2  atmosphere (GISSI), 
Saskatchewan could expect a 50% increase in growing season thermal resources, 
and some increases in the long-term moisture resources and potential biornass 
productivity, but more frequent and severe droughts. Results indicated that nor-
mal return periods of about 8 years for droughts and 26 years for severe 
droughts would be reduced by 10% and 50%, respectively. If the climatic warm-
ing predicted by the GISS model occurred without the predicted changes in pre-
cipitation (G1SS2), a 50% increase in thermal resources could still be anticipated, 
but the province could expect decreases in moisture resources, decreases in 
potential hiomass productivity except in the north, a more pronounced no-
growth period between the early and late season growth periods, and substantial 
increases in drought frequency and severity. The implications of these and other 
results for agricultural policy and planning in Saskatchewan are discussed in Sec-
tion 6. 

The results for GISSI and GISS3 imply a change to an agroclimate that 
has, respectively, both higher average soil moisture, as indicated by the precipi-
tation effectiveness, and more frequent drought as calculated using PD!. This 
would he possible if long-term soil moisture increased but became more variable 
from year to year. Perhaps the computational procedures using temperatures 
adjusted by the method of differences and precipitation by the method of ratios 
leads to an effect equivalent to increasing soil moisture variabflity, and such an 
implied increase might or might not correspond to reality. The fact that in the 
CA calculations Es decreased at 5 of the Ii southern Saskatchewan stations, 
although precipitation effectiveness increased at them all for CISS1, suggests 
that apparent contradictions may be partly due to differences among models. 
The relative weight given to temperature effects in the different models could be 
quite important An assessment of whether the agroclimate under GISS1 would 
be likely to be both more drought-prone and have higher long-term, average soil 
moisture will have to await further research comparing the sensitivity and 
behavior of the various models. 



SECTiON 3 

The Effects on Potential 
for Wind Erosion of Soil 

Just as drought severity and frequency and biomass productivity are affected by 
climatic change (Section 2), so is soil degradation. Wind erosion of soil is con-
sidered here as it is a major soil degradation process in Saskatchewan. About 
60% of the total annual soil loss due to wind and water on the Canadian Prairies 
can be ascribed to wind erosion (PFRA, 1983). Considering that soil is one of 
the principal basic resources for agriculture, such a threat to the soil is of great 
concern. The objective of this study is to evaluate the effects of climatic changes 
on the potential for wind erosion of soil. Effects, controls, and modeling of wind 
erosion of soil are discussed, a comparison with records of blowing dust is made, 
and a sensitivity analysis is presented. Then the wind erosion potentials of the 
climatic scenarios are examined. Suggested research directions and policies can 
he found in Section 6. 

The effects of wind erosion are numerous, ranging from the physical to the 
economic (Table Si). The physical effects range from soil and crop damage to 
traffic fatalities. Not only is the more productive soil removed from the held 
(Bennett, 1982), hut, increased erosion results in the risk of the saline layer found 
in some soils coming closer to the surface (Mermut et at., 1983). Fertilizers or 
herbicides incorporated into the soil may also be lost from the field or harmfully 
redistributed in the soil, air and/or water. Fields can also be damaged by being 
buried by drifts of coarse textured soil (Brady, 1974). 

The economic and sociological impacts on the farming community of 
drought and wind erosion have been severe (Section 1). Farm abandonment 
during the 1930s was common and wind erosion of soil contributed to this migra-
tion. Soil drifting even rated ahead of drought for crop destruction in at least 
one year of the "dirty thirties" (Gray, 1978). 

There arc many techniques available for attempting to control the problem. 
They range from the use of shelterhelts, conservation tillage, strip farming, nurse 
crops, fall-seeded crops and crop rotations to more esoteric methods such as the 
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Table 3.1. Some physical and economic effects of wind erosion and deposition. 

Physical effects 	 Economic consequences 	 -- 
Soil damage 

Fine material, including organic matter, 
may be removed by sorting, leaving a 
coarse lag. 
Soil structures may be degraded. 
Fertilizers and herbicides may be lost or 
redistributed. 
Soil may he buried by deposits of poorer 
quality soil. 

Crop damage 
The crop may be covered by deposited 
rn atari al. 
Sandhlasting may cut down plants or 
damage the foliage. 
Seeds and seedlings may be blown away 
and deposited in hedges or other fields. 
Fertilizer redistributed into large 
concentrations can he harmful. 
Soil-borne disease, weed seeds and pests 
may be spread to other fields. 
Herbicides and pesticides redistributed 
into large concentrations can be harmful 
and losses from original location reduces 
effect. 
Rabbits and other posts may inhabit 
dunes trapped in hedges and fd on 
the crops. 

Other damage 
Soil is deposited in ditches, hedges, 
along fences, on roads, in reservoirs, 
lakes and streams. 
Fine material is deposited in houses, 
on washing and cars, etc. 
Farm machinery, windshields etc. may 
be abraded, and machinery 'clogged". 
Farm work may be held up by the 
unpleasant conditions during a "blow" - 
Visibility is decreased - transportation 
and communication interruptions and 
accidents can result. 
Air pollution. 
Changes in the earth-atmosphere 
energy budget such as increases in the 
rate of radiative cooling of the 
atmosphere. b 

Soil damage 
(1-4) Long-term losses of fertility give 

lower returns per hectare. 
Replacement costs of fertilizers 
and herbicides, 

Crop damage 
(1 7) Yield losses give lower returns. 
(1 3) Replacement costs, and yield 

losses due to lost growing season. 
(5-6) Increased herbicide and pesticide 

costs. 

Other damage 
(I) Costs of removal and redistribution. 
(2,3) Cleaning costs. 

Loss of working hours and hence 
productivity declines. 
Costs of a decrease in transportation 
and communication efficiency - 
costs of accidents and fatalities. 
Adverse effects on human health 
from dust inhalation - costs of 
health care. Non-point source 
pollution of water bodies -.. costs 
of water treatment. Environmental 
degradation from air po ll u tion. a 

Adapted frorn Wilson and Cooke (1980, p. 218) with additions by E. Wheaton. 
Fleathcote (1980, p. 43). 
Guedalia et al. (1984). 
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use of chemicals. Each method has its advantages and disadvantages. These 
methods are well documented in several publications (e.g., FAO, 1960; Agricul-
ture Canada, 1966; Canessa, 1977; Moldenhauer ci aL, 1983; US Department of 
Agriculture, 1983; PFRA, 1983; J3ircham and Brunenu, 1985). It must be 
emphasized that unless these techniques are rigorously applied and are proven 
economically viable, wind erosion will most likely continue to he a major prob-
lem. 

3.1. Modeling Wind Erosion 

Erosion is initiated when windspeed is greater than the threshold value required 
to lift and transport vulnerable soil particles (Figure .1). The most susceptible 
particles are those large enough to protrude into the wind field, but light enough 
to he easily moved. It should be noted that even though a certain size range Of 
particles is most susceptible to wind erosion, with strong winds a large range of 
soil particle sizes is susceptible (Zachar, 1982). So with greater windspeeds, soil 
texture becomes less important in determining wind erosion. 

in addition to wind, the other climatic variables that affect wind erosion 
directly are precipitation and temperature. Precipitation and tern perafure affect 
soil moisture which provides a cohesive force to bind the particles together mak-
ing them more resistant to the force of wind. On the other hand, raindrop 
impacts and wetting (producing unequal swelling) can cause breakdown of aggre-
gates and thus increase their susccptibiiity to wind erosion. 

Wind, precipitation and temperature have been combined in a model by 
Chepil ci at. (1962) to provide an index to describe quantitatively the relation 
between climate and the potential level of wind erosion. The other main param-
eters affecting wind erosion of soil are vegetative cover, soil texture and struc-
ture, topography and fetch. These parameters are used with the climatic vari-
ables to estimate actual soil loss. Only the climatic elements are modeled for the 
purposes of this study. Other available models for calculating wind erosion 
potential (e.g., Schwab ci aL, 1966; Pasak, 1978) are very similar, being a func-
tion of the cube of the windspeed and the inverse square of a soil moisture index, 
but the Chepil model appears to be the best available. 

The process of wind erosion can be accounted for using the fundamental 
laws of classical physics (Novak and van Vliet, 1983). The amount of soil moved 
is related to the strength of the forces acting on the soil particles. The forces 
acting on the soil particles to initiate movement are wind pressure and the 
impact of saltating particles. Isaltation is the bouncing, jumping motion of par-
ticles driven by the wind (Bagnold, 1941). The restraining forces acting on the 
particle are the cohesive force of water (if the soil contains water) and gravity. 

The pressure of the wind is proportional to the square of the wind velocity 
(Blackwood ci at., 1967; Bagnold, 1941; Chepil and Woodruff, 1963) and the 
impact force of saltating particles is proportional to the windspeed (Ijagnold, 
1941). Therefore, the mass of soil moved is proportional to the product of the 
wind and impact forces, which is the cube of the wind velocity. 
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Finire 31. Elements in the process of wind erosion. 

The force of cohesion is provided by adsorbed water films surrounding the 
soil particles. The resisting forces of cohesion and gravity are equal to the 
square of the effective mosture (Chepil and Woodruff, 1963). 

The wind erosion climatic factor is based on the principle of erosion being 
directly proportional to the cube of the mean annual windspeed and inversely 
proportional to the square of the effective soil moisture. The precipitation 
effectiveness index (Section 2) is used to represent the soil moisture. 

The equations for the wind erosion climatic factor as given by Lyles (1983) 
were used for this study. That source provided one of the best documentations 
of the model. The computation is as follows: 
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Figure 3 .2. Sensitivity of the wind erosion climatic factor (percent of the normal for a 
representative station) to changes in windspeed and precipitation effectiveness index 
[equation (3.1) in text[. The sample station, near Saskatoon, is representative of the 
central study area. luST! values of mean annual windspeed (5.0ms 1 ) and annual pre-
cipitation effectiveness index (33) give a normal climatic factor of 44.3. Note that the 
highest windspeed value (8.5ms 1 ) is equal to the mean monthly windspeed from the 
west-northwest direction for Swift Current in December. It is the highest mean monthly 
windspeed for any direction. 

C = 386 ()3 /(1)2 	 (3.1) 

where: C is the annual wind erosion climatic factor, 
is the average annual windspeed (m 1) at a height zof9.lm, and 

I is the annual precipitation effectiveness index. 

Typical values for the wind erosion climatic factor for Saskatchewan stations for 
the 1951-1980 normal period are given below in Figure 34(a). 

The climatic factor can also be computed on a monthly basis. Woodruff 
and Armbrust (1968) provide the following method: 

Cm  = 34.48 (m)  /(1)2 	 (3.2) 
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where: Cm  is the monthly wind erosion climatic factor, 
is the monthly mean wind velocity, and 

I is the annual precipitation effectiveness index. 

A disadvantage of equation (3.2) is that only the windspeed is determined 
on a monthly basis; the precipitation effectiveness index is an annual value. This 
was solved by the simple substitution of the monthly precipitation effectiveness 
index (sm) (see Section 2) and the monthly windspecd into equation (3.1) to give 

386 (m) / (1m ) 2 	 (3.3) 

3.2. Comparison of the Wind Erosion Climatic Factor 
with Observations 

It is not easy to validate the wind erosion climatic factor because there are few 
measurements of wind erosion rates across the Canadian Prairies (do Jong, 1984; 
IFRA, 1983). However, the wind erosion climatic factor may be compared with 
blowing-dust or dust-storm data that are available. The climatic factor was 
compared with the annual number of dust storms in Kansas (Chepil et al., 1963). 
A high incidence of (lust storms was found to be associated with high values of 
wind erosion climatic factors (correlation coefficient r of 0.68 and highly sig-
nilicant). 

In the present study the relationship of the wind erosion climatic factor (G 
and the number of days with blowing dust or sand (1)) was examined for 
Saskatchewan stations. Blowing dust or blowing sand is defined as "dust or 
sand, raised by the wind to moderate heights above the ground", and the visibil-
ity at eye level may be reduced to 1 km (Environment Canada, 1977). The 
number of days with blowing dust has been recorded for several Saskatchewan 
stations from 1977 to the present (Environment Canada, 1977-1983). 

Most of the II stations with available data had at least one day with blow-
ing dust every year and one station reported 19 days with blowing dust in one 
year. The mean annual value for the 7-year period of record (1977-1983) ranged 
from 5.0 days in the south to about half that number in the northern agricultural 
area. 

The year-to-year variation of the annual wind erosion climatic factor [equa-
tion (3.1)] and annual number of days with dust have been compared for a 
number of stations (for example, see Figure 8.9). There appears to be only a 
weak association between the two, with the year 1980 for Regina providing a 
noticeable exception, where the high climatic factor is not reflected in a high 
incidence of days with blowing dust. Further analysis from thirteen stations for 
the seven years (1977-1983) showed that the association between C and D 
appears to improve with an increase in the number of stations reporting blowing 
dust and a greater number of days with dust. 
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Fignre 3.3. Scattcrgraph of days with blowing dust against annual wind erosion chmatic 
facLor for Saskatoon and Regina, 1977-- 1983. 

The monthly variation of C [ecpiation (3.3)] and D was also examined as 
there is a definite seasonal pattern. The primary peak of D occurs in the spring 
to early summer for all but one of the years of record (Table 3.2). One of the 
reasons for this seasonality is that the greatest mean monthly wind velocity 
occurs in the spring (March to May) for most locations (10 out of the ii). 
Another important reason is that the vegetative cover is sparse in the spring. 
Precipitation is not usually at a maximum in the spring and unless snowmelt 
contributes significantly, dryness of the top layer of soil is also a likely factor. 

Even though the climatic potential for wind erosion is relatively high in 
September and October, the actual amount of blowing dust may be low owing to 
restraining factors such as vegetative cover. If this assumption is correct, it has 
great significance in ternis of the control of wind erosion, as it suggests that high 
climatic potentials for erosion coincide with the exposure of soil after harvest. It 
also follows that a better vegetative cover at the time of primary risk (spring) as 
provided by crops such as winter wheat, would reduce wind erosion. 

This pattern of I), with a pronounced spring maximum, probably contri-
butes to a decrease in the degree of correlation of annual C and annual D. For 
example, if spring is wet but the rest of the year is dry, the annual climate factor 
will be high. The wet spring will dampen the likelihood of high annual D 
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Table 3.2. Average monthly number of days with dust (fl) Saskatchewan stations. 

No. of 
SLations Jan Feb Mar Apr May June July Aug Sep Oct Nov Dec Year 

1977 13 0 0 1.1 2•4a  0.8 0 0 0.2 0 0.1 0.1 0 4.7 
1978 7 0 0 0 0 0.1 0.6' 0.3 0 0 0.1 0.4 0 1.5 
1979 9 0 0 0.1 0 0 0,7a 0.1 0.1 0.7 0 0 0 1.7 
1980 12 0 0 0 0 1.8 1  0.2 0.2 0 0,2 0.3 0.2 0.1 3.0 
1981 12 0 0 0 4,8a  3.3 0.1 0.2 0 0.7 0 0 0.1 9.2 
1982 11 0 0 0.1 1.6a  0.5 0.5 0 0.2 0.1 0 0 0 3.0 
1983 12 0.1 0 0 0 0.1 0.3 0 0.3 0.6a  0 0 0 1.4 

5 Maximum monthly value for the year. 

however, and the resulting relationship of C and D would be poor. The opposite 
could also occur. A dry, windy spring, resulting in a high annual D, could occur 
in a year that is otherwise wet (i.e., with a low C). This combination did occur 
in 1981. The apparent sensitivity of annual 1) to spring climatic conditions thus 
empha.sises the need to examine conditions at a monthly rather than annual 
resolution. 

3.3. Model Sensitivity Analysis 

A sensitivity analysis of the model was conducted to assess the relative impor. 
tance of windspeed (LI2 ) and the precipitation effectiveness index (I) in determin-
ing the wind erosion climatic factor. It was particularly important to study 
model sensitivity to changes in wind velocity because wind anomalies were not 
available as GISS model outputs for scenario experiments, and windspeed has a 
major effect on the model results because the third power is used. The climatic 
factor was calculated using equation (3.1) for windspeeds between 70 above 
and 50% below the mean windspeed for a sample station in Saskatchewan and 
for values of 1 ranging from 50% above to 50% below the mean (Figure 8.8). For 
example, by keeping I at the normal value, a decrease in wind velocity of 20% 
resulted in a substantial decrease of the climatic factor to only 51% of its original 
value, while a 20% increase led to a tremendous increase, to 173% of the original 
value. Thus, without increases in I (which would tend to offset the increases in 
the climatic factor), even slight mcreascs of wind with future climatic changes 
would tend to exacerbate the wind erosion risk. 

3.4. Impact Analysis and Interpretation 

The wind erosion potential of climate (as given by the wind erosion climatic fac-
tor) was calculated for some of the climatic scenarios listed in Section 1. The 
climatic factors for the 1951-1980 normal period are shown in Figure 3.4(a) for 
comparison. Figure 3.4(b-d) gives the wind erosion climatic factors by station 
for the scenarios and includes these results expressed as percentages of the nor-
mal climatic factor. 
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3.4J. The 2 x CO2  scenario ((;ISS1) 

The doubling of atmospheric carbon dioxide scenarios were based on the (ilSS 
global climatic model (Section 1). Normal wind data (Environment Canada, 
1982) were used for these scenarios as wind anomalies were not available as G1SS 
outputs. 

Although the climatic scenario conditions simulated by the G1SS1 model 
are warmer than the normal climate, greater than normal precipitation amounts 
are also predicted. As indicated previously, the wind erosion potential in a 
warmer climate is expected to increase owing to the decrease in soil moisture. 
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Table 33. Wind erosion climatic factor for the climate scenarios expressed as a pereen 
tage of the HIST1 climatic factor. 

Station GISS1 GISS2 HJST2 
l3roadview 58.8 84.3 496.8 
Estevan 96.0 139.5 294.7 
hudson Bay 86.4 124.2 143.9 
Kindersley 87.5 122.8 148.4 
Leader 81.7 125.9 175.1 
Moose Jaw 92.7 128.5 195.9 
North Battleford 82.7 122.4 105.9 
Outlook 88.1 126.2 243.1 
Prince Albert 97.2 124.3 85.1 
Regina 86.7 125.7 466.9 
Rockglen 90.9 134.4 
Saskatoon 86.3 129,4 154.2 
Shaunavon 861 128.9 315.5 
Swift Current 85.6 126.0 117.3 
Waseca 83.9 122.8 165.8 
Wynyard 77.1 146.6 
Yorkton 84.5 123.4 233.5 

data unavailable 

However, the wind erosion potentials based on the CISS1 scenario [Jrgure S..l(b) 
and Table ..31 are considerably lower than the levels expected for climatic warm-
ing alone, and are in fact less than the climatic factors for normal conditions. 

The reduction in wind erosion potential is caused by the increase in precipi-
tation predicted by the CISSI scenario counterbalancing and reversing the effect 
of the increase of temperature (precipitation effectiveness index, Section 2). 
Most of the climatic, factors Figure S.(b)) are in the range from 80% to 909i) of 
normal. Precipitation increases in the order of 20% of normal will apparently 
offset temperature increases of 3-4 C and a reduction in wind erosion potential 
results. It should be noted that total soil erosion will not necessarily decrease as 
the increase in precipitation would probably cause an increase in water erosion of 
soil. 

The spatial pattern of climatic factors for the GISSI scenario is generally 
similar to that of the normal period. The Swift Current 'Shaunavon area in the 
southwest is the core of the greatest erosion risk (greater than 60%) and the 
northeast has the least risk (less than 20%). The isopleths have the general 
northwest to southeast orientation exhibited for the normal period. The shift in 
isopleths from the normal period to the GISSI scenario is slight, but noticeable. 
The isopleths shift to the southwest by about 10-50km. An increased frequency 
of hot dry periods (noted in Section 2) would increase the potential for severe 
wind erosion. 

3.4.2. The 2 x CO 2  scenario with no change in precipitation (GISS2) 

This scenario was particularly important here because of the sensitivity of the 
wind erosion model results to precipitation. Most of the wind erosion ci inìat.ic 
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factors for this scenario are in the range from 22% to 47% above the 1951-1980 
normal Fgure 3.4(c) and Table 5.8]. Furthermore, the decrease in biomass 
estimated using this scenario (Section 2) could contribute to an increased wind 
erosion owing to the reduced protective cover. On the other hand, a change in 
crop, for example to winter wheat, could improve protection, especial'y during 
the spring. 

In terms of spatial pattern, the Swift Current- -Shaunavon area in the 
southwest retains the core of the highest values ]Figure 3.4()]. Nevertheless, the 
area with wind erosion potential classified as high has expanded into a large area 
of southwestern Saskatchewan south of a Regina to Kindersley line. 

The shift in isopleths that would result, as compared to the normal period 
conditions, is about 70km northeastward. The greatest shift of isopleths occurs 
in the central portion of the region and the smallest shift occurs in the northeast. 

3.4.3. Extreme decade - 1929-1938 

This time period is often called the "dirty thirties" because of the many dust 
storms that occurred. Badly blowing years had returned in 1929 after a series of 
wet years in the 1920s. In 1934 the Saskatchewan Wheat Pool recorded 157 
reports of serious crop damage from soil drifting. In 1935 the rains came back, 
but the soil still blew. In 1936 there were 3-4 times as many reports of soil drift-
ing as in 1934. In 1937 the dust began to blow early, strongly and frequently 
(Cray, 1978). Thus the 1929-1938 decade was considered appropriate for 
analysis. Unfortunately, only four of the stations used had adequate data avai1-
able for 1929-1938 and alternative procedures were not developed. The results 
for Saskatoon suggest a very high wind erosion potential for the period, but the 
three other available stations indicate the opposite. These lower values were 
apparently due to the lower mean annual windspeeds during that period. No 
doubt the technology of the time contributed to the dust storms of the 1930s. At 
the moment we can only speculate; the results are inconclusive and further 
analysis is needed. In further work it would he of interest to examine the impact 
on wind erosion of a decade with temperature and precipitation as in 1929-1938, 
but with normal windspeeds. 

3.4.4. Extreme years 

To explore further past instances of severe wind erosion events as useful indica-
tors of the future, climatic factors were calculated for those years considered to 
have had severe wind erosion events. The wind erosion risks for years during 
which little or no wind erosion occurred were also determined in order to esti-
mate the range of risks. 

The year 1961 was certainly a severe drought year and most of the wind 
erosion potentials were very high IFiqure 3.4(d)], but there was no independent 
evidence that the author is aware of, of severe dust storms that year. There 
were severe dust storms in the spring of 1981, but the wind erosion potentials 
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were not above norma,l that year for most locations because of the masking 
effect of the later portion of the growing season (Section 3.2). 

3.. Discussion Wind Erosion and CUmatic Change 

The GISSI scenario indicates a decrease in wind erosion potential from the nor-
mal in southern Saskatchewan (14% decrease on average). The wind erosion 
potential would be rated as low to intermediate over most of agricultural 
Saskatchewan. In contrast, the scenario of warming without the precipitation 
increase (GJSS2) indicates average wind erosion potentials of about 26% higher 
than normal. 

if the extreme years examined in this study are considered as an indication 
of range, then variations from average long-term climate scenarios can be 
assessed. For example, although the long-term climate of the GISSI scenario 
indicated reduced wind erosion potentials, Occurrences of years as extreme as 
1961 would still produce situations conducive to severe wind erosion. The more 
frequent, longer and more intense dry periods estimated with GJSSI conditions 
(Section 2) further emphasize the possil)ility of periods of increased wind erosion 
potentials. 



SECTION 4 

The Effects on Spring 
Wheat Production 

In this section the impacts on a speciFic crop, spring wheat, are discussed. As 
noted previously (Section I), spring wheat production is the major crop produc-
tion activity in Saskatchewan and, therefore, is a logical choice for study in 
impact analyses related to the agricultural industry. 

In this study a crop growth model is used to estimate the changes in spring 
wheat yields that could be expected to accompany the changes in climate out-
lined in Tables 1.3 and l.. In the following subsections details of the crop 
growth model and its sensitivity to thanges in various climatic parameters are 
outliricd. The impact of the different climatic scenarios on spring wheat yields 
and production are then discussed. Finally, the derived yield changes are incor-
porated into farm and provincial level input output models to examine the possi-
hic impacts on the economy of Saskatchewan. The results of this application are 
presented in Section 5. 

4.1. MthodoJogy 

4.1.1. The yield and phenological models 

The procedures used to estimate spring wheat phenology and yields are briefly 
described in the lollowing; a detailed discussion of the yield model is provided by 
Stewart (1981), while Robertson (1968) and Williams (1974) provide a more 
detailed discussion of the phenological model. Calculation of spring wheat yields 
is based on the methodology developed by the FAO (1978) and utilizes tabulated 
results from the de Wit (1965) photosynthesis model to compute "constraint-
free" yields. Yield estimates assume a sigmoidal cumulative growth curve with 
development incremented up to the number of days required to mature the crop. 
Net  hiomass production (B 0 ) is calculated as a function of the gross biomass 

293 
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production (fl) capacity of the crop, determined by its photosynthetic 
response to temperature and radiation, a maintenance respiration coefficient 
(C) and the number of days required to reach maturity (A 7). This relationship 
is expressed as: 

B0 = 0.36B /(1/N i- o.25GT) 	 (4.1) 

To estimate N, a p}ienological model developed by Robertson (1968) is used. 
Robertson's model describes the plicnological development of spring wheat as a 
function of temperature and photoperiod in the form: 

i =s 1 
 [a 1 i 	a0) 	a2(L1 - ao)2j[bj(l'maxj - b 0) + b 2 (Tmax - b 0 ) 2  

- f b 3 (Tmin 	b 0) f- b4(Tmin - bo) 2 1 	1 	(4.2) 

where: L 1  is the photoperiod (duration of daylight in hours) on day i, Tmax 1  is 
the maximum air temperature on day , Tinin i  is the minimum air temperature 
on day 1, S is the date of a phonological stage in the development of wheat 
toward maturity and S2  is the next stage, and a0 -- a 2  and b 1 - b4  are coefficients. 

In the model, five phenological phases are considered: planting to emer-
gence, emergence to jointing, jointing to heading, heading to soft dough and soft 
dough to ripe. For each stage a different set of a and & coefficients are used. 
The reader is referred to Robertson (1968) for a detailed description of the model 
and for a more precise definition of each of the crop phenological stages. 

If the commencement date for a phase is known, then by using equation 
(4.2) with the appropriate set of coefficients, the date this phase ends and the 
next begins can be estimated. This is accomplished by summing the value calcu-
lated by equation (4.2) from day to day until a value of I is reached. The date 
the crop ripens or matures is derived by continuing the summation from the 
planting date through all five phases. N is then derived as: N =- lEND 
ISTART + 1, where ISTART and lEND are the Julian dates that the crop is 
planted and reaches maturity, respectively. 

The planting date is calculated as the date -  the smoothed meari minimum 
air temperature first exceeds 5 'C in the spring. This represents, with a 50% 
probability, the average date for the last spring and first autumn "killing frosts" 
(-2.2°C) when using averaged 30-year climatic normals data (Sly and Coligado, 
1974). In determining this date, the monthly temperature data are first con-
verted to daily values using the Brooks (1943) sine-curve technique. The planting 
date is then derived by computer interpolation of the first day the minimum air 
temperature reaches 5 'C. Similar criteria are used to determine the end of the 
growing season in the autumn. If an estimated autumn frost occurs before the 
crop reaches maturity, the crop is assumed killed and the yield component set 
equal to Zero. 

Crop dry matter yield (By ) is then derived as: 
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B, x H1 	 (4.3) 

where If is the harvest index, detined as that fraction of the net biornass pro-
duction that is economically useful; i.e., the grain component. 

The experimental work of Major and llamrnan (1981) at Lethbridge, 
Alberta, for Neepawa wheat is utilized to calculate harvest index values. Using 
their data, it was found that the harvest index was inversely related to nioisturc 
availability. That is, if moisture is limited, more of the crop biomass in terms of 
percent is converted into yield than if moisture is not limited. This relationship 
is expressed by using the ratio of actual evapotranspiration to potential evapo-
transpiration (AE/PE). On the basis of the Major and Hamrnan (1981) results, 
in the yield calculations, if the value of AE/PE is greater than 0.75, the value of 
111  is set equal to 0.35. As AE/FE decreases below 0.75 the value of II I  is 
increased linearly to a maximum value of 0.52. This value is reached when 
AE/PE has declined to approximately 0.36. 

In this study FE is calculated using the Penman (1963) method and A E is 
derived using a combination soil moisture budgeting split canopy evapot.rans-
piration model. The former involves using the techniques described by Baler et 
at. (1979) and the latter the work of Ritc.hic (1972). Details of the procedures 
used to calculate both AE and PE are provided by Stewart (1981). 

Values of B computed by equation (4.3) are constraint-free or genetic 
potential yields and neglect the effects of yield-reducing factors such as moisture 
stress; weeds, pests and diseases; climatic effects on yield components, yield for-
mation, or quality of produce; and held workability. For the purposes of this 
study, values of B were corrected by a moisture stress yield-reducing factor 
(MSF) to give values of estimated dry matter yield (/3 w ), in the form 

J3 =B x MSF 
	

(1.4) 

All other yield reducing factors are a..ssuined negligible. 
Moisture stress is derived using an expression relating the relative yield 

decreases to the relative evapotranspiration deficit in the form: 

MSF .- 	. k (I - AE/PE)1 	 (1.5) 

where ky is an empirically derived coefficient for crop yield response to moisture 
deficit. For spring wheat the value of ky is set to 1.15 based on the work of 
Doorenbos and Kassam (1979). 

The procedures for estimating dry matter yields presented above are 
designed to evaluate the long-term crop production capability under optimum 
management conditions on a continental scale from standard climatic informa-
tion. The input data reqtired include long-term monthly averages of tempera-
ture, precipitation, incoming global solar radiation, windspeed and vapor 
pressure. These data are normally available from observation networks, or alter-
natively can be derived using simple empirical equations. 
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4.1.2. Historical and 2 x CO 2  climatic scenarios 

For analysis of climate in relation to spring wheat, the data must be on the same 
geographic basis for climate as for wheat production. Crop yield and production 
data are reported annually for the 20 Saskatchewan crop districts (CD) (la to 
Ob, Firjure 1.2) by the provincial government. The climatic data were subse-
quently converted to the basis of these districts for comparative purposes (i.e., 
yield rnodl estimates versus commercial yields). 

The 1951-1980 climatic normals for clirnatological stations (Environment 
Canada, 1982) had been converted by computer interpolation to a 100 x 100 km 
equal area grid system (Leflrew ci al., 1983). These grid data were employed to 
compute the climatic normals (the IIISTI scenario described in Section 1) for the 
20 crop districts using procedures described by Stewart (1981). 

Monthly values of crop district mean daily maximum and minimum tem-
peratures and total precipitation (Tniax, Tmin and Pep, Table 1.3) used in the 
analysis for 1961 (IHST2 scenario) and 1933-1937 (III81'4 scenario) were 
obtained from Mack (1982). The 5-year period, 1933-1937, was used raLlier than 
the 1929-1938 period because weather data in crop district form were only avail-
able for these years. 

Temperature and precipitation data for the GISSI and CISS2 scenarios 
were derived by adjusting the climatic normals (IIIST1), as explained in Section 
1. The estimation of phenological and biomass parameters in the crop model 
require Tmax and Tmin. Since the CISS model output only provided monthly 
mean temperature values, it was assumed that the effect on Trnax and Tmin was 
the same (i.e., if Thdj 3°C, then 3°C was added to both Tmax and Tmnin). 

As discussed in Section 1, the GISS model outputs for use in simulating 2 
climatic scenarios were provided for grid points covering the case study 

area. For the spring wheat analysis, these data from the nine points of intersec-
tion of the 50°, 54° and 58°N latitude and 100°, 105° and 110°W longitide lines 
were used. The temperature differences and precipitation ratios were mapped 
and values interpolated by hand to obtain the Tadj and Prpadj adjustments at 
the centroid of each crop district. The centroids are labeled by crop district 
number in the maps outlined in the subsequent sections. 

Climatic data for the CISSI and CISS2 scenarios were simulated using the 
HIST1 temperature and precipitation data with the adjustments for these 
scenarios. For other climatic data required for the crop model, including solar 
radiation, wind speed and vapor pressure, normals for the 1951-1980 period were 
used. 

Daily information for all climatic parameters except precipitation was gen-
erated from the monthly data using the sine-curve interpolation technique of 
Brooks (1943), as in previous work (Williams, 1969a; Williams and Oakes, 1978; 
Dumanski and Stewart, 1981). Precipitation data were converted to weekly 
values and these values were distributed among days, assuming that 60 0/6 would 
be received the first day, 30% the second, 10% the third, and 0% for each of the 
remaining 4 days. Daily information was used in simulating the water balance 
for the crop model. 
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4.2. Comparison of Model Results with Observations 

Results for the phenological model have been compared to data from other 
sources in studies relating to wheat and barley on the Canadian Great Plains 
(Williams, 1971, 1974). Despite the limitations discussed in those papers, the 
model can be applied in most potential agricultural areas of Canada or in other 
areas with continental climates and long summer day lengths. however, as we 
have already noted (Section 1), such findings may not necessarily be too helpful 
in assessing the applicability of the methods to climatic impact analysis, espe-
cially for scenarios of climate as different as that anticipated with a doubled level 
of CO2  in the atrrfosphere. 

The crop growth model used in this study was designed to evaluate long-
term potential crop yields under optimum management conditions. However, 
there are no long-term experimental results in Canada available for validating 
this model because of continual technological change in crop varieties. However, 
some relevant short-term experimental data are available. Model estimates were 
compared with experimental work carried out by Major and Itamman (1981) at 
Lethbridge, Alberta, and by Onofrei (personal communication, 1984) at six loca-
tions in Manitoba. 

To compare model estimates with observations at the Alberta and Mani-
toba sites, climatic data including the mean (Tmean), maximum (Tmax), and 
minimum (Tmin) air temperatures, precipitation totals, and plant available soil 
moisture data observed for each year were obtained. For the Alberta site only 
monthly observations were available while for the Manitoba sites daily data were 
obtained. Results of the comparison of estimated yields to observed values are 
given in Table 4.1. Results show that the model is within 15% of observed 
values. 

These results are remarkably good considering that the model was not 
designed for use with data for individual years but, rather, for applications 
employing monthly data averaged over several years. The equations used to 
compute crop biomass and yield employ averaged growing season information as 
opposed to the actual day-to-day values that would be used in a model designed 

Table 4.1. Comparison of model estimates with observed experimental yields in 
Alberta and Manitoba. 

Dry matter 
Yield (kg/ha) 

No. of Model/ 
Year Location sates Model 	Observed observed 
1976 Albertaa 1 3495 	 3098 1.13 
1977 Albertaa 1 2454 	 2023 0.94 
1982 Manitobab 6 3547+859 	3967±440 0.89 
1983 Manitobab 6 2666+607 	3098±763 0.86 
Data from Major and Hamman (1981) at Lethbridge, Alberta, for r4eepawa Wheat. 
Data from Onofrei (personal communication, 1984) for six sites in Manitoba (eausejour, Win-
nipeg, Woodmore, Marapolis, Bagot and Teulons) for Glenlea 
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for real time application. For this reason the model does not simulate plant 
growth and photosynthetic activity on a daily basis as would be the case with 
sophisticated models, nor was it intended to do so. It was instead designed to 
simulate what happens to the crop biomass productivity for averaged growing 
season conditions. Consequently, it is recognized that many environmental fac-
tors affecting crop growth and productivity are unaccounted for in the model 
framework. 

A more detailed physiological model, such as Cornell University's 
Soil-Plant -Atmospheric Model (Shawcroft et aL, 1974), can simulate daily crop 
growth processes. A model of this sort, however, is designed for site-specific 
applications requiring considerable data input which can only be obtained for 
individual sites or crop canopies. These data, in most cases, cannot be extrapo-
lated to the large-scale applications. Iurthermore, it is prohibitively expensive 
for a model of this sort to be used for large area application, and even if it could 
be used in this way, it has no real advantage because in most cases it has been 
found to be no more accurate than much simpler models. It was decided, there-
fore, that a detailed physiological model would not be appropriate for this study. 

The model used in this study was selected, despite its inherent weaknesses, 
because it is physically based and is able to respond to various environmental 
stimuli in much the same way as a plant would respond. It requires input data 
that are readily available, and it is inexpensive to use for continental-scale appli-
cations. In addition, it responds reasonably well to the sorts of environmental 
stresses being addressed in this study and currently is the only model of this sort 
available for use in Canada. 

it is emphasized that the comparison outlined in Table 41 includes experi-
mental yields which represent the potential or maximum yields that can be 
obtained under optimum management practices. They do not represent the 
yields obtainable under current commercial conditions that are considerably less 
than the potential. For example, reported commercial yields were 59% and 60% 
of the values given in Table 4.1 for experimental wheat yields, respectively, for 
1982 and 1983 in Manitoba. Similarly, in Alberta the ratio was 76% and 70%, 
respectively, for 1976 and 1977. For this reason, all scenario yield estimates are 
expressed in terms of percent of normal, where normal represents the model esti-
mate derived using the climatic data averaged for the 1951-1980 period (IIIST1). 
It is assumed that the effects on yields of variations in climatic conditions are the 
same for both commercial and experimental spring wheat production. 

4.3. Model Sensitivity 

The sensitivities of modeled yields, phenology and growing season lengths to 
changes in temperature and precipitation were analyzed. Results are provided 
for departures from normal temperature of from -2 to +3 C and precipitation 
values from 60% to 130% of normal, using the 1951-1980 normal period as the 
base data (Figures 4.1 and 4.2). With 1951-1980 (HIST1) climatic conditions, 
the growing season length (CSL) in Saskatchewan averages 115 + 6 days. Much 
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Figure 41. EFfects of temperature deviations from 1951 1980 normal (HISTI) on: (a) 
changes in growing season length for crop districts la 9a and a provincial average for 
Saskatchewan, (h) changes in maturation time for spring wheat, and (c) changes in 
spring wheat phase development lengths. 
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Figure 4 	Sensitivity of model yields (% of normal) to changes in precipitation (% of 
normal) and temperature ('C) for crop districts (a) la, (b) 6b and (c) 7a in 
S ask atchew an - 

of the variation in GSL can be explained by the latitude and by the higher eleva-
tion of the terrain in the southwest corner of the province. In general the effect 
on the growing season length of increasing or decreasing the temperature tFgure 
4.1(a) is to increase or decrease the GSL by about 40 days/uC  which is generally 
split equally between the start and end of the growing season. 

It should he emphasized that these figures represent statistical results 
derived from long-term climatic averages. When records for specific years are 
examined, no relationship between the beginning and ending dates of the grow-
ing season is evident. Thus, the fact that temperatures are above normal does 
not necessarily mean that the growing season length will be longer. On the con-
trary, the growing season can be shorter than normal in some warm years and 
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longer than normal in some cold years. From the historical data used in this 
study, in particular, 1935 and 1961 are good examples of this contradiction. The 
former was a year when temperatures were well below normal (as much as 
—2 'C), the latter well above normal (-3 'C). According to the relationship 
shown graphically in Figure 1(a), the GSL should have averaged 92 and E45 
days, respectively. In actual fact, the GSL averaged only about 8 days below 
normal for 1935, and instead of being 30 days above normal for 1961, averaged 
about 3-5 days below normal. This also illustrates the fact that using an 
extreme year, or set of years, as an analogue to obtain an indication of likely 
future values of an agroclimatic variable such as CSL, given a return to generally 
similar climatic conditions, may he quite misleading in that exactly the same 
condition may never he repeated. A particular average value can represent 
many different combinations of conditions, each of which could have a different 
impact. History, from this point of view, can he construed as potentially being 
very misleading. 

4.3.1. Sensitivity of phonological development 

With 1951-1980 climatic conditions (HIST1), the maturation time for wheat 
ranges from 86 to 98 days in Saskatchewan with an average of approximately 90 
days. Decreasing the temperature increases the length of time needed to reach 
maturation by about 5-6 days/ 'C, whereas, as temperature increases by 1, 2 and 
3 'C, the effect is to reduce the maturation time by, on average, 4, 7 and 9 days, 
respectively. The effect of a temperature decrease on the spatial variation of 
maturation time within the region, as shown, would be to increase the range in 
time required to reach maturity among crop districts from 12 to 19 days for a 
I 'C temperature decrease. As temperature increases, however, the overall effect 
would be to reduce the average regional variation from 9 to 6 to 5 days, respec-
tively, for incremental temperatures increases of 1, 2 and 3 'C [Figure ..i(b)J. 

The effect of temperature variations on the five development phases of 
spring wheat is presented in Figure 4..1(c). Results indicate that the first two 
phases are virtually unaffected by temperature variations. Only after the crop 
has reached the jointing stage does temperature have an effect. Overall, the 
effect of temperature is translated into an increase in phase length as tempera-
ture decreases and a reduction in phase length as temperature increases. 

As temperature changes the length of the growing season, it also changes 
the placement of the beginning and end of this period, or window, in relation to 
the summer solstice (period of maximum light intensity). As a consequence of 
the higher temperature, the planting date takes place further in advance of the 
solstice, and crop growth and development occurs during a period of higher 
incoming solar radiation. The shift also enhances the effect of daylight on matu-
rity. On the other hand, as also shown, a decrease in temperature would have 
the opposite effect. 
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4.3.2. Sensitivity of model yields to temperature and precipitation 

Any change in the length of time required for a crop to mature ultimately has a 
corresponding effect on crop yIelds. The sensitivity of model yields to seasonal 
temperature departures from normal of —2 to 3C and precipitation variations 
from 60% to 130% of normal (IIISTI) are outlined in Figure 49 for crop districts 
Ia, 6b and 7a. These crop districts represent a southeast to northwest transect 
across the study area. The data presented reveal some interesting features 
including: 

Model yields for a specific temperature are linear in relation to precipita-
tion changes, although the slope of this relationship differs slightly from 
one crop district to another. This difference can be attributed to the 
difference in base precipitation and temperature from place to place (Table 

4. ). 
The effect of temperature on yield is nonlinear for a given precipitation 
level. This is primarily the response of the model to changes in the length 
of time required to mature spring wheat which ranges from 81 to 101 days 
for temperature departures of -I 3 to —2 C, respectively. In general, for the 
range of temperatures considered here, the effect of decreasing tempera-
tures from the current level would apparently increase yields, whereas 
increasing temperature would decrease yields. This is primarily associated 
with the change in moisture stress resulting from changes in crop fraespira-
tion demand. l)ecreasing temperature in the absence of any change in pre-
cipitation would reduce moisture stress, while increasing temperature has 
the opposite effect. 
The model clearly shows that for any temperature change a corresponding 
change in precipitation is required to maintain current yield levels. For 
example, if temperatures were to decrease by about I °C, the model projects 
that existing yield levels could be maintained with corresponding prcipita-
tion decreases of from 12% to 11%. Similarly, if temperatures were to 
increase by -f 3 °C, as now projected by some of the current GCM models 
for a doubling of atmospheric CO 2  concentration, the model suggests that a 
precipitation increase of about 40% would he required to maintain existing 
spring wheat yield levels. 

4.4. Effects of Climatic Changes on 
Growing Season Agroclimate 

Average growing season climatic conditions for the 1951 -1980 normals (IIIST1) 
period in Saskatchewan are illustrated in Figure 4(a) (c). Fqure 4.9(a) out-
lines the growing season length available for crop growth; Figure 4.9(b), the ther-
mal resources available during the growing season, expressed in degree-days 
above 5°C; and Figure 4.9(e), the available moisture in terms of precipitation 
received during this growing period. These figures basically define the growing 
season as being relatively short, warm and dry. The average GSL varies from 



302 	 !'ffeds of dimoiic dange tnSnskathewan 

Table 4.2. Temperature (CC) and precipit& ion (% of normal) deviations from the 
HISTIa normals averaged over the period May to August for the IIIST2, IIIST4 and 
GISS1 scenarios. 

Crop 
District 

Baseline 
HIS Ti 111ST2 GISSI 

Climalic sCeflarOS 

HIST4 	1933 	1934 195 1986 1937 

Trmperature CC) 

in 15,9 1.8 3.5 0.2 0.7 -0.1 1.7 1.2 1.1 
lb 16.0 1.4 3.5 0.0 0.4 -0.3 -2.0 0.9 1.2 
2a 16,0 1.9 3.6 1.0 1.2 0.7 -1.0 2.1 1.9 
2b 16.3 1.6 3.5 0.2 0.6 -0.2 -1.7 1.2 1.2 
3an 16.4 1.3 3.5 0.5 0.7 0.3 -1.6 1.3 1.6 
3as 15,7 2.5 3.6 1.3 1.4 1.0 -01 2.9 2.0 
3bn 15.8 2.1 3.5 0.9 1.4 0.7 -1.1 1.6 1.8 
3bs 15.3 2.5 3.6 1.2 1.7 0.9 - 0.8 2.4 1.8 
4a 14.9 1.8 3.6 1.4 1.1 1.1 -0.5 3.3 1.9 
4b 14.7 3.5 3.5 2.3 2.4 2.0 0.3 3.9 3.0 
5a 15.6 1.4 3.6 0.1 0.7 0.4 -1.7 0.7 1.1 
5b 14.8 1.9 3.5 0.5 1.0 0.0 -10 1.2 1.5 
6a 16.0 1.6 3.5 0.2 0.3 0.2 -1.6 0,9 1.0 
6b 16.1 1.8 3.6 0.1 0.5 -0.2 -1.5 0.9 0.8 
la 15.8 1.8 3.6 1.0 1.5 0.6 --0.9 2.4 1.6 
7b 15.7 1.3 3.6 01 0.5 -0.4 - 1.3 1.4 0.4 
8a 14.4 1.7 3.5 1.0 1,1 -0.2 0.0 1.6 2.3 
8b 15.5 1.5 3.6 1.8 1.5 1.2 0.5 2.3 2.3 
9a 14.4 1.8 3,6 1.8 2.1 1.2 0.4 2.8 2.6 
9b 14.4 1.8 3.5 0.3 - 0.1 1.8 0.9 0.9 0.0 
Mean 15.5 1.9 3,6 0.8 1.1 0.5 -0.9 1.8 1.6 

Preci pit alion (% of baseline) 

Ia 248.7 38 109 84 77 74 157 47 64 
lb 248.8 32 110 79 90 66 146 46 18 
2a 225.7 42 110 89 121 79 133 61 49 
2b 219.8 37 111 93 118 79 117 72 51 
3an 199.9 44 110 88 101 81 122 79 57 
3a.s 209.8 47 111 76 89 70 115 56 51 
3bn 192.0 52 111 100 122 90 135 91 64 
3bs 195.5 50 112 88 96 88 113 77 66 

4a 188.5 64 112 79 119 71 83 58 62 
4b 176.5 57 113 78 119 91 72 60 48 
5a 237.1 29 11! 91 113 69 142 75 54 
Sb 237.4 36 112 96 113 88 129 82 67 
6a 212.7 413 112 93 101 81 153 76 53 
6b 209.9 52 113 82 79 81 112 73 63 
7a 195.8 45 113 53 51 51 69 38 62 
7b 210.4 64 114 75 67 100 83 50 76 
8a 240.4 34 113 82 83 91 93 71 73 
8b 222.9 40 112 107 97 128 135 83 94 
9a 238.4 40 113 72 71 84 89 49 67 
9b 247.7 61 114 71 77 70 72 54 81 
Mean 217.9 46 112 84 95 82 115 65 63 

aHISTI values are actual 1951-1980 averages, T'O), P(mm). 
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Figure 4.8. The 1951-1980 (lIST!) climate in southern Saskatchewan, (e) Variation in 
growing season length (days), (b) variation in growing season degree-day toaIs over 
5C, (c) variation in growing season precipitation totals (mm), and (d) variation in 
spring wheat maturation time (days). 

100 to 120 days generally decreasing in a south to north direction. The excep-
tion to this pattern is in the southwest corner of the study area where the higher 
elevation of the terrain in general, and particularly in the Cypress Hills, results 
in the GSL being of similar duration to that of the more northerly agricultural 
area of the province. The quantity of heat available for crop growth (CDD), as 
presented in Figure 4.8(b), follows the growing season length pattern with the 
greatest amount of heat available in the central part of the study area (1400 
degree-days) and the least in the north (1100) and southwest corners (1200). It 
may be noted that when GDD for the year as a whole are considered (Figure 2.1 
- HJSTI map), including the early spring and late autumn contributions beyond 
the ends of the growing season as defined here, the totals are 300-400 units 
higher. The spatial patterns, however, are quite similar to those presented in 
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Ftgure 4.3(h) again with the lowest values found in the north, northeast and 
southwest corner of the study area. Also, as shown in Figure 4.3(c),  the 
southwest corner of the study area is the driest with total growing season precip-
itation averaging slightly iess than 180mm. In moving both north and east in 
the study area, values increase to slightly more than 240 mm. 

The departures from normal for temperature and precipitation data for the 
May to August period for all scenarios except CJSS2 are given in Table 4.2. The 
CISS2 temperature deviations would be the same as those tabulated for GTSS1, 
while precipitation for GISS2 would he 100% of the normal (HISTI) values for 
all districts. It is quite apparent from the data presented that the II1ST4 period 
was an extremely variable period. During this period, except for 1935, which 
was an extremely cool wet year, mean temperatures (averaged for the entire 
study area) were well above normal, ranging from 0.5°C above normal in 1934 to 
+1.8 ° C in 1936. Extremes of 3°C above normal in temperatures in individual 
crop districts occurred in the areas of greatest deviation in 1936 and 1937, with 
the greatest being 3.9°C in 1936. In 1.933 and 1934 the extremes ranged as high 
as 2.4 and 2.0°C respectively. In the middle of this warm sequence was an 
extremely cold year (1935) with temperatures averaging 0.9°c below normal. 

Coincident with the abnormal temperature conditions, precipitation was 
also highly variable, ranging from an average of 37% below normal in 1937 to 
15% above normal in 1935. In two of these years (1936 and 1937) significant 
decreases in precipitation below normal occurred, amounting to 35% arid 37%, 
respectively. On the other hand, during the extremely cold year of 1935, precipi-
tation averaged 15% above normal with a range as high as 57% above normal to 
31% below normal for individual crop districts. 

The high variability in weather experienced between years in the IIIST4 
period is also very evident. For example, the year-to-year fluctuation in tem-
perature within the study area ranged from a 1.52.0°C decrease between 1934 
and 1935, to a 2.5-4.0°C increase between 1935 and 1936. Coincident with this 
was a corresponding fluctuation in precipitation with a 33% increase between 
1934 35 and a 50% decrease from 1935 to 1936. Add to this the two extremely 
warm dry, consecutive years that occurred in 1936 and 1937, and it becomes 
quite evident why this period is undoubtedly one of the most variable 5-year 
periods on record in western Canadian history. The effect of this variability on 
the agricultural system was devastating in relation to the technology available at 
that time and, as will he shown in following subsections, a return to similar con-
ditions in conjunction with 1980 levels of technology, although not as devastat-
ing, would nevertheless be significant in terms of the reduction in yields and the 
subsequent effects on the economy. 

The difference in climatic conditions for the TTIST2 (1961) extreme year are 
given in Table 4.2. As shown, the temperature deviation, while averaging 1.9 °C 
above normal, ranged from +1.3 to +3.5°C throughout the study area. The 
extreme nature and extent of the regional deviation in climate from normal is 
also quite apparent with every crop district being at least 1.3°C above normal. 
As in the HIST4 drought period, precipitation was well below normal, averaging 
about 46% of normal for the entire agricultural area; the range varied from a 
low of 29% to a high of 64%. 
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In all cases the historical years tend to represent extremes in variability for 
both temperature and precipitation. The CISS.l scenario, on the other hand, 
tends to represent an extreme in temperature only with temperatures averaging 
3.5 3.6 C above the existing normals. As well, the projected climatic change is 
virtually identical over the entire study area, whereas historically the data show 
considerable regional variation in temperature deviations from norma. The 
combination of warmer temperatures and increased precipitation for the CISS1 
Scenario also contrasts markedly to the historical experience where warmer con-
ditions have usually coincided with below normal precipitation. The CISS! 
scenario suggests that precipitation levels would be increased by slightly more 
than 10 above the normal (ITIST1) levels. 

All of these climatic scenarios have important impacts on crop yields and 
subsequently on the economy. In the case of an extreme year the following sub-
sections describe how short-term perturbations in climate might affect spring 
wheat yields. With the GISS scenarios we attempt to assess the likely effects on 
spring wheat of the implied shifts in long-term average climate, it should be 
recognized that spring wheat is not the only crop that would be affected by these 
perturbations and shifts. We recognize this fact in the present study; however, it 
was beyond the scope of this project to evaluate the impact on all crops. 

In discussing the impacts of the various climatic scenarios on spring wheat 
yields, the following sections outline the effect of the temperature changes on the 
ability of spring wheat to mature, the effect of temperatures and precipitation in 
terms of their impact on yield, aiid subsequently the impact on provincial crop 
production. The derived wheat yield values are then used in Section 5 as input 
into an input-output economic model to determine the economic impacts. 

4.5. }ffects of Climatic Changes on Spring Wheat Maturity 

This subsection focuses on the part of the growing season from spring wheat 
planting to maturity. The average time required to mature spring wheat, as 
determined by the biometeorological time scale, for IIIST1 ranges from 86 to 98 
days (Table 4 .3) with the lower values observed in the southeast and central crop 
districts [Figure .3(d)I. Comparing these maturity requirements with the avail-
able GT)l)s l Flyrtre .3(b)] shows the close correlation of the length of time 
required to reach maturity and the total heat available. Ignoring the effect of 
day length and comparing the thermal resources over the growth period of spring 
wheat from planting t.o ripening revealed that this crop generally requires from 
1000 to 1100 degree-days in Saskatchewan. These results, together with the sen-
sitivity analyses presented in Subsection 4.3, indicate that the amount of heat 
required to mature wheat is basically the same throughout the agricultural area 
in Saskatchewan. The key factor affecting wheat development is the rate of heat 
accumulation, and as can he seen from examining Fmgure.s 43(h) and . the 
areas with the longest maturation time requirement correspond to the coolest 
areas. Conversely, the warmer the temperature the faster spring wheat matures. 
Of course, as shown in Figure 4.1(h), the effect of temperature on maturity is 
nonlinear. The results of the sensitivity analysis suggests that spring wheat 
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Figure 44. Variations in spring wheat maturation time (days) for: (a) 1933-1937 
(I11ST4) scenario, (b) 1961 (111ST2) scenario, and (c) 2 x CO2TP (GISS1) scenario. 

maturation time would level off somewhere between 70 and 80 days for a tem-
perature increase somewhat greater than 3 C above the HIST1 level. 

Derived maturation requirements for the 111ST4 (1933-1937), IIIST2 (1961) 
and GISS1 (2 x CO 2TP) scenarios are shown in Figure 4.4; the differences from 
normal for individual years within the HIST4 period are given in Table 4.9. The 
data indicate that climatic warming would generally reduce maturation time. 
For example, the average maturation requirements for the HJST4 scenario differ 
from normal by -1 2 to -12 days, while for IIIST2 the difference between crop 
districts ranges from -5 to -- 18 days. There is considerable variation among the 
individual years making up the HIST4 average. however, the largest decrease in 
maturation time generally coincides with the greatest increases in temperature 
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Table 4.3. Difference in maturation days between IIIST1 (195t--1980 normal), I-LJST2, 
IIIST4 and GISSI scenarios, 

Crop 
dis0-ict 

HIS 71 
(1951 - 

1980) 1938 

HIST4 individual years 

1934 	1935 	1986 1987 
HIST.4 
(Mean) 

JIJST2 
(1961) GJS5°1 

la 88 -2 8 10 -3 -4 2 8 -4 
lb 87 -2 9 10 -2 5 2 -7 -4 
2a 86 - 	4 6 3 -5 -7 I -7 -4 
2b 86 -2 10 5 -2 -5 1 --7 4 
3an 87 --5 7 4 2 -8 1 -6 -5 
3as 88 -Ii 6 4 -3 -8 -1 -9 6 
3bn 89 -7 7 0 --7 8 -3 -7 -7 
3bs 92 -9 5 1 - 8 10 4 -ii - 10 
4a 96 tO 3 12 -11 -ii -4 9 -12 
4h 98 -18 -2 -8 -15 --18 -12 -18 14 
5a 89 -3 9 10 -1 5 2 -7 -5 
5b 92 -4 9 7 -2 8 0 -9 --ii 
6a 87 -1 11 7 0 -7 2 - 7 -4 
Gb 87 -2 10 3 1 -6 1 -7 5 
7a 88 -8 7 0 -7 -Ii -4 -8 6 
7b 89 -2 ii 1 - 4 -4 0 5 - 7 
8a 93 3 13 -6 -6 -12 -3 -10 -14 
8b 87 -2 II 0 6 -6 0 - 	7 -7 
9a 95 -10 2 --9 -11 -15 -8 10 -13 
Yb 94 4 -9 7 -4 19 3 9 12 
Mean 90 -5 7 3 --5 7 -2 -- 8 8 
(ISD) (14) (+5) (+5) (+6) (+4) (17) (+4) (+3) (14) 

(Tables 4-2 and 4.3). Crop district 4b, which for all historical scenarios has the 
largest increases in temperature from normal, has temperature departures of 
+2.4, 1-2.0, +0.3, +3.9 and -1-3.0°C, for individual years from 1933 to 1937 
respectively (average 1 2.3°C), and +3.5 °C for IIIST2. These correspond to the 
largest decreases in maturation requirements, averaging 12 days for H!ST4 and 
18 days for HIST2. At the same time, lower temperatures for parts of the study 
area in some years in the HIST4 period coincide with increases in the length of 
time required to mature the crop. This is particularly evident in 1935 when, 
with temperatures averaging 0.9°C below normal, there was an increase of about 
3 days in maturation time. 

Comparison of the estimated effects of warming for the CISS1 scenario 
[Figure 4.4(e)[ to those observed for the historical scenarios reveals both similari-
ties and differences. The predicted increase in Tmean for CISS1, averaging 
3.5°C above the IIIST1 level for the May to August period (Table 4.2), is corn-
parable with that obtained for some crop districts for IITST2 and IIIST4. The 
effect of the large-scale warming associated with GISSI is to reduce spring wheat 
maturation time to the 79 to 84-day range. However, unlike the historical 
scenarios where the longest requirements remain in the northern part and 
southwestern corner of the agricultural area, the time required to reach maturity 
tends to be reversed. That is, the northern region has the shortest requirement, 
79-80 days, as opposed to 82-84 days in the south and central parts. This may 
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be attributable to the planting date advances of 2-4 weeks, and the coincident 
greater increases in the northern districts' day lengths. 

Comparison of the changes in maturation time (Table 48) with those for 
May to August temperatures (Table 4.2) indicates that the GISS1 decreases are 
less than might be expected from a historical perspective. The tendency for the 
increase in impact on maturation time to level off at higher temperatures [Figure 
4.1(b)j could only account, for part of this effect. For example, the increase in 
May to August temperature was considerably less for HTST2 than for GISS1 for 
all but one of the crop districts, but in 12 of the districts the reduction in time to 
mature was greater for IIIST2 then GISS I. Also, in most historical cases where 
the district temperature departures for a year were between 12.4 and - 3.5 °C, 
the reduction in time to maturation was greater than that for CISSI, for which 
the departure was about +3.5°C. 

Consideration of growing season start and end and growing season length, 
May to August temperatures, and days to maturity, for a cross section of dis-
tricts (la, 4h and 9b, Table 4.4), can be used to explain this contradiction. The 
reduced impact for GISS1 is attributable to the fact that the temperature 
increase for this scenario is distributed fairly uniforrrily among the growing sea-
son months and equally between Tmax and Tmin. The distribution, however, is 
quite nonuniform for the historical scenarios, as is illustrated for HIST2 for dis-
trict 4b (Table 4.5). In this example the temperature deviation is much greater 
for IIIST2 than for GISSI in June. As well, the fact that the positive departure 
in mean temperature in May is reflected nearly exclusively in the maximum tem-
perature may also be relevant. Greater heat during certain critical periods may 
account for the greater impact of the temperature increases on maturation time 
for the historical scenario than for GISSI; however, further research would he 
needed to confirm this. 

An interesting point revealed in comparing the IIIST2 and GISS1 scenarios 
is the fact that in both cases the results indicate the greatest impacts in the 
northern and southwestern districts. Reductions in maturation time of at least 
10 days were estimated for crop districts 3bs and lb in the southwest, and 8a and 
9a in the northeast for IIIST2, and in 3hs, 4a and lb in the southwest and 5b, 
8a, 9a and 9b in the north with GISSI. It also appears that for warming condi-
tions of a degree or more the difference in maturation time between crop districts 
would tend to disappear, with the region becoming much more homogeneous; 
i.e., ranges in maturation times are 86-98 days for HISTI, 79 86 days for IITST2, 
and 79-84 days for GISSI. 

4.6. Effects of Climatic Changes on Yields and Production 

In this subsection the impact of the various historical and model-generated 
scenarios on spring wheat yields and production are outlined. The relative areas 
of wheat grown on stubble and fallow land are shown in Table 4.6. The percen-
tage of crop grown on stubble and fallow varies for each soil zone. Approxi-
mately 87% of the wheat is grown on fallowed land in the brown soil zone, 80% 
in the dark brown zone and 75% in the black soil zone. 
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Table 4.4. The difference in spring wheat planting date, growing period temperature 
(CC) and maturation time between HIST1, and the IIIST2 and GISSI scenarios for crop 
districts la, 4b and 9b. 

Crop GSS GSE CSL Ttncan Tmax Tmin Maturity 

IllS Ti_(19518O)  

la 140 256 117 17.1 24.0 102 88 
4b 137 258 122 15.9 24.6 7.3 98 
9b 145 253 109 15.7 22.3 9.2 94 

HIST2 (1961)  

Ia 144 286 143 19.4 	(1-1.8) 28.1 10.8 80 
4b 135 283 149 18.6 	(+3.5) 27.0 103 80 
Oh 138 258 121 17.1 	(11.8) 24.6 9.7 85 

GISSI (2 x CO2 TP)  

la 113 292 180 18.7 	(1-3.5) 25.5 12.0 82 
4b 124 276 153 17.6 	(+3.5) 25.4 9.9 84 
9b 126 284 132 17.7 	(0.5) 24.4 11.1 83 

GSS = Growing season start; CSE= Growing season end; GSL = Growing season length 

Table 4.5. Saskatchewan crop district 4h monthly mean, maximum and minimum 
temperature deviations from lIST! for the 1IIST2 and GISS1 scenarios. 

	

May 	 June 	 July 	 August 

Tmean Tmaz Tmin Tmean Tmax Tmsn T7nean T,naz Turin Trnean Tmax Trnm 

HISTI 	9.4 	14.4 	4.3 	14.7 	23.7 5.8 	18.1 	27.3 9.0 	16.7 	26.2 	7.2 
HIST2 2.5 	4.4 	0.7 	4.9 	4.5 	5.2 	1.6 	1.0 	2.0 	5.0 	5.2 	4.9 
GISS! 	3.6 	3.6 3.6 	3.3 	3.3 	3.3 	3,3 	3.3 	3.3 	4.0 	4.0 4.0 

4.6.1. Assumptions concerning effects on stubble and fallow yields 

The yield model dccribd in Subsection 4.3 can estimate the yields from either 
cropping system since the basic difference between the two is the soil moisture 
reserves at the time of planting. Generally these reserves, and consequently 
yields, are higher on those soils that have been fallowed the previous year (Table 
4.6). In this study yields have been estimated for what is assumed to be a con-
tiriuous cropping (stubble) system since there is no satisfactory way of determin-
ing what the actual moisture reserves would be on the planting date for a fallow 
crop other than actual measurement. A simple procedure has been used to 
derive the soil moisture reserves based on the annual ratio of precipitation to 
potential evaporation. Results were very favorable on comparing this approach 
with that for calculating total moisture reserves on May 1st developed by Sly 
(1982). 

The absolute yield differences between the stubble and fallow yields, 
although showing a considerable range within each of the soil zones (Table 4.6), 
appears to be quite similar when the averages for the three zones are compared. 
Similarly, the ratio of stubble to fallow yields appears to be fairly consistent 
throughout Saskatchewan. In the economic impact analyses presented in Section 
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Table 4.6. Reported stubble, fallow and all spring wheat areas and yields by crop dis-
tric.t and major soil zone in Saskatchewan, averaged for the period 1961-1979. 

All spring wheat Stubble - 	 Fallow Fal -stub 
Area yield 

Crop A rca Yield A rca }'ield A rca Yield S/F stub dff 
district (ha) (kg/ha) (ha) (kg/ha) (ha) (kg/ha) (91) (%) (kg/ha) 

Brown soil 
3as 460956 1180 67216 1044 393740 1553 67 15 509 
3an 246741 1458 24970 1028 221771 1515 69 10 487 
3bs 332321 1383 36841 921 295480 1445 64 II 524 
3hn 456522 1480 62084 1029 394438 1564 66 14 535 
Ia 162568 1232 17167 798 145401 1275 63 11 477 
4b 254288 1443 23788 887 230500 1503 59 9 616 
7a 419392 1678 65542 1211 353850 1768 68 16 557 
Av. yield 1478 1034 1547 67 12.8 513 
Total area 2332788 297608 2035180 

Dark brown s;ijs 

Ia 306060 1555 63660 1175 242400 1660 70 21 485 
2a 308341 1553 56026 1148 252315 1618 71 18 470 
2b 421332 1719 101102 1308 320230 1843 71 24 535 
Ga 577485 1582 112189 1184 465296 1689 70 19 505 
6h 436298 1526 83737 1091 352561 1661 66 16 567 
7h 311 155 1700 51310 1195 259845 1820 66 16 625 
Av. yield 1602 1190 1715 69 19.8 525 
Total area 236071 468024 1892647 

Black soils 

lb 217027 1679 39793 1252 177234 1754 71 18 502 
5a 419413 1695 81228 1282 338185 1789 72 19 507 
5h 375040 1760 98728 1317 276312 1877 70 26 560 
8a 190300 1789 59636 1432 130664 1915 75 31 483 
8b 280207 1768 95287 1410 184920 1994 71 34 584 
9a 283747 1655 70125 1206 213622 1824 66 25 618 
9b 191196 1713 51473 1330 139723 1972 67 27 642 
Av. yield 1721 1323 1861 71 25.4 538 
Total area 1956930 496270 1460660 

Pro v ace 

Av. yield 1595 1169 1691 71 23.4 522 
Total area 6650389 1261902 5388487 

S/F 	Stubble/fallow yield ratio 

5 the data presented here are used to adjust the model-generated stubble yields 
to derive fallow system and combined fallow/stubble system yields and total pro-
duct ion estimates for Saskatchewan. 

In using the approach described above it is assumed that the climatic 
impact on fallow and stubble crop yields would be identical. historically this has 
not been true. The production records show generally that as conditions have 
become drier the ratio of stubble to fallow yields has tended to decrease. This 
point is illustrated in Table 4.6 where the stubble/fallow ratio tends to be higher 
in the black and dark brown soil zones (71% and 69%), and lower in the brown 
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soil zone (67%) coinciding with drier conditions. Overall, the ratio varies from 
59% in the dry southwest to 75% in the more moist northeast. This point can he 
further demonstrated by reference to an individual year (1961) and a single crop 
district (Ia). For this year the ratio of reported stubble to fallow yields was 
38%, while, as shown in Table 4.6, the 1961-1979 average was 63%. The avail-
able soil moisture reserves at planting contrihuite greatly to the yield variations 
and these vary from year to year depending on the climate, soil type and land 
use. Without actual measurements, they are virtually impossible to estimate 
adequately. For this reason, although the assumption of equality of climatic 
effects on stubble and fallow yields is not a good assumption, it was necessary 
consi(Iering that there is no alternative for this case study. 

4.6.2. Summary of effects 

Reported average wheat yields for stubble crops in Saskatchewan for the 
1961-1979 period are presented in Thhle 4.6. As shown, the range varies from 
less than 800kg/ha in the southwest to more than 1400kg/ha in the north and 
east. Generally, the spatial difference in yield between major soil zones averages 
155kg/ha in moving from the brown to dark brown soil zones and 135kg/ha 
from the dark brown to black zone. Comparing the patterns for reported yields 
with that for historical precipitation Figtzre 4.5(e)] indicates dearly the strong 
link between yields and precipitation. 

Effects of the 11IST4 (1939-1937) scenarw 

Reported average spring wheat yields provide the basis against which to compare 
the derived scenario yields (Table 4.7). Results clearly show a high degree of 
variability of weather impacts on yields throughout Saskatchewan, both spatially 
and temporally, with no two individual years having the same impact patterns 
(Figure 4.5). however, there is some tendency for the southwest corner and the 
northern parts to he more adversely affected. It appears that drought conditions 
are likely to reduce yields more in these areas than in the eastern and central dis-
tricts. These latter districts are affected by the drought impact in some years 
while in others they are not. For example, for crop district 6a a centrally 
located district - the yield was more than 25% below normal in 1933, while for 
1935 it was more than 25% above normal. On the other hand, crop district 4a in 
the southwest corner and Sa in the northeast are consistently below normal for 
IIIST2 and all ITIST4 years. The southeast corner, for the average of the IIIST4 
years, indicates that yields are only slightly below normal, whereas in the 
southwest and northern portions average yields are 4050% below normal Fig-
uire 4.6(0)1. 

Another important feature demonstrated in the results is the influence of 
the previous year's moisture on current year yields. This feature is clearly illus-
trated using the three consecutive years .1935, .1936 and 1937. As previously 
mentioned, 1935 for the study area was an extremely cool wet year with tem-
peratures averaging approximately 0.9CC below normal and precipitation 15% 
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Table 4.7. Derived stubble spring wheat yields (kg/ha) for the HIST2, HIST4 and 

Crop 
district 

Reported 
stubble 
yie lda 

% 
all 

yield 1958 1984 

HJST4 period 

1985 1986 1987 

Br own 
3as 1044 71 372 1070 1240 1069 311 
3an 1028 71 462 1036 1389 1147 411 
3bs 921 67 442 1042 1422 1018 286 
3bn 1029 70 595 1148 1012 405 469 
4a 798 65 380 543 584 512 287 
4b 887 61 757 871 558 592 139 
7a 1211 72 182 1291 939 320 334 
Mean 1034 424 1082 1069 696 339 

norm 100 69 41 105 103 67 33 
Dark brown 

Ia 1175 76 810 1069 2150 826 828 
2a 1148 75 986 872 1998 1010 457 
2b 1308 76 1177 1163 2167 1787 348 
6a 1184 75 797 1118 1762 1430 432 
6b 1094 72 404 1195 1348 661 323 
7b 1195 70 661 1318 1601 617 790 
Mean 1190 818 1127 1839 1090 490 

norm 100 74 69 95 155 92 41 
Black 

lb 1252 75 1018 764 2275 992 726 
5a 1282 76 1017 910 2038 1399 531 
Sb 1317 75 1106 979 1563 1277 670 
8a 1432 80 1071 1057 1090 1011 636 
8b 1410 80 857 1239 1575 1048 677 
9a 1206 73 444 792 678 367 362 
9b 1330 78 892 660 1325 444 879 
Mean 1323 917 950 1493 983 627 

norm 100 77 69 72 113 74 47 
Province 

Mean 1206 760 1037 1520 953 507 
norm 100 63 86 126 79 42 

above normal over the May to August period. On the other hand, 1936 and 1937 
were very warm dry years with temperatures averaging +1.8 and +1.6 ° C above 
normal and precipitation 65% and 63% of normal, respectively (see Table 4.2). 
These years represent essentially the case of an extremely good year followed by 
two consecutive drought years. It should he noted, as well, that they are similar 
to HIST2 with respect to the departures of temperature from normal (+1.9 °C for 
HIST2), but not as severe in terms of below normal precipitation (46% for 
ITIST2). The results indicate that although the 1936 deviations of temperature 
and precipitation were quite similar to those for 1937, the estimated effect on 
crop yields was significantly less, with an average 21% reduction in 1936 as com-
pared with 58% in 1937. The effect of the drought in 1936 magnified the drought 
impact in 1937 basically by reducing the plant available soil moisture at the 
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GISS scenarios by crop district and major soil zone in Saskatchewan. 

HIST4 
(mean) 

HISTE 
(1961) 

GISSJ 
(2 x CO2 ) 

(TP) 

GI.552 
(2 	('02) 

 (1) 

Beown 
812 115 999 991 
889 258 1061 953 
842 202 908 813 
726 305 1014 895 
461 182 641 560 
583 148 726 626 
613 255 1173 107 
735 215 992 87 

71 21 96 85 
Dark brown 

1137 283 1021 95 
1065 230 1085 936 
1328 158 1061 9113 
1108 247 1090 90 

786 247 927 7.'4 
997 647 1076 930 

1084 274 1043 90 
91 23 88 76 

Black 
1155 292 1047 9 ,13 
1179 81 1001 931 
1119 219 886 794 
973 567 914 736 

1079 345 1048 867 
529 451 796 698 
840 658 907 795 
994 346 941 830 

75 26 71 63 
Provncc 

965 289 989 868 
80 24 82 72 

aAll scenario yields are based on the average 1961 -1979 reported stubble yields. 

beginning of the 1937 growing season. The available soil moisture in 1936 was, 

on the average, 28% above normal on the crop planting date, in comparison with 
40% below normal at the beginning of 1937. Had the soil moisture reserves in 
1937 been at or near normal levels, the effect on crop yields of the shortage of 
growing season precipitation would have been significantly different. This is evi-
dent, in that the overall production in Saskatchewan, as estimated by the yield 
model, would be about 20% below normal for 1936, while for 1937 the combined 
effect of the dry previous year and growing season drought would he to reduce 
yields by 60% from the normal. This demonstrates clearly the importance of 
available soil moisture reserves at planting time to Saskatchewan wheat prodiic-
tion, particularly for drought years. 
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Fgurr 4.5. Simulated variation in Saskatchewan spring wheat yields (percentage of 
1961-1979 average): (a) 1933, (b) 1934, (c) 1935, (d) 1936, and (e) 1937. 

As shown, below-normal precipitation has a greater impact when moisture 
reserves are below normal. The above-normal moisture reserves tend to reduce 
the potential impact of both below-normal precipitation and/or higher tempera-
ture. These are important features that tend to be overlooked when historical 
analogues are used to represent a potential future condition. The result is that 
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Figure 4.6. Variations in Saskatchewan spring wheat yields (percent of 1961-1979 aver-
age): (a) for 1933-1937 (IIIST4) scenario, (6) for 1961 (EJIST2) scenario, (c) for 2 x 
CO2TP (GISS1) scenario, and (d) for 2 x COT (GISS2) scenario. 

one's impression that a particular year or set of years are bad or good can be 
upset terribly by missed facts. The above examples clearly demonstrate this in 
that, had 1936 and 1937 been looked at in terms of individual years and soil 
moisture reserves set at normal levels, the results would have been vastly 
different. 

Effects of the HIST2 (1961) scenario 

For the F{IST2 worst-case individual year scenario 1Fgure  .6(b), virtually all of 
Southern Saskatchewan has computed yields below 50% of normal. Moreover, 
almost the entire area south of 52 N has estimated yields of less than 30% of 
normal. When the intensity of the HIST2 scenario impact is compared with 
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those of 1936 and 1937, the large difference is quite evident. In 1936 only four 
crop districts have estimated yields below 50% of normal. In fact, seven crop 
districts have estimates near or above normal. For 1937, on the other hand, all 
the values are at least 30% below normal, with seven crop districts having 
derived yields at least 70% below normal. The comparison between 1937 and 
H1ST2 shows that the trend in yield isoline patterns is rather similar, with 
higher values in the northwest and southeast corners and a lower yielding zone 
in between. however, in the eastern part of the study area, 1937 yields were 
considerably higher, while in FIIST2, the drought zone extends eastwards into 
Manitoba. The IIIST2 drought was generally more severe throughout the 
wheat-growing region of western Canada, including Alberta and Manitoba, than 
were 1936, 1937 and other drought years. The impacts of these yield reductions 
and variability on the economy of Saskatchewan are discussed in Section 5. 

Effects of the 2 x CO2  clzmatic scenarmos 

With the year-to-year changes exemplified in the HIST2 and IIISTI scenarios 
discussed above, it is reasonable to assume that no major adjustments, such as 
shifts to different crops or cropping systems, would take place in response to 
these conditions. This is because the industry and market could not adapt 
rapidly to these sorts of unanticipated fluctuations. With shifts in long-term cli-
mate as are predicted to accompany CO 2  doubling, however, the situation would 
be different if the climatic change takes place gradually over several decades. In 
assessing only a single crop, spring wheat, we cannot show what the likely effects 
would be on overall productivity. Spring wheat is well adapted to the current 
climate in Saskatchewan. What we can do is to estimate whether this crop is 
likely to become less and less productive if the long-term climate changes and, as 
a consequence, whether adjustment by changing crops is likely to be needed to 
maintain existing productivity levels. Analyses were undertaken to examine how 
long-term yields might change, given the predicted climatic changes suggested by 
CISSI.. The results (Fmgure 46(b)I show that the overall effect of these changes, 
as in the historical scenarios, would be to decrease yields. However, the southern 
area would be generally less affected, with yields remaining within 20% of 
current levels. The more northerly districts, however, would experience a 
greater impact with yield decreases of from 25 to 35% projected. 

Comparison of the averaged (1933 1937) IIIST4 results lFigure .6(a)j with 
the GISS1 scenario suggests some similarities are evident. In both cases the larg-
est impact on yields occurs in the southwest and northern parts of the agricul-
tural area. The pattern is consistent in spite of the difference between the HIST4 
and GISS1 precipitation. The historical period is noted for its significant 
decrease in precipitation below normal, whereas the GISS1 scenario projects pre-
cipitat,ion increases of approximately 9 14% above the current HISTI level. This 
precipitation increase, however, as shown by the below normal yields, would be 
more than offset by the adverse effects associated with the higher temperatures. 

Comparing the HJST4 data to the GISS data, one would think that because 
of the average 3.5 C increase in temperature, despite the slight increase in pre-
cipitation, the impact on yields would be much more significant. The most 
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striking feature of the G1SS scenario results is that the relatively warm dry south 
is the least affected, while the cooler moister north is more affected. The reason 
for this is that the northern area is, in actual fact, more affected by the tempera-
ture increase than the south. This can be demonstrated, for example, by com-
paring crop district 9a in the north with 3an in the south in terms of the impact 
of the CISS warming on spring wheat maturation time in relation to the current 
11IST2 fIgures. As shown in l'ab!e 43, the change in maturation requirements is 
dramatic with a 13-day decrease in crop district 9a in comparison to 5 days in 
crop (listric.t 3ari. Maturation requirements under the GISS climate wonid he 
equivalent in both districts, averaging approximately 82 days. The reason for 
this is the change in average temperature during the period of crop growth from 
planting to maturity. Under the GISS scenario the average temperature is 
increased in crop district 9a by approximately 2.1°C above the IIIST2 normal as 
opposed to approximately 0.9°C in crop district 3an. Consequently, the 
difference in mean temperature, averaged over the period from planting to matii-
rity, from south to north, decreases from the current 1.8°C to approximately 
0.5°C under G1SS scenario conditions. In this instance the longer day length in 
crop district 9a makes lip for the 0.5 °C difference in temperature in Ierrn.s of 
speeding up maturation. 'I'hesc results clearly show that the agroclimate in 
Saskatchewan under GISS conditions would be much more homogericoum (the 
differenc(,. between the north and south is reduced). They also indicate that in 
moving toward homogeneity the major adjustment in terms of the impa°t on 
spring wheat maturation and production would be in the north. 

As mentioned in Section 1, above normal temperatures in Saskatchewan 
tend to he associated with below normal precipitation. The discussion of the his-
torical scenarios in conjunction with the spring wheat analysis has provided 
further examples of this tendency. Because of this, it is of particular interest to 
have sonic indication of the contribution of the precipitation increase projected 
by the 0155-GUM results to the estimated impact on spring wheat yields. 
Estimating the impacts both with the increased precipiLation (GISS1), and 
without it (GISS2), provided such an indication. 

The results [Table .. 7, Figure 4.6(c,d)] indicate that yields would be 
reduced overall by 18% for GISS1 and 28% for GESS2. In other words, a further 
reduction of 10% in spring wheat yields could be expected if the climatic warm-
ing predicted by GISS occurred but precipitation remained at the 1951-1980 
(II1Si'1) levels. The spatial pattern for GISS2 l Figure 4.6(d)1 is quite similar to 
that for CTSS1 l Figure 4.6(e)], which reflects the fact that the additional 10% 
reduction resulting from ignoring the GISS-mnodeled precipitation increases 
would probably be spread fairly uniformly throughout Saskatchewan. 

The interesting feature shown by the model analysis in converting potential 
or experimental yields to commercial yields with CISS-model-derived climatic 
conditions, is that the northern area, in effect, will have commei:cial  yields which 
are less than the south. The model in actual fact predicts higher yields in the 
north; however, in converting the model yields to commercial yields, this 
difference arises. The reason for this is illustrated in Figure 4.7 which outlines 
the comparison of commercial yields averaged for the 1961--1979 period to model 
estimates for the 1951-1980 period (in this instance we assume that the 
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Figure 4.7. Ratio of commerical yields to modeled yields in Saskatchewan. 

differences between climate averaged over the periods 1951-1980 and 1961-1979 
is minimal). It should he remembered that the model represents the yields 
obtained at experimental stations under the most optimum of management con-
ditions, and the results do not represent those that would be attained in reality 
tinder commercial conditions. The results illustrated in Figure 4.7 clearly show 
this fact. Results indicate that the south-central core region of Saskatchewan is 
producing at about 80% of its potential and that the productivity appears to 
drop off quite significantly in all directions moving away from this core area. 
Explanations for this drop in productivity range from the loss in soil fertility 
since the area was brought into production to the slow adoption of farmers in the 
region of recommended fertiliser, herbicide and cultivation practices for newer 
crop varieties (Mack, personal communication, 1985). The model used in this 
study assumes that soil fertility and management practices by farmers are 
equivalent throughout the study area. It is obvious from the results shown in 
Figure 4.7 that, in terms of commercial yields, this is not a good assumption. 
Unfortunately, because of the model framework, it is a weakness that has to he 
accepted. 

The data presented in Figure 4.7 provides a comparison of modeled poten-
tial yields with reported commercial yields. To determine if the depicted pattern 
was real or a modeling problem, yield data obtained from research station 
variety trials were obtained to see if actual experimental yields showed a similar 
relationship to commercial yields. Variety trial information obtained from 8 

5 
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Table 48. Ratio of experimental (Exper) and modeled (M) spring wheat yields to 
commercial (Comm) yields for selected stations in Saskatchewan, 

Crop 
district Location YCCT$ a 

zper1' 
(kg/ha) 

Comm 
(kg/ha) 

Comm/Ezper 
(%) 

C/Mr 
(%) 

2b Regina 1975 78 3250 2190 67 80 
21) Indian Head 1975-78 4197 2190 52 64 
3hn Swift Current 1978- 79 2400 1735 72 70 
5a Yorkton 1975-78 2710 2266 83 55 
6b Saskatoon 1975-78 3245 1979 64 75 
7a Kinclersicy 1978-79 2725 2034 75 80 
7b Scott 1978-79 3083 2115 69 70 
8h Melfort 1975-77 3542 2426 68 58 

5 Wheat varieties tested for 1975-1978 include: Benito, Neepawa, Maniton and Sinton while 
for 1978-1979 wheat varieties tested included: Neepawa, Sititon, Chester and Columbus. 
Experimental yields were obtained from the Central and Western Bread Wheat Cooperative 
Tests, 1975-1978, and 1978-1979; Seeds Section, Food Production and Inspection Branch, 
Agriculture Canada, 1980. 

r.Commnercial to Model yield ratio, representing the actual 1961--1979 average for commercial 
yields versus the model calculations for the 195 1-1980 climate data. 

research locations in Saskatchewan is presented in Table 4.8. Experimental yield 
data obtained for each location within the 5-year period 1975 1979 are compared 
to published crop district commercial yields averaged over the comparable 
records for each station. As shown in Table 4.8, comparison of experimental 
yields to commercial yields supports the modeled results illustrated in Figure 4.7. 
A general comparison is made here because the model yields are calculated over 
a 30-year average and compared to 20 years of actual data. As well, the experi-
mental data represent data from site specific tests while commercial data 
represent average yields for a large geographic area (crop district) covering a 
wide range of management conditions. Considering the variation in yields within 
crop districts is {20% or more, the results presented in Tatle 4.8 are remarkably 
similar. Despite the discrepancies in the way the data are compared, the corn-
parisori of short-term experimental yields with commercial yields clearly sup-
ports the yield pattern projected by the modeling results. The fact that corn nier-
cial yields under CISS-mnodel--derived climatic conditions are predicted to be 
lower in the north than the south, as mentioned earlier, is based on the assump-
tion that the climatic impact is felt equally by both experimental and commercial 
yields. It also assumes that the land quality and management practices involving 
tillage, fertilizer and herbicide application, etc., are equivalent. Given this, the 
yield potential as projected by the model in the north (crop districts 9a and 9b) 
should be slightly more than double that of the south (crop districts 4a and 3hs). 
However, commercially, as shown in Table 4.6, the yield difference is currently 
on the order of 300-500kg/ha, or about 20-40%. Assuming the current produc-
tivity ratio between experimental and commercial yields remains unchanged (i.e., 
no technology change) the results presented in this study are a good rellection of 
what yields should he like, given the projected change to GISS scenario climatic 
conditions. 
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The above results suggest that the productivity in the dark brown and 
black soils has fallen dramatically, or that the soils in these zones are underpro-
ducing in relation to the agroclimatic resources available for cereal grain produc-
tion, as a consequence of poor management practices. Results presented here 
suggnst that the fertility loss, or underproduction, ranges from 20-80% of current 
yield 3. 

In the above, we have estimated the percentages of normal production that 
conk be expected under various changes in climatic conditions as projected by 
the i[JST2, HIST4 and GISS scenarios. The results suggest that the impact on 
provncial average spring wheat yields would range from 76% below the existing 
level for HIST2, to between 58% below and 26% above for the EIIST4 period 
(1932-1937, Table .7), should a return to these types of climatic condition 
occur. We have further estimated that yields under a long-term change in cli-
mate, as represented by the GISS GCM results for a doubling of atmospheric 
CO2  concentration, would range between 18% and 28% below current levels. In 
Sectin 5 we explore the economic ramifications of these impacts on the 
Saskitchewan economy in terms of employment and dollars at the farm and pro-
vincial levels. 



SECTION 5 

The Effects on the 
Farm and Provincial Economy 

5.1. Economic and Employment Impacts 

The effects of climatic change on spring wheat dry matter yield and production 
for several climatic scenarios (see Table 1.4) have been estimated in Section 4. 
In this section the changes in wheat yield are transposed into farm production 
changes and the direct and indirect economic impacts likely to result from these 
projected production changes are estimated. In addition to these climatic 
scenarios, a scenario involving a partial shift to winter wheat is given as an 
example of how different farm practices could mitigate against potential drier 
climatic conditions. 

The methodology used in determining the impacts of the selected climatic 
scenarios is as follows: 

Base Case Scenarios Sc enaria-induc c d 
Derived Derived Impacts on 
financial and financial and = 	economy and 
economic economic employment 
conditions conditions 
1980 

Economic conditions occurring during a particular scenario year are compared 
with those existing for the base situation. The base situation in our case can be 
described as an economic snapshot of Saskatchewan in 1980. it should be 
emphasized that in interpreting the results the absolute values are not impor-
tant; the relative differences between the scenarios as compared with the base 
case are of primary interest. Also, the reader must be cautioned that in reality 
there are many nondimatic factors. The scenario effects discussed here are 
simplistic at best, and many caveats should be attached. 

321 
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5.2. Methodology 

The sensitivity of the Saskatchewan economy to climate has been analyzed by 
experimenting with a series of models whose inputs and outputs are interrelated. 
These models track the various impacts brought about by climatic change from 
the initial changes of crop yields to the more aggregated economic levels of 
imports, household incomes and employment (Figure 5. t). 

5.2.1. Farm level simulation models 

The farm models used in this study were developed or modified by Klein (1982) 
for the "Saskatchewan 1)rought Studies". The economic analysis generated by 
the farm simulation models permits study of alternate resource paths available 
for changes in the organization of the farm enterprise. These models were 
developed to simulate production of wheat and other grains, oilseeds, cattle and 
calves, hogs, dairy and poultry. Five models were developed, one for each of five 
farm type: 

(I) Crops. 
 Beef-Forage-Grain. 
 Bog-Grain. 
 l)airy-Forage-Crain. 
 Poultry. 

Model components include 

A main model program and subroutines consisting of a self-contained series 
of mnatrices written in FORTRAN IV. 
A base data file containing technical data on different production and 
management strategies. 
A farm data file containing inventories, specific production plans, and other 
items of data that only apply to a specific representative farm. 

Though very complex in nature, the simulation models proceed through a 
series of steps resembling the decision process actually used by farm operators. 
Farm operators must choose among many alternative methods of production, for 
instance: which rotation to use, which crops to plant, how many preseed tillage 
operations to perform, which machine to use, when to plant and what quantities 
of fertilizers and herbicides to use. Farmers must ensure that they have ade-
quate resources (cash, machines, buildings, labor) to carry out the production 
plan and they hope the choices deliver suitable rewards. The simulation models 
mirror this type of decision process. 

The models have provisions for accepting a fixed management plan, or the 
option is available to maximize certain outputs by using an iterative process to 
select the best management plan. The models incorporate combinations of pro-
duction and management strategies; they use biological data to differentiate 
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among good and bad growing years; they separate various levels of managerial 
proficiencies for selecting tasks and they consider integration of enterprises, mu!-
tiyear planning horizons, and institutional constraints like income tax. in short, 
the models reflect closely the actual production and management decisions on 
the farm. The models' output parameters include projected net worth, net 
income, cash flow and resources required to accomplish selected production 
plans. 

In addition to the management decision inputs, several features were added 
to the farm models to incorporate specific on-farm adjustments. These included: 

Purchases of depreciable assets. 
Changes in crop rotation. 
Changes in starting date of spring operations. 
Changes in preseed tillage operations. 
Changes in summer fallow operations. 
Different appJications of herbicides and fertilizers. 
Crop insurance set to maximum. 
Let cattle fend for themselves. 
Early weaning of calves. 
Slower rate of gain. 
Haul water, dig dugout or drill well. 
Irrigate additional forage. 

The Saskatchewan Drought Study (Klein, 1983) conceptualized the aggre-
gation of the farm level results of several representative farms to provincial 
totals. An appropriate representative group of farms categorized according to 
type, size and dominant soil zone was selected to represent the more than 65 000 
actual farms in Saskatchewan. The following 29 farms, representative of the 
Saskatchewan farming system, were chosen: 

Mixed farms (.): one each on brown and dark brown soils and on black 
soils with altering mixes of low grain acreages - high cattle numbers (LC_ 
IIC) and high grain acreages - low cattle numbers (IIG-LC). 
Cow-cdt (.j): one each of small and large farms on brown/dark brown and 
b'ack soils. 
Feeder farms (.): one each of small and large, with finished and unfinished 
animals. 
Dairy farms (2): one small and the other large. 
Hog operatwns (8): one each of small, medium, and large. 
Cereal and Oilseed farms (9): one each of small, medium and large farms, 
in each of the three soil zones: brown, dark brown and black soils. 
Irrigation farm (1). 
Poultry farms (2): one broiler and the other layer. 

Aggregation of these farms to the provincial level totals is accomplished 
using the distribution of farms shown in Table 5.1. 
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Table 5.1. Types and numbers of farms included in aggregation of the Saskatchewan 
agriculture sector. 

Farm type Total Brown 

Soil type  

Jjrown/ 
dark brown 	Dark brown Black 

Mixed: Low grain/ 
High cattle 1944 508 1436 
High grain/ 
Low cattle 1 297 636 661 

Cow-calf: Small 4153 1034 3110 
Large 2 336 1050 1 286 

Feeder: Unfinished 
Small 2319 
Large 692 

Finished 
Small 2512 
Large 748 

1)airy: Small 295 
Large 332 

Flog: Small 1 888 
Medium 1094 
Large 300 

Cereal: Small 18850 2834 5109 10907 
Medium 20835 4704 7006 9125 
Large 4952 1901 1785 1266 

irrigation 81 

Poultry: Broiler 113 
Egg 171 

Total 64831 

5.2.2. Input—output model 

Input-output (1-0) analysis is an analytical system that provides a framework 
for measuring the interdependence among various sectors of a regional economy. 
An input-output table fulfills two functions: it describes the commodity use 
relationships between producing and purchasing sectors and between factors of 
production and output; and given economic assumptions about the nature of 
production function, it can be used to measure the impact of autonomous distur-
bances on an economy's output and income. 

The input--output model used in this study was developed for the 
Saskatchewan Drought Studies by Underwood Mcbellan and Associates (1983). 
The model contains a transactions table whose entries are based upon the 
regional income accounting system, except for one difference: in addition to 
income accounts, the input--output accounts break down the business sector into 
a number of industries and records the transactions that flow between them. 
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The commodities purchased by sectors for further production of goods and ser-
vices are catted intermediate demand. The Gross Domestic Product (CDI') of a 
region is equated to expenditures for consumption by households and other final 
expenditure components including investment capital used to produce interest 
income and proflts 

Base data for this model are 58 purchasing sectors and 72 commodities, 
organized in a rectangular input-output table representing the entire 
Saskatchewan economy. For the purpose of this study, this table has been col-
lapsed into a 12 x 12 square matrix. The 12 purchasing and producing sectors 
include: 

Agriculture. 
Nonfitel mines. 
Fuel mines. 
Forestry and fisheries. 
Agricultural processing. 
Other manufacturing. 
Construction. 
Utilities. 
Trade. 
Transportation, communication and storage. 
Finance, insurance and real estate. 
Services. 

Purchases by other industries (intermediate demand) do not include the 
total sales of the product. Production is purchased by consumers (households) 
for consumption, absorbed by governments, exported, or invested for future pro-
duction. The final users are categorized as final demand, in the end, total out-
put must equal total purchases as outlined in Table 5.2. l)enived from this 
matrix is a table of technologkal coefficients (or budgets). These indicate th€ 
value of each commodity required to produce Can$1 .00 of output in a give.n sec-
tor. 

To determine the economic impact in a given economic sector all diat is 
required is to know what commodities have been changed, and by how much. in 
this study the agricultural commodities of wheat, barley, oats and canola are 
allowed to change for each scenario. Changes to wheat were obtained from the 
crop model results outlined in Section 4. Other grain crop changes were not 
directly modeled but were calculated by multiplying the current ratio of barley, 
oats and canola yields to spring wheat yields by the scenario-derived spring 
wheat yields. In doing this it is assumed that the climatic effects for barley, oats 
and canola are equivalent to that for wheat. 

Since climatic events are local and often isolated occurrences, their impacts 
should more appropriately be measured for the local economy. To accomplish 
this, the Saskatchewan economy was divided into four subregional economies. 

The ideal means of developing a regional input—output table is to base it 
upon survey data. Since such an approach is expensive as well as time consum-
ing, the particular nonsurvey method used in this study was the location 
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Table 5.2. An input-output matrix for Saskatchewan 1980 (millions of Canadian 
dollars). 

Purchasing sectors 
Production 
sectors and Non- 
primary fuel Fuel For. Agrie. Other 
inputs Agrtc. mnes mznes fish, proc. manuf. CanaL. Util. 

Agriculture 22.94 0.06 0.18 0.10 393.85 1.58 0.66 0.06 
Nonfuel mines 204.66 26.18 42.87 0.02 0.30 68.99 130.30 0.71 
Fuel mines 1.84 3.09 0.11 0.01 0.03 25.88 2.69 28.84 
Forest./tish, 0.21 0.00 0.00 2.56 0.00 22.31 0.18 0.00 
Agric. proc. 36.21 0.40 0.02 0.00 62.90 5.58 0.88 0.01 
Other mnaniif. 163.84 12.53 1.72 2.80 7.27 132.02 249.54 2.46 
Construction 0.00 18.82 26.03 0.11 2.36 18.65 3.94 81.82 
Utilities 0.40 26.77 27.29 0.14 7.33 25.53 2.14 14.66 
Trade 1.29 6.89 0.68 0.66 13.61 14.03 53.02 1.31 
T/C/S 0.59 19.86 3.91 6.29 45.84 75.18 80.54 23.59 
F/I/RE 124.77 57.99 351.70 1.93 2.00 8.96 10.72 5.82 
Services 5.88 59.99 21.42 5.84 48.28 103.00 112.00 21.59 

Subtotal 562.64 232.56 475,93 20.45 583.82 501.70 646,60 180.87 
GDP househ. 998.00 623.00 226.01 13.00 90.00 309.00 500.93 130.00 
GD? others 913.00 479.00 207.01 11.00 82.00 283.00 458.94 119.00 
Imports 496.70 67.69 26.36 2.26 118.33 484.16 456.09 25.03 
CTLS - 6.95 18.77 20.97 1.85 4.66 . 54.24 158.40 -6.02 
Residual -7.48 -2.32 -4.68 -0.16 5.90 -5.82 -7.96 -1.58 

Total inputs 2956.00 1318.70 951.60 48.40 872.90 1517.80 2213.00 447.30 

Purchasing sectors Final demand 
Production ----- - 

sectors and Other 
primary House- final Total 
inputs Trade T/C/S F/I/RE Service hold demand 	Residual output 

Agriculture 35.45 1.15 2.19 16.63 71.39 2 385.29 24.46 2956.00 
Nonfuel mines 1.06 1.47 3.39 11.15 6.30 811.02 10.29 1 318.70 
Fuel mines 1.20 2.53 0.99 0.60 3.20 872.57 8.02 951.60 
Forest./hsh. 0.01 0.03 0.01 0.75 4.80 17.22 0.31 48.40 
Agric. proc. 0.32 0.24 0.03 120.38 75.19 564.26 6.48 872.90 
Other manuf. 20.79 44.95 5.99 129.58 184.68 549.77 9.87 I 517.80 
Construction 9.89 90.92 275.89 5.66 345.56 1 318.13 15.22 2213.00 
Utilities 25,29 13.98 15.78 15.67 156.48 113.60 2.25 447,30 
Trade 9.27 20.06 2.94 150.17 860.50 581.77 6.84 1 723.10 
T/C/S 95.29 166.38 56.41 268.59 372.56 288.63 8.17 1 511.80 
F/I/RE 36.05 15.04 62.66 34.24 111.79 1 673.01 20.12 2 516.80 
Services 186.33 114.20 156.57 480.97 777.21 1023.62 17.82 3 134.80 

Subtotal 420.95 470.94 582.85 1234.37 2569.67 10 198.91 129.94 	19 212.20 
GD? househ. 593.00 492.00 739.00 600.02 471.95 579.00 0.00 6264.91 
GDP others 543.00 451.00 676.00 549.02 0.00 530.00 0.00 5301,97 
Imports 109.23 78.31 105.16 566.80 2582.61 270.35 17.91 5407.07 
CTLS 60.90 23.39 421.52 197.47 241.77 344.94 8.65 1436.08 
Residual --3.97 -3.85 -7.73 -12.88 0.00 -92.17 0.00 -156.50 
Total inputs 1723.10 1511.80 2516.80 3134.80 6266.00 11 831.03 156.50 	37 465.73 

T/C/S Transport/communications/storage 
F/I/RE = Finance /insurance /real estate 
CTLS = Commodity tax less subsidies 
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Fignre 5.52. Regional boundaries for subprovincial input-output tables. 

quotient method. This method assumes that when estimating a regional table 
from the provincial input- output table, coefficients remain constant whereas 
self-supply ratios change. The location quotients were based on the share of out-
put of various sectors in various regions. In some cases these weights were based 
on value of output (agriculture and mining), but for other sectors GDP was the 
basis for their estimation. 

An analysis of economic linkages among the census divisions was carried 
out involving the following four tests: 

(I) Regional distribution of retail sales per capita. 
Regional distribution of retail sales per dollar of income. 
Interregional traffic flows. 
Regional self-sufficiency. 

Based on these tests, four regions were selected as shown in Figure 5.2. 



The ffcis on the farm and provincsal economy 	 329 

5.2.3. Employment model 

Any changes in yields result in production changes which directly impact the 
agriculture sector. This impact is translated into a ripple effect on other sectors 
of the economy, leading to changes for instance in the number of people 
employed. 

When agricultural production declines, as it does, for example, during 
drought years, it follows that reduced levels of services related to the agricultural 
sector are required, if farmers reduce fertilizer purchases, or defer new 
machinery acquisitions, these industries, in the face of the rather bleak economic 
environment, would lay off workers. The employment model was developed to 
determine these types of effects. 

The employment-production functions in the model are described by linear 
regression equations. These functions were estimated for the following three 
categories of workers: 

Total or all employees. 
Produc Lion- related employees. 
Administration employees, self-employed individuals, and unpaid family 
workers. 

The production employees for a sector included hired workers directly 
involved in the actual generation of output of that sector. For agriculture, this 
category included hired paid workers, while the "total" or "all workers" category 
included farm operators, unpaid family workers and hired paid workers. 

The employment model has been tested and the accuracy found to be 
within acceptable limits (Kulshreshtha, 1983). It was therefore considered 
appropriate for use in this study. 

5.3. Model Input Data and Simulations 

5.3.1. Crop yield input data 

Average reported crop yields for the period 1979-1980 are used as the base in the 
input output model. These data are given in Table 5.3 by crop and soil zone for 
planting on stubble and fallow lands. Two years of yield data are required 
because in the actual marketing of grain, part of the crop produced the previous 
year is sold in the current year and part of the current crop is sold the next year. 
This effect is simulated in the model by assuming that the total production sold 
in 1980 is composed of 58% of the crop produced in 1979 with the remainder 
coining from the 1980 crop. 

In Section 4 a crop growth model was used to estimate spring wheat yields 
on stubble under different climatic conditions, expressed in relation to average 
yields observed over the 1961-1979 period (see Table 4.7). These values were in 
turn modified for use in this section to reflect differences from the input-output 



330 	 Effects of dimabc change in Saskieche wan 

Table 5.3. Crop yields by soil zone, Saskatchewan 1979 and 1980 (kg/ha) 

Brown5  

1979 	1980d 
Dark brown' 

1979 	igg 

Bl ickc 

1979 	1980" 

Wheat: Stubblee 1257 1063 1241 1104 1030 1263 
Summer fallow 1508 1506 1710 1564 1417 1790 

Barley: Stubble5  1780 1512 1856 1840 1534 2012 
Summer fallow 1994 1899 2480 2315 2050 2529 

Flax: Stubble" 922 785 836 827 616 956 
Summer fallow 1051 906 1180 961 870 1111 

Canola: Stubble5  522 583 712 782 736 957 
Summer fallow 632 798 1017 1069 1049 1307 

Weighted average of yields in crop districts 3, 4 and 7a. Statistics Canada (1980). 
Weighted average of yields in crop districts Ia, 2, 6 and 7h. Statistics Canada (1980). 
Weighted average of yields in crop districts Ib, 5, 8 and 9. Statistics Canada (1980). 
('Fop yields in suhseq.uent years set at 1980 levels for base runs. 

e Division of average yield into stubble and summer fallow yield ratios estimated on the basis of 
reported province-wide stubble and summer fallow yields. Statistics Canada (1980). 

economic base. The wheat stubble yields for the economic analyses were corn-
puted as follows: 

Wheat 
stubble -. Scenario ode-derived yield x 

1979 1980 yields 	(5.1) 
- -  yield 	191 1  1979 average yield 

As mentioned previously, both stubble and fallow yields are required. The 
latter were calculated by adjusting the results obtained from equation (5.1) by 
the reported 1979-1980 ratio of fallow to stubble yields. Yields for barley, oats 
and canola, as previously mentioned, were then calculated by using the 
1979-1980 ratios of yields for these crops to that for spring wheat. This yield 
information for the various crops and scenarios, expressed in terms of the 
1979-1980 base year as explained above (see Table 5.4), was used as input to 
farm models for determining direct impacts. 

5.3.2. Farm level simulation 

The farm models were run on a 10-year basis, the GISS1, GISS2, HIST4 average, 
and HIST2 scenario conditions assumed occurring in year 6 of the 10-year 
sequence. The first 2 years of data are 1979 and 1980 with the following conse-
quential years at 1980 values or as otherwise stated for the scenario inserts. The 
half-decade sequence, 1933-1937, was started in year 3; thus the year iinmedi-
ately following (denoted as 1938 in the tables of results) is actually represented 
by 1980 data. Changes at the farm gate are restricted to only those caused by 
crop yield reductions and do not consider preharvest input changes. The 
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resulting changes of output are, therefore, strictly the result of scenario-derived 
yield changes for cereal farms. These changes, as compared with the base case 
and categorized according to soil zone and cereal farm size, are given in Tables 
5.5-5.7. Absolute changes are then transposed into provincial totals by aggre-
gating according to the number of representative farms in each category (Klein, 
1983). 

These provincial totals are in turn modified by using the conversion figures 
established to relate the farm level model and the Province input output model. 
Table 5.8 provides expenditure and income changes in the agriculture sector con-
verted and aggregated to the provincial level for all scenarios. The loss of agri-
cultural employment in terms of person-years derived using the employment 
model are also presented. As shown, the IIIST2 extreme event year (1961) has 
double the impact of any other scenario at this stage. 

5.4. Provincial Economy Impacts 

Direct farm impacts brought on by crop yield reductions have repercussions 
upon other provincial economic sectors. These are commonly known as secon-
dary effects or indirect impacts. These types of impacts are generated by two 
types of changes: 

Reduced agricultural inputs decrease product demand from other sectors, 
eventually resulting in lower sales of these products and lower production. 
Since farmers now have less money available to spend their demand for 
products for home consumption and farm investments will be lower. 

The outcome for both of these changes is an economy that produces less goods 
and services. 

The commodity changes derived from the farm level analysis are used by 
the input—output model to compute the absolute changes in all sectors. These 
impacts were derived and are expressed in millions of dollars (Canadian) in 
Table 5.9. 

Services, trade, and transportation sectors are affected the most in absolute 
terms. In relative terms, a significant drop is also felt by agricultural processing, 
construction, utilities and financial sectors. To illustrate, when primary agricul-
tural output reductions amounting to Can$1800 million (Table 5.8) occur in the 
1961 (HIST2) scenario, another round of lost values of goods and services by the 
nonagricultural sectors is triggered amounting to Can$1600 million (Table 5.9). 
This decrease then results in a further reduction in the income levels and other 
value added in the province. The "Household Income" levels are reduced by 
Can$2400 million (or a devastating 38% of 1980 base values) by the IIIST2 
scenario, as well as another Can547 million which is lost in "Other Value 
Added". Thus close to Can$3000 million is lost to the provincial economy. 
Losses are not confined to the borders of Saskatchewan, as provincial industries 
would be importing Can$1200 million less from Canadian and foreign regions. 
This would trigger a further chain reaction in these regions similar to the 
impacts estimated for Saskatchewan. 
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Table 5.8. Change in aggregated income, expenditures and employment in the agricul-
ture sector of Saskatchewan for the different scenarios, 1980 prices (values in Canadian$ 
million and person-years). 

HIST4 period 
CISS2 GISSJ 	 1933 37 11 IS 7'2 

Commodity 2xCO2 T 2xCO2 TP 	average 1961 

income changes ($ million) 

Fuel & oil -0.5 -0.4 	 -0.5 -1.6 
Machine repair -0.8 -0.4 	 - 0.8 -3.1 
Insurance - 3.2 2.0 	 -2.2 --11.4 
Farm household 

income --272.6 -160.7 	-595.7 1795.4 

Ezpendit.nre changes ($ million) 

Metal products -0.2 -0.1 	 -02 --0.5 
Gas & fuel -0.8 -0.5 	 --0.8 -2.4 
Petroleum production -0.1 - 01 	 -0.1 -0.3 
Insurance -32 -20 	 -2.2 -11.4 
Household -272.6 --160.7 	-595.7 -1795.4 
Total ( $) -276.9 -163.4 	-598.9 --1810.0 

Employment changes (person-years) 

Agricultural 
sector employment -1224 -722 	-2647 --8000 

HIST4 period 

Commodity 1933 1934 	1935 	1936 	1937 1938a 

income changes ($ millzon) 

Fuel & oil +1.6 -1.6 	4-4.2 	+0.2 	-1.1 -1.1 
Machine repair -108 -3.1 	+11.1 	41.0 	--92 -4.7 
Insurance -4.4 -10.2 	-2.5 	-1.3 	-12.6 - 	12.8 
Farm household 

income -349.7 -663.5 	--201.5 	---164.6 	-801.9 -823.1 

Ezpendttnre changes ($ rnillzon) 

Metal products -2.4 -0.7 	+2.4 	+0.2 	-20 --1.0 
Gas & fuel -1-2.4 -2.4 	+6.4 	4-0.3 	-1.6 -1.6 
Petroleum production +0.3 -0.3 	+0.7 	+0.0 	+0.2 -0.2 
Insurance -4.4 -10.2 	-2.5 	-1.3 	--12.5 -12.8 
Household -349.7 	-663.5 -201.5 	+164.6 	-801.9 -8231 
Total ( $ ) -353.8 -677.1 	-194.5 	+163.8 	-817.2 -8381 

Employment changes (person-years) 

Agricultural 
sector employment -1564 -2993 	-860 	+724 	-3612 -3707 

a Represented by 1980 yield data to bring the model back to equilibrium. Denoted as 1938 
since it follows the HIST4 (1933-37) scenario. 
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Loss in output levels for various economic sectors are next translated into 
loss in employment. Lost production under the IIIST2 scenario will result in an 
indirect loss of over 17 000 person-years of work (Table 5.0) and a direct loss of 
8000 person-years of work for the primary producing agriculture sector (Table 
5.8. This brings the total employment loss to 25000 person-years or 5.8% of all 
employed workers in the province. Major losers in sectors other than agriculture 
arc workers in the trade and service sectors. The losses in these sectors will con-
stitute as much as 23% and 17% of the total loss in employment levels, respec-
tively. These results are not unexpected for two reasons. First, both sectors 
have high labor output coefficients; and second, the output of both sectors is 
severely affected by lower farmer disposable incomes. 

5.15. Effects of Adjustments Made in Crop Rotations in 
Response to Adverse Climatic Conditions 

The following section examines the efficacy of growing winter wheat (rather than 
spring wheat) to reduce the effects of drought. Winter wheat is most suited to 
dark brown soils and, therefore, the analysis is restricted to this particular soil 
zone lie.,  Region I, southeast; Region III, northeast; and Region IV, northwest 
Saskatchewan (see Ftyure 52)1. For the purposes of this scenario, it is assumed 
that 10% of all the summer fallow land in the dark brown soil zone is planted 
with winter wheat. On a rotation system of I year of summer fallow and 2 years 
of crop, this is equivalent to approximately 5% of the total cropped acreage. The 
estimations are for medium-sized farms only. 

The foliowing comparisons were made using the above data 

(I) Planting of winter wheat versus no winter wheat under normal conditions. 
(2) Planting of winter wheat versus no winter wheat under a "1936-type" 

drought condition. 

Each of these scenarios was examined assuming 1980 prices and economic condi-
tions. 

5.5.1. Winter wheat impacts during normal climatic conditions 

The results indicate (Table 5.10) that with a "no-drought" situation, the sowing 
of winter wheat had adverse effects upon farm financial performance in the area. 
An average decrease in net farm worth at year end of Can$5530 per farm, and an 
average decrease in net farm income of Can$61 10 per farm resulted. These 
decreases were caused mainly by a reduction in crop receipts, which fell 
Can12 400. Crop receipts fall because of lower prices for winter wheat versus 
spring wheat even though winter wheat yields were higher. Chemical costs rose 
by Can$340 per farm contributing to the decrease in net farm worth and net 
farm income. The rise in chemical costs is attributed to the cost of spraying in 
the previous spring. Total crop expenses and costs for seed, fertilizer, fuel and 
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oil, machine repairs and Western Grain Stabilization Act contributions all fell 
slightly [Table 5.10(A). 

These direct expenditures by farmers practicing winter wheat production 
lead to decreased input use (except for chemicals) and reduced level of household 
income (operator and hired workers). In fact, this decrease amounts to Can67.5 
million [Table 5.10(B)], almost half of which was in Region I, southeast 
Saskatchewan. Reduced agricultural expenditures lead to reduced nonagricul-
tural sectors output levels and contribution to the value added in the region and 
the province as a whole. The loss in the Cross Domestic T'rodnct of 
Saskatchewan is estimated at Can$95.5 million, in 1980 dollars [l'ahle 5 . 10 ( 611. 
From these results it appears that the change to winter wheat production would 
decrease the value added parameters for the provincial economy during a normal 
period. 

5.5.2. Jmpaets of a "1936-typ&' drought 

The regional and provincial level impact of the drought with conventional crop-
ping is illustrated in Table 5.11. The drought results in a loss of Can$216 rnil-
lion in terms of gross domestic product or value-added in the province. Of this 
total, about Can$79 million is lost in Region I. Further, the rest. of Canada is 
affected to the amount of Can$88 million, in terms of reduced imports into 
Saskatchewan [Table 5.11(C)]. 

Incorporating 10% winter wheat in the cropping program tended to 
ameliorate losses caused by drought. Total losses in GI)P or value-added uicome 
are Can$183 million (compared with Can$216 million) (Table 5.12). The aver-
age effect of a drought on farms without winter wheat resulted in reduced net 
worth of Can$10970 per farm [Table 5.11(A)], whereas the reduction in net 
worth for the same farms with the addition of winter wheat was only Can$9700 
per farm [Table 5.12(A)]. Drought conditions caused reductions in net farm 
income of CanSil 885 for farms with the conventional crops and of Can$10 110 
for those growing winter wheat. Crop receipts fell Can$24 355 per farm for the 
standard farms, and Can$20680 per farm for farms sowing winter wheat. Costs 
for such items as fuel, machine, repairs, WGSA contributions and crop expenses 
were all reduced by drought. Generally, these cost reductions were slightly 
larger (by one or two dollars /farm /year) for farms ;lsing regular planting prac-
tices than for those adopting the 10% winter wheat system. 

The effect on direct expenditures, of changing from normal weather condi-
tions to drought conditions, for the winter wheat scenario, follows. The on-farm 
impact of the drought was reduced by diverting some of the crop land to winter 
wheat. For example, the net income of workers and operators was reduced by 
only Can$11.2 million, an improvement of about Can$20 million jTable 5.12(B)]. 
The positive effects of incorporating winter wheat production for drought years 
is clearly shown in Table 5.13. During a 1936-type drought year, if the agricul-
tural sector (as defined in terms of dark brown soil zone farms) converted 10 1X, of 
cereal crop acreage to winter wheat, it would benefit by CanS19.9 million. This 
also increases the economic output of nonagricultural sectors by approxrnately 
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Tabk 5.10. Economic impacts of replacing 10% of the spring wheat area with winter 
wheat on dark brown soils under normal climatic conditions (changes relative to no 
winter wheat; Canadian dollars). 

Changes 
perform 
(aclual$) 

Level of change by region in $1000 

I 	III 	IV 	Province 

FARM LEVEL IMPACTS 

Number of farms 3303 1 474 2 224 7001 
Financial indicators: 
Net capital purchases +750 1-2474 1-1 104 +1666 +5 244 
Total assets -8230 -27174 --12126 --18297 --57597 
Changeinnet.worth -5530 -18256 -8147 -12292 -38695 
Net farm income -6110 -20188 -9009 - 13593 -42790 
Crop receipts -12400 -40944 -18272 -27568 - 86784 
Crop expenses - 400 - 1 334 -596 898 - 2828 
Seed --250 -829 -370 -558 --1 757 
Fertilizer -230 --766 -342 -516 --I 624 
Chemicals +340 41110 495 4-747 1-2 352 
Total fuel aud diesel -170 -535 - 238 - 361 -1134 

Fuel -140 456 -203 -307 -966 
Lubricants -30 ---79 --35 -54 -168 

Machine repairs --90 -- 287 -- 128 - 	194 --609 
WGSAa con tr ih tl tion  -70 ---231 - 	103 156 -490 

COMMODITY CONVERSION FARM EXPEND1TUR1S 

Wheat seed -829 -370 -558 -1 757 
Machines repairs --62 -- 28 -42 - 	132 
Fuel -813 -363 -547 -1723 
Lubricants - 89 - 39 - 60 -- 188 
Fertilizer - 966 -431 -651 -2048 
Chemicals +2082 +929 41402 1 4413 
WcSAapaynien ts  ---231 - 103 -156 490 
Household -30919 -13798 -20818 -65535 

Total expenditures -31827 -14203 -21430 -67460 

Local purchases 

Wheat seed -829 -370 -558 -1757 
Machine repairs --9 4 --6 -19 
Fuel -512 --228 -345 -- 	1085 
Lubricants --32 -- 	14 --22 -68 
Fertilizer -29 -13 -20 -62 
Chemicals -1 63 -1-28 4-42 1133 
Insurance -74 -33 -50 ---157 
Household -30919 -13798 -20818 - 65535 
Imports -515 -242 - 348 	- -1105 
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Table 5.10. conUnued 

I 

Level of change by region in $1000 

III 	IV 	Province 

C. REGIONAL AND PROVINCIAL IMPACTS 

Agriculture —706 —315 —475 —1 497 
Nonfuel mines —66 —38 —15 —840 
Fuel mines —33 —2 —9 —350 
Forestry and fish 0 - 16 —1 —157 
Agriculture processing - 149 - 136 -10 -1 808 
Other manufacturing -$14 -348 -255 - 54(8 
Construction -650 -385 -171 --6243 
Utilities -361 -170 -57 -2746 
Trade -2223 -828 -554 -13453 
Transportation -340 -327 -125 -9147 
Finance, insurance, real estate --565 -110 --7 -2547 
Services --2522 -741 -228 -16396 
CDP: 	Households -5947 -13783 --22961 -85574 

Other —2125 --738 --378 --4146 
Net indirect tax —1 834 —681 —990 --5 787 
Imports -5945 -6110 -9672 -43119 

5 WGSA = Western Grain Stabilization Act 

Can$17.8 million. The GDP for Saskatchewan then increases by Can$32.6 mil-
lion. Benefits also accrue to the rest of Canada and the world through increased 
imports into the province. From these results it appears that, as insurance 
against the impacts of a drought year, putting some land into winter wheat pro-
duction, as opposed to all under spring wheat, is an advisable farm practice. 

5.5.3. Policy implications 

The winter wheat scenario as presented here offers but one example of how to 
evaluate the efficacy of a number of different responses to climatic change. The 
scenario is simplistic, but by keeping the reference to a single specific cropping 
change, the impacts are articulated and the complexity of dealing with several 
mitigative influences simultaneously is avoided. For example, winter wheat in 
this case is sown on summer fallow but in reality most now is planted on stubble. 
This latter practice of planting on stubble, however, would enhance the drought 
mitigative effects and thus the "winter wheat on summer fallow" scenario may 
be viewed as providing an underestimate of the ultimate benefits that would be 
likely to result from switching to a cropping system that incorporated winter 
wheat. 

It was also assumed in the scenario that winter wheat yields would be a 
constant 25% higher than spring wheat yields, as is the case under normal 
climatic conditions. In cropping trials, however, winter wheat yields were more 
than 25% above spring wheat yields during drier climatic conditions. In reality 
then, an appropriate cropping mix might greatly improve farmers' financial 
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Table 5.11. Economic impacts of 1.936-typc drought for regular farm practices on dark 
brown soils ([980 Cariailjan dollars). 

(.hangri Level of change by region in $1000 
per fares 
(edna! $) I TI! IV Pro is ri-ce 

A. FARM LEVEL TM ['ACTS 
Number of farms 1303 1474 2224 7001 

FnancsoI mthcalors: 
Net, capital purchases 0 0 0 0 0 
Tofai assets - 10975 	-36247 16 176 - 24406 -76829 
Change in net worth 10970 36241 -16 174 -24404 76822 
Net farm income -11 885 	-39253 - 17517 - 26 430 -- 83200 
Crop receipts -24 355 	-- 80441 - 35898 - 54163 -. 170502 

Crop expenses 295 -971 -433 - 654 -2 058 

Seed 0 0 0 0 0 
Fertilisor (1 0 0 0 0 

Chemicals 0 0 0 0 0 

Tot5l fuel and diesel - 25 -82 -37 --56 -175 

Fuel 20 69 .31 47 -147 

lubricants - 5 13 -6 -9 -28 

Mach inc repairs -. 10 -- 39 - 18 -27 - 84 

WCSA 5  con[nbiitiori 50 •- 	155 .- 69 -105 -329 

H. COMMODITY CONVERSION PA R.M EXPENDITTJRES 
Machines repairs 8 4 6 -. 18 

Fuel 124 -55 --83 262 

Lubricants - IS 7 -10 -32 
WGSA' payments . 	155 - 69 -104 -328 
Household income -62225 -27768 -41898 -131 891 

Total expenditures -62527 -27903 -42101 -132531 

local purchmes 
Machine repairs -1 -1 - I -3 

Fuel -78 .35 52 - 	165 

Lubr}cant -5 2 - 4 ..11  
Itisurance -50 - 22 -.. 33 -105 
Household 62225 27769 - 41898 -131891 

Imports 168 75 -97 -339 

C. RFICIONAL AND PROVINCIAL IMPACTS 
Nonfiiel mines --87 -63 -6 -1584 

Fuel mines -54 0 --11 -678 

Forestry and Fish 0 -32 -2 - 305 

Agriculture processing 295 -. 312 -19 --3694 

Other irianufacttiring -1118 -536 -178 --9918 

Construction 1293 --882 -341 -12750 

Utilities -714 -389 -113 -5595 

Trade -4009 - 1685 -816 -26673 

Transportation -2505 -702 -193 -. 	18431 

Finance, insurance, real estate --1018 -197 -76 -4957 

Services 4112 -1691 -449 33407 

CUP: 	Households -71923 -31 845 -45966 -175956 

Other -3920 1536 --554 -28207 

Net indirect Lax --3 501 - 1487 -1872 -11508 

Imports -31855 -14099 -19326 -88429 

5WCSA - Western Crain Stabilization Act 
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Table 5.12. Economic impacts of 1936-type drought for 10% converted spring wheat 
farm practices (1980 Canadian dollars), 

Changes 
per farm 
(actual $) I 

Level of change lnj region in 	1000 

III 	IV 	J'rovr rice 
A. FARM LEVEl. IMPACTS 
N!lrnber of farms 3303 1474 2224 7001 

f',ricirirjqj inthcator.i: 
Net capital purchases (1 0 0 0 0 
Total assets 9660 31904 14237 21482 -67623 
Change in riot, worth -9700 -32036 -14296 .21571 . 67903 
Net, farm income . 10110 --33 397 14903 22487 -70 787 
Crop receipts --20680 -68313 ---30485 45997 -144 795 
Crop expenses 280 .-. 911 -407 -614 1932 
Seed 0 0 0 0 0 
Fertilizer 0 0 0 0 0 
Chemicals P 0 0 0 0 
Total leel and diesel 25 76 -33 --52 161 

Fuel -20 -66 29 -45 - 140 
Lubricants -5 -10 _.4 7 -21 

Machine repairs 10 33 --15 --22 70 
WCSA 5  contribution -50 -152 --68 --102 -322 

B. COMMODITY CONVERSION FARM EXPENDITURES 
Machines repairs --7 -3 5 -15 
Fuel -- 	118 53 .79 -250 
Lubricants --11 5 -7 23 
WGSA' payments --152 -68 -102 --322 
household income --52812 23568 --35 560 111 940 
Total expenditures --53 100 -23 697 - 35753 -112 550 

Local purcha.ncs 

Machine repairs 1 -1 -1 3 
Fuel 74 --33 -50 157 
Lubricants -1 -2 - 	3 -9 
Insurance -49 22 -32 103 
1{osehojd 52812 --23568 -35560 --119940 
Imports -150 -71 --118 -339 

C. REGIONAL AND l'ROVTNCIAL IMPACTS 
Nonluel mines 74 -53 5 -1346 
Fuel mines -46 0 -9 -576 
Forestry and fish 0 -27 --2 -259 
Agriculture processing .250 -265 -16 -3 136 
Other manufacturing - 954 -457 --155 --8425 
Construction -- 1098 -749 . 290 -10824 
IJtilities -606 -331 ---96 -4749 
Trade -3405 -1431 -694 -22644 
Transportation - 	2195 -596 -164 -15647 
Finance, insurance, real estate -870 -- 170 -69 4 222 
Services -4238 -1436 --382 -28359 
CUP: 	Households -61048 --27030 -39014 ---149350 

Other -3331 -1305 -473 -23957 
Net indirect tax -2974 -1263 -1510 -9773 
Imports -27047 ---11959 -16322 -75114 

5 WGSA Western Grain Stabilization Act, 
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Table 5.13. Wintur wheat as a mitigative measure in drought. years (Canadian $ mil-
lion) 

1P86-type Net changes 
.1936-type drought brought abont by 

drought impacts with wrnter wheat 
impacts with 1096 acreage scenario during 
connent.ional switched to 1936-type 

cropping winter wheat drought 

I)irect agriculture 1325 112.6 +19.9 farm impacts 
Regional and provincial 

- 	118.0 100.2 +17.8 secondary impacts 
GDP -- 215.7 183.1 -1-32.6 
Imports —88A -75.1 1-13.3 
Workers (actual numbers) -+ 280 

conditions during a drought. If we consider that a 1936-type drought might he a 
much more frequent event.under the GISS2 scenario conditions, and perhaps 
even under the GISSI scenario, the analysis could be altered to assume relatively 
higher winter wheat yields for these conditions. 

It is interesting to view the actual incremental adaptation of a winter wheat 
crop in recent dry years in Saskatchewan. The amount of winter wheat seeded 
in Saskatchewan soared to about 141 000 hcctares in 1983 from 18000 hectares in 
1982. In the fall of 1984, 8000 farmers signed lip  for crop insurance for about 
405000 hectares of winter wheat (Saskatchewan Crop Insurance Hoard, personal 
communication). After the dry conditions of 1984 (when spring wheat yields 
were down 25% from normal) farmers were hopeful that the 1984-1985 winter 
would provide the 10-20cm snow cover needed to insulate the winter wheat crop 
and that an early crop would be harvested in 1985. However, the snows did not 
materialize and a lot of acreage had to be reseeded in the spring. This provides 
a caveat to the winter wheat scenario in that it only provides an effective 
drought mitigative measure if conditions favor greater yields than for spring 
wheat. 

5.6. The Role of Economic Models in Impact Studies 

While we have attempted to keep the presentation simple, the reader should 
realize that the economic modeling involved is quite complex. The complexity of 
economic modeling probably rivals that of general circulation climatic modeling. 
In impact studies such as this, economic models provide the final link in the 
chain for translating climatic change hypotheses into socioeconomic terminology. 
For instance, the abnormalities of Saskatchewan's precipitation and temperature 
under the HIST2 extreme year scenario are translated here into a provincial 
employment loss of approximately 25000 person-years, and an overall loss to the 
provincial economy of nearly Can$3000 million. The validity of such estimates, of 
course, depends not only on the economic model, but also on the crop growth 
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and phenological models, and on the procedures used to derive the climate data 
needed for these models. 

In this analysis we considered the most important crop, spring wheat, and 
one example of a possible response, a partial switch to winter wheat. In doing so 
we have illustrated the type of analysis that is feasible. In more comprehensive 
future studies, a number of crops could he tracked through the system for 
translating climatic differences into economic impacts. Several different types of 
response and feedbacks could be taken into account. Such analyses could include 
consideration of the long4erm sustainahility of the land resource base and could 
reflect anticipated degradation of this resource base and the resulting yield 
reductions and economic consequences. Of course, these sorts of analyses are 
well beyond the scope of this study. The reader is referred to Section 6 for a 
broader discussion of the results and implications of the economic analyses 
presented here along with those for all other parts of this study. 



SECTION 6 

Conclusions and Implications 

6.1. The Scope of this Study 

The preceding parts of this case study have attempted to answer the question: 
what would be the impacts on Saskatchewan agriculture if the conditions 
represented by several climatic scenarios were exl)erienced in the future, assum-
ing the same technology and economic circumstances as in the 1980s? The 
scenarios considered included those based on an historical extreme year (1UST2), 
an historical tO- or 5-year period (IIIST3 or 11I8T4), the temperature and precip-
itation changes implied by one of the recent climatic general circulation ITIO(lels 

(G('Ms) for a doubled CO 2  atmosphere (GISSI), and the temperature changes 
alone from that model (GISS2). The impacts were assessed by comparing results 
for these scenarios to results for the 1951 -1980 standard climatic normal period 
(ITISTI). 

The data on the changes in climate implied in the various scenarios were 
translated, using several models, into estimates of impacts on the thermal and 
moisture resources for agriculture, the potential for biomass productivity and for 
soil erosion by wind, the production levels for spring wheat, and the farm and 
provincial economy. Estimates were also made of the impacts on drought fre-
quency and severity resulting from the warming due to CO2  doubling, with or 
without the predicted precipitation increase (GISS3 and GISS4), in comparison 
with the drought severity and frequency of a 33-year period in the recent past 
(HIST5). 

This final part of the case study summarizes the results and presents our 
conclusions and recommendations. 

To avoid confusion we should emphasize here some of the things we have 
not done in this case study. We have not attempted to assess the likelihood of 
any particular climatic change, or to predict future climatic impacts, or to under-
take comparative studies of different GUM scenarios, or to consider nonclimatic 
effects of increased CO 2  on crops, or to make a comprehensive evaluation of all 
the various models that might reasonably be used to study climatic impacts on 

351 
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Saskatchewan agriculture. This case study focuses on demonstrating the transla-
tion of data on changes in climate into estimates of consequent changes in agri-
culture. To provide this demonstration it used results from only one GCM, and 
employed only a few representative impact models. 

We should also emphasize again that in general It is impossible to validate 
objectively models for climatic impacts work. The models may have been vali-
dated for other work, but such validation may not necessarily be relevant for the 
present application. Thus there is usually no basis for quantifying the degree of 
confidence one should have in impact estimates. Despite these limitations we 
feel it is important to try to make the best translations of climatic scenarios into 
estimates of likely effects that can presently be made. Impact models such as 
those demonstrated in this case study can and should he used for such work. 

6.2. Summary of Results 

The results suggest that without any fundamental change in climate (see HIST 
scenarios, Table 6.1), Saskatchewan agriculture can expect an occasional warmer 
than normal year with moisture resources so reduced that crop production is 
only about a quarter of normal, the potential for wind erosion is doubled, and 
losses to the agricultural economy exceed Can$l800 million and 8000 jobs for 
cereal crop losses alone. flipple effects in sectors other than agriculture (Table 
5.9) translate into a provincial GDP reduction of Can1600 million and a further 
reduction in jobs of 17000. They also imply that an occasional period of 5 10 
consecutive years with warmer than normal growing seasons will have moisture 
resources so subnormal that biomass dry matter production will be reduced by 
nearly half and spring wheat production by about one-fifth. There would be a 
loss to agriculture of about 2600 person-years annually, and an annual economic 
loss of nearly Can$600 million. This loss, resulting from effects on cereal crops 
alone, translates, for nonagricultural sectors, to a provincial GDP reduction of 
over Can$500 million and a loss of 5600 more person-years annually. 

With respect to the climate inferred for a doubled CO 2  atmosphere, our 
results suggest that on a long-term average basis there would be a substantial 
increase in thermal resources, modest increases in moisture resources (according 
to the precipitation effectiveness index results) and in potential biomass produc-
tivity, modest decreases in the wind erosion potential and in spring wheat pro-
ductivity, and losses to the agricultural industry of about 700 jobs, and about 
Can$160 million annually (.5ee CISS1 scenario, Table 6.1). This amounts to a 
nonagricultural sector reduction of about Can$150 million in provincial GDP 
and 1500 additional person-years annually. They also suggest more frequent and 
severe droughts: under the 2 x CO 2TP scenario the return period for what we 
would presently call a severe drought would be only about half as long as it is 
now. 

For a climate changed by the warming but not the precipitation increase 
inferred for a doubled CO 2  atmosphere (C1SS2), our results imply, on a long-
term average basis, modest reductions in moisture resources and bioinass pro-
ductivity, a moderate increase in wind erosion potential, and a moderate 
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Table 6.1. Climatic impacts summarized for southern Saskatchewan in relation to nor-
rnal (HISTI/J 951 1980 or IIIST5/1950- 82). 

HIS7'2 	JJJST3 	GISSI 	GJSS2 
(1981) 	(1929-38) 	(2 x CO2 TP) (2 x CO2 1) 

Degree-days 
Precipitation 

effectiveness 
13!omass potential 
Wind erosion 

Potential 

Spring wheat 
prod ic ti on 

Expenditures by 
agriculture (rnillion$) 

Employment, in 
agriculture  

-j 10 to +18% 	I 3 to 16% 

—18 to 53% -21 to —26% 

53 to —100% —26 to -60% 

t123% 	- 

+48 to 1-53% -1 48 to 1-53% 

1- 1 to -I-  13% 	-10 to 12% 

F I to +30% 	19 to + 3% 

—14% 	1-26% 

111512 I1JST4 C (581 C 1852 
(1961) (1933-37) (2 x CO2 TPJ? (2 Y CO2 T) 

• 76% 20% -18% -28% 

41810 $599 —$163 --$277 

--8000 —2647 722 1224 

Palmer Drought Index (PDI) 

Frequencies 	 Ret urn period (years) 
1115 T5 	G1553 	GISS4 	111815 	GISSS 

(1950 82) (2 x CO2 T11) ('2< CO2 T) (1950 82) (2 x CO2  TI') 
Severe drought 	0.1% 	0.9% 	10.8% 	15 to 35 	8.5 to 17.5 
Drought 	3.0% 	9.1% 	39.6% 	6.5 to 10 	4 to 6 
See Tub!e 1.3 and text, for explanation of scenarios ([lIST and GISS); ire texf for details of im-
pacts. I'or further information on degree-days, precipitation effectiveness, biomass potential 
and PDI see '1 able 2.5, for wind erosion potential see Table 93, for spring wheat see laMe 4.7, and 
for agriculture eapenditiires and employment see Table .5.8. 

reduction in spring wheat productivity. Estimates of losses for the agricultural 
economy were about 1200 jobs, and about Can$275 million annually, which in 
turn would give rise to a Can$250 million provincial GJ)P reduction in sectors 
other than agriculture and a loss of 2600 more person-years. A severalfold 
increase in drought frequency could he expected (GISS'l). 

With both the historically based and the 2 X CO 2  scenarios, the results for 
potential biomass productivity (CA) (see Section 2) indicated a more accen-
tuated midsummer dry period than normal (IIISTI). This was most noticeable 
for the extrerrie decade (IIIST3) and for 2 x CO 2  warming without the precipita-
tion increase (CISS2). For the extreme year (IHST2) there were so many 
months without any contribution to CA that the dry midsummer was less 
marked. For 2 x CO 2  (G1SS1 and C1SS2), the results also indicated that the 
spring/early summer growth peak period would move back to an earlier part of 
the year than with ITISTI. 

The estimated reduction in potential biomass productivity for the extreme 
year (tIIST2) is somewhat greater than for spring wheat production. The 111ST3 
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and HIST4 results suggest that the reduction in bioniass potential fuight he 
twice as large as that for spring wheat for an extreme 5-year period based on the 
historical climatic data. Spring wheat is a crop well adapted to the region, and 
in dry years the grain yield would tend to represent a greater proportion of total 
biornass than usual (Section 4), so the results are perhaps not too inconsistent. 

In contrast to the agreement between hiorna.ss and spring wheat results for 
the historically based extreme year and period, there was a lack of agreement in 
the case of the 2 x 002  climatic scenarios. For CISS1 they indicated potential 
biomass productivity would increase while spring wheat production would 
decrease while For 002  warming without, the increased precipitation (CISS2), it 
appeared spring wheat production would he reduced considerably more than 
hiomass productivity. The policy implications of these results will he discussed 
in Subsection 6.4. 

The suggestion for GISSI of a moister climate, as indicated by precipitation 
effectiveness, accompanied by more frequent and severe droughts, as indicated 
by PD!, is another apparent contradiction. Its interpretation will he discussed in 
Subsection 6.3.2. 

There were indications, for example in the drought and spring wheat anal-
yses, that the greatest impacts of CO 2-related warming would be in the northern 
agricultural areas, with the result that the agricultural zone of Saskatchewan 
would become agroclimatically more homogeneous under a doubled CO2  atmo-
sphere than it now is. 

The spring wheat analysis emphasized the need for distinguishing between 
individual drought years, and consecutive drought years. The 1937 growing sea-
son was rather similar to that of 1936, but the fact that 1937 was a drought year 
Following a drought year contributed to the much greater severity of its impacts. 

In the economic analyses it was found that, in drought years, losses were 
considerably lower if part of the crop land was in winter wheat than if it was all 
in spring wheat, but the reverse was true in normal years. 

6.3. Implications for Climatic impact Analysis 

6.3.1. Simulating GCM-based climatic scenarios 

There has been considerable experience, with studies going hack more than 70 
years, in analyzing historical climatic variations and their impacts in western 
Canada (reviewed briefly in Section 1), but experience in estimating the impacts 
for climatic scenarios derived from general circulation models (GCMs) is much 
more limited. This case study has provided a valuable opportunity to gain some 
insights regarding such use of GCMs, and we would be remiss if we did not 
report them here. 

The 1 x 002  equilibrium climate computed by a GCM may seem to 
correspond fairly well to the observed climate in terms of global or hemispheric 
annual average values. In any analysis involving agriculture, however, it is 
necessary to consider quite limited areas on the globe, particular seasons of the 
year, and the variations from year to year and district to district. 
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The CISS GCM data for Saskatchewan locations for a 1 x CO 2  equilibrium 
climate (GISSE) represented cool maritime conditions quite different from 
Saskatchewan's present climate. It would seem desirable that in a regional study 
the I x CO 2  equilibrium climate should correspond much more closely to the 
present climate of the region than was the case here. This correspondence can 
easily be tested. it is also quite desirable that the change from a I x CO 2  to a 2 
x CO2  clmate he realistic, but this would seem impossible to test. When the I 
x CO2  equilibrium climate is quite different from real conditions, then, as Parry 
and Carter (1984) have remarked, "whether the change between 1 x CO 2  and 2 
x CO2  equilibrium conditions adequately reflects the real changes that would 
occur as a result of CO 2  doubling is not known." 

In such a case it may still be possible to infer from the GCM results a 
climatic, change that seems "reasonable" or "plausible", to provide a climatic 
scenario that can he applied in impact analysis, as was done here. FIowever, cau-
tion should he exercised in interpreting the computed impacts as estimates of the 
likely effects of CO 2-related climatic change. 

Where the 1 x CO 2  equilibrium climate precipitation is much larger than 
the observed precipitation, it may suggest that the change in precipitation for 
CO 2 . doubling indicated by the GCM results is also likely to be unrealistically 
high. in view of this it is useful if impact computations are made both with and 
without the inferred precipitation increase, as was done here, as this provides 
upper and lower estimates of the impacts. 

For inferring the climatic changes from the GISS results, we selected the 
method of differences for deriving temperature scenario data and the method of 
ratios for precipitation, as explained in Section 1. This use of ratios for pre,cipi 
tation proved quite controversial. Perhaps this was because in the North Atlan-
tic and in Western Europe the two methods may give almost the same results for 
precipitation, and Conrad and Pollak (1950) imply that, in that case, it is easier 
to use the method of differences, in a more continental climate, ratios or percen-
tages have commonly been used in specifying precipitation changes in simulating 
climates (e.g., Williams, 1970, 1975; National Defense University, 1980; Bootsma 
et aL, 1984). 

Experience with the Palmer Drought Index (PD!) analysis of data on a 
month-by-month basis indicated that using ratios to adjust precipitation to a 2 
< CO 2  climate (C1SSI) led to increased drought frequency, where the use of 
differences would have led to a much decreased frequency. We suspect that PDI 
has proved here to be a good indicator of what is, in fact, a major climatic 
difference. The experience with PDI suggests that using the method of ratios for 
precipitation in deriving a 2 x CO 2  scenario results in a climate that is still quite 
continental, while using differences for precipitation would lead to a much more 
maritime climatic scenario. We assumed that it was more appropriate to use 

..'nethods that would maintain the continental nature of the climate, but this was 
a subjective judgment. 

With the method of differences, the standard deviation of the simulated cli-
mate data, i.e., the absolute variability, is the same as in the original historical 
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series. The cakulation of P1)1 thus assumed the absolute variability of tempera-
ture to be the same with the simulated climate as with the historical series. The 
method of computing growing degree-days, which made use of standard devia-
tions of temperature, also made the same assumption. With the method of 
ratios, the coefficient of variation, i.e., the relative variability, rather than the 
absolute variability, was assumed to be the same in the simulated climate as in 
the climate of recent decades. If 0CM results could provide more indication of 
the likely effects of CO 2  doubling on the variability of climatic elements this 
would be useful for impact analysis. 

Experience in this case study suggests several other types of information 
that would be useful if it were possible to obtain them from GCMs. These 
include wind speeds, mean daily maximum and minimum temperatures, the 
likely timing of the summer rainlall peak, and information on expected storm 
track positions in a 2 x 002 climate, it would be useful to have a series of results 
from a 0CM representing the climatic transition from a I x CO 2  to a 2 x CO 2  
atmosphere, which could then he employed to estimate the resulting transitions 
in agriculture. There would also seem to be a need for more detailed information 
on the likely geographic. patterns of the anticipated climatic changes within a 
region such as Saskatchewan. In this study the available information suggested 
fairly uniform changes across the region, and this may not he realistic. 

There is a need for more information to assist, users in determining which 
0CM is the most appropriate for a particular study. In this IIASA/UNEP cli-
mate impacts project the GJSS model was used as the standard for all the case 
studies. In a further study, say, of the North American Great Plains, some other 
0CM might be more suitable, particularly as new research developments are 
taken into accounL There is clearly a need to make dialogue between climatic 
modelers and impact modelers as easy as possible, and in some cases the 0CM 
selected might be the one for which such dialogue could he most readily pro-
moted. 

It would probably be feasible to use GCMs to estimate not only the 
impacts on climate of 002  changes, but also the impacts, for instance, of volcanic 
eruptions contributing to climatic cooling. Perhaps Probabilities could be 
assigned to these various factors that may affect our future climate, GCMs could 
be used to assess the likely resulting climate changes, and impact models could 
be applied to the resulting scenarios to derive a range of estimates, with accom-
panying probabilities, of likely effects on agriculture. 

6.3.2. Imp1ictions for estimiting impacts 

In this subsection we consider the further work that is needed to improve our 
understanding of: 

Climatic aspects relating to soil degradation and soil erosion. 
Some aspects of the application of climatic scenarios. 
The linkages and interactions between climate models and impact models. 
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Soil degradation and eroswn 

Particular emphasis is needed on climatic aspects of soil degradation to make up 
for past neglect. This subject is of significance to climatology not only because it 
relates to an important impact of climatic changes and fluctuations, but also 
because soil degradation affects the capacity of agriculture to respond to chang-
ing climates, and soil degradation processes may themselves affect the future cli-
mate. In further research the consideration of soil degradation needs to be 
broadened to include not only wind erosion, which was analyzed in this case 
study, but also water erosion and salinization, both of which are climate-related 
processes that are very damaging to agriculture. 

in such erosion-prone areas as Saskatchewan, soil erosion losses, and the 
resulting decreases in agricultural productivity, should be measured routinely, 
both to assist model development and to monitor the level of the problem. Study 
of the relation between climate, blowing (lust, and wind erosion losses would he 
useful, as blowing dust may serve as a surrogate for wind erosion losses where 
the latter are not measured. Improved expressions for the wind erosion potential 
of climate need to be developed and subjected to frequency analysis. Winter 
wind erosion, and the relationship of wind erosion to wind speed, need to he 
studied. 

The effects on climate of increasing wind erosion of soil should he assessed. 
Blowing dust can reduce incoming energy, and soil surfaces that becorrie lighter 
in color through erosioli become more reflective, while dust deposited on snow 
can decrease surface reflectivity, and all these processes can thus affect the 
climatic energy balance. 

Efforts should be made to develop a wind erosion potential model that 
could be used operationally on a monthly or weekly basis to provide warnings of 
imminent wind erosion situations, just as, for example, fire weather indices are 
computed to warn of climatic conditions conducive to forest fires. Wind erosion 
potential maps could be used to alert agricultural extension agencies and farmers 
about the expected times and locations of moderate to high risk conditions. 

Applying chmat!c scenarios 

The causes of the differences in the results for the northern agricultural districts 
in the spring wheat analysis need to be investigated in more detail than was pos-
sible here. It may also be possible to improve the modeling to reflect likely 
differences of stubble and fallow sown crops in how they respond to climate. 

In applying the various impact models, scenario data for certain variables 
were typically used in conjunction with data for some historical period for other 
variables. Degree-day computations for all scenarios employed standard devia-
tions of monthly mean temperatures from the 1951-1980 period. Calculations of 
the climatic index of agricultural potential used solar radiation from the 
1967-1976 period in all cases. The drought index computations for 2 x CO 2  
scenarios were performed in such a way that the absolute variability for tem-
perature and the relative variability for precipitation remained the same as those 
for the 1950-1982 period. The wheat growth model used diurilal temperature 
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ranges for the 1951-1980 period with the 2 x CO 2  scenario data, and the 
economic analyses used economic conditions for the year 1980 in conjunction 
with all the scenarios. The GISS2 and GESS4 scenarios employed CCM-based 
temperature scenario data together with historically observed precipitation. 

Provided that caution is exercised in interpreting results, the employment 
of historically observed base-period data for some variables together with 
scenario data for others is a useful procedure, and there may be justification for 
applying it more extensively to permit fuller exploitation of scenario data. For 
example, in the wind erosion potential analysis, historically based wind data for 
the 19511980 period were used in conjunction with the 2 x CO 2  scenario tem-
peratures and precipitation. In further work these wind data might also be used 
with the temperature and precipitation data based on the 1929-1938 decade, a 
period for which observed wind data were inadequate for this study. 

In impact analysis, the use of climatic scenarios has some advantages over 
analyses that simply examine the sensitivity for a matrix of changing values of 
input variables such as 2- and 4-degree increases and decreases in temperature 
and 10% and 20% changes in precipitation. Such sensitivity analyses do not 
directly answer "What if?" questions about the likely impacts of a future period 
with climate like that of the 1930s, or like one of the predicted 2 x CO 2  climates. 
Also, such a matrix-type sensitivity analysis typically considers a given change 
for each variable without seasonal differentiation or regard to changes in other 
variables. Analyzing just four different temperature changes in conjunction with 
four different precipitation changes involves a 5 x 5 matrix, when the no-change 
conditions are included for each variable, and hence 25 different analyses. 
Attempting to introduce different changes for different months would produce an 
unmanageable number of combinations for analysis. The use of scenarios, 
whether based on historical data or GCMs, helps to overcome this problem. 

Linkages and interactions 

The climate/agriculture system in Saskatchewan, as in any region, is extremely 
complex. Many more impact models could be used in future studies than were 
used here, and it would be desirable to explore many more of the possible link-
ages and feedbacks than were considered here. 

in this case study the link from spring wheat yields to the economy has 
been developed, but in general the feedbacks such as the effect of economic 
demand on how much spring wheat or other crops will be grown, and on how 
much summer fallow and biomass productivity there will be, have not been 
examined. A few of the many possible linkages that could be explored in future 
work are shown in Figure 6.1. 

The biomass potential model (Section 2) could be used with a series of har-
vest indices for different crops. However, in that case, as in the case of the esti-
mations for barley, oats and canola (Section 5), it is assumed that the different 
crops respond similarly to climate. Alternatively, the spring wheat model could 
be replaced by a whole family of crop growth models that would reflect the 
differing responses. These models, together with feedback regarding economic 
demand, could be used to simulate crop selection. Significant increases in 
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Figure 6.!. Generalized flow chart of the Saskatchewan case study showing some addi-
tional linkages that could be explored in the future (see arrows). 

thermal resources could be expected to lead to more emphasis on crops such as 
maize which have well-known thermal requirements that could be matched to 
estimates such as those provided by the degree-day component. A series of 
economic models might he used to represent different types of agricultural enter -
prise. Analyses are needed linking year-to-year variability, as examined in the 
drought study, and economic impacts. 
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Linkages are needed to reflect the long-term effects of wind erosion on the 
economy, and the effects on wind erosion of drought frequency, biornass produc-
tivity and crop selection. Also, through their effects both on atmospheric turbi-
dity and surface characteristics, changes in the levels of wind erosion and 
biornass productivity may ultimately affect the climate, so that there would be 
feedback to general circulation modeling. 

Study is needed of the comparative behavior of the different models and 
different ways of using them. For example, the precipitation effectiveness index 
indicated improved moisture resources with GISSI for all locations while the 
moisture component (P.5) in the biomass potential model indicated reduced mois-
tore resources at some of them, and the drought index model indicated increased 
drought frequency at all locations. The increased drought frequency would not 
necessarily be inconsistent if the climatic change were accompanied by an 
increase in variability of soil moisture. On the other hand, this apparent con-
tradiction may have arisen because of inconsistencies among the various impact 
models. More research would he needed to clarify this. 

The calculations with respect to drought, and also to the climatic, effects of 
1933- 1937 on spring wheat, demonstrated the value of analyzing data on a year-
by-year basis. Mearns et el. (1984) have also emphasized the disadvantages of 
considering only chmatic means. Estimates on a year-to-year basis need to be 
made for precipitation effectiveness and biomass potential and compared with 
the drought index analysis. The implications regarding variability of the 
climatic scenario data and the impact estimates need to he subjected to statisti-
cal examination. Consideration needs to be given to possible effects of method-
ological inconsistencies, such as the fact that soil moisture is estimated in at least 
four different ways in the different irripact models, and perhaps in another way 
again in the GUM. 

0.4. IrnplkatioHs for Policy 

Practical means exist to answer such questions as, "What are the likely impacts 
on Saskatchewan agriculture if the climate changes as suggested by some of the 
recent GUM-based scenarios, or if we have another period with climate like that 
of the 1930s?" A great deal of work is needed, however, to improve the methods 
and make the whole process more objective. 

In the meantime, this case study provides some tentative answers to "What 
if?' questions about likely impacts on Saskatchewan agriculture of the particular 
historical and GUM-based scenarios considered here. It also demonstrates 
methods that can be used for estimating the impacts associated with any new 
climatic scenarios that become available. Providing the limitations of the 
methods are kept in mind and care is taken in interpreting the derived informa-
tion, these rriethods can and should he used to assist decision making in planning 
and formulating policy for agriculture. 

The historically based scenario results remind us that if the climate 
remains basically the same as it has been in recent decades, Saskatchewan can 
expect to continue to have to cope with occasional years with agroclimatic 
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resources so low that productivity is reduced by 75%, and with some entire 
decades in which productivity is reduced by 20% or more. Such years or periods 
can seriously reduce farm and provincial incomes, cause failure to meet export 
commitments, and make it necessary for governments to providc additional fund-
ing for existing agricultural support and assistance programs, and to consider 
policies to expand such programs. Such climatic anomalies may also 
significantly increase the rate of soil degradation and accentuate the need for 
conservation policies. 

The temperature and precipitation increases of the 2 x CO 2  scenario 
(GISSI and GISS3) would change the cultivation, pest control, crop selection 
and water and snow management practices required to make the best use of the 
agroclirnatic conditions and preserve productive capacity. The results indicated 
that the biomass potential would increase while wheat production would he 
reduced (CISSI). We suggest that this is because the long-term climate would 
have changed to the point where spring wheat would no longer be a well-adapted 
crop. Crops such as winter wheat, maize and sunflowers, that can better exploit 
the longer, warmer growing seasons, would be relatively better adapted. A shift 
to a GISS1 type climate, if accompanied by such crop changes, would probably 
benefit agricultural production and the economy. However, the results also indi-
cated more frequent and severe droughts, so production could become less stable 
from. year to year. 

With CO2-related warming without the precipitation increase (GISS2, 
GIS94), the impacts on Saskatchewan agriculture would be largely negative, with 
substantially reduced productive potential and increased susceptibility to 
environmental deterioration. 

Assuming gradual shifts toward a warmer climate, with or without 
increased precipitation, the agricultural system might he expected to adjust, in 
which case a policy to maintain ongoing research, agricultural education and the 
dissemination of information would help this adjustment. However, more 
beneficial adjustment could occur if changes could be monitored and coping inno-
vations put in place as the changes occurred, rather than depending on reactive 
adjustments such as emergency ad hoc measures to aid farmers after crop 
failures or moving people out of severely degraded soil areas. Measures to assist 
the adaptive process might include the breeding and introduction of new crop 
varieties suited to the warmer climate and to the shorter daylength at time of 
peak early season growth, new incentives for conservation., or new policies for 
publicly funded grain storage facilities. 

To obtain more comprehensive answers to questions about likely impacts of 
CO 2  increases on agriculture, action would be needed to develop and support 
research that integrated climatic modeling, climatic impacts analysis, and the 
study of crop response to a CO 2-enriched atmosphere. 

Saskatchewan, through its agricultural agents and programs such as 
"Farmiab", is attempting to make farmers aware of recommended techniques for 
improving productivity and conservation. "Farmiab" does this through the 
operation of demonstration farms across the province. The prospects for a 
changing climate would accentuate the need for policies to support such 
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programs. ReJated agricultural research is also needed, and triuch of this is done 
at the federal level, while the extension workers who deal directly with farmers 
are employed by the provincc There is undoubtedly a need to enhance corn-
munication between the different levels of government, and in particular to 
ensure that the necessary feedback about what research is needed is being corn-
municated to the research organizations. 

Soil degradation by wind and water erosion, salinizatiori, and the reduction 
of soil organic matter is an ongoing concern. This concern has been expressed in 
reports by the Frairie Farm Rehabilitation Administration (1983), the Standing 
Committee on Agriculture, Fisheries and Forestry to the Senate of Canada 
(Sparrow, 1981), the Regional Development Llranch of Agriculture Canada 
(Anderson and Knapik, 1981) and the Lands E)ircctorate of Environnient Canada 
(Bircham and Briineau, 198), and in a report on the problems of Canadian agri-
culture commissioned by the Agricultural Institute of Canada (Fairbairri, 1984). 
There have also been many related articles in the media. The title of the Senate 
report (Sparrow, 1984), Soil at Risk, Canada's 1rodzng Future, is an apt state-
ment of the seriousness of the probJcm, which, as the report rioted, could result 
in Canada losing "a major portion of its agricultural capability." The report 
includes a comment by the Saskatchewan Institute of Agrologists to the cifect 
that, for the required information and changes in attitude and practice, "it will 
require a quantum leap in the attention being paid to research and extension 
activities." The Sparrow report also notes the need for further efforts to demon-
strate the benefits, in terms of efficiency and cost effectiveness, of soil conserva-
tion techniques for the farmers who apply them. The climate has a quite impor-
tant influence on soil degradation (World Meteorological Organization, 1983), 
and any climatic change which resulted in increased drought frequency could be 
expected both to accelerate soil degradation and to make agriculture more sus-
ceptible to reduced soil quality. 

The results for CISSI indicate that the more humid climate, as reflected in 
the higher precipitation effectiveness levels, would significantly reduce the wind 
erosion potential. A shift to winter wheat, which leaves the ground covered dur-
ing the particularly erosion-prone spring period, could further help to reduce 
wind erosion. However, tire accompanying increase in expected drought fre-
quency and severity would increase the risk of serious wind erosion events. The 
increased precipitation in wet periods could also lead to increased water erosion. 

The changes indicated for the GISS! scenario could have adverse conse-
quences for .salinization. This process typically reduces crop productivity of 
affected soils by 50 or more. In regions of more plentiful rainfall, the down-
ward movement of water keeps salt from becoming a problem. however, iii 
southern Saskatchewan, where rain is not usually plentiful, there is typically con-
siderable upward movement of moisture, which deposits salt at or near the sur-
face as it evaporates. Fairbairn (1984) notes that when years of high rainfall 
occur, the water goes down far enough to reach saline layers, which can result. in 
the salt being brought up to the surface later. The change to heavier precipita-
tion, particularly during wet periods, combined with more frequent and severe 
droughts, as indicated for the GISS1 scenario, could thus accentuate soil saliniza-
tion. 
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We do not have enough information to be able to comment on whether a 
change to a warmer climate without increased precipitation (CISS2) would he 
likely to accentuate salinization or water erosion, but our results suggested that 
in the case of wind erosion there would be an increase if such a climatic shift 
occurred. The likely reduction in biornass productivity and increase in drought 
frequency would accentuate this, although the probable shift from spring to 
winter wheat could help to limit spring wind erosion. 

In interpreting changes implied in the impact IflO(lel results for the agricul-
tural productivity that may he expected in some future period, the reduced pro-
ductive capacity due to soil degradation in the meantime should be taken into 
account. No attempt was made in this case study to incorporate such reductions 
in capacity. it has been estimated that, at the present rate, the total cost of con-
tinued soil erosion losses can be expected to increase by Can$5.66 million per 
year, and that losses in the Canadian prairies associated with saline soil areas 
will increase by Can26 million annually due to expansion of saline areas (Spar-
row, 1984). 

It would appear from the degree-day, precipitation effectiveness and 
biomass potential results for Uranium City, that the climatic changes implied in 
the 2 x CO 2  scenarios would lead to significant improvements in the climatic 
potential for agricultnre in northern Saskatchewan and would substantially 
improve this potential relative to locations in the south. At present (II1ST1) 
Uranium City has the poorest estimated hiomnass potential, hut with GISSI the 
biomass potential indicated for Uranium City is higher than the II ISTI values 
for 9 of the ii southern stations and higher than the CISSI values for 6 of those 
II stations. With GESS2 Uranium City ranks higher than 2 of the southern sta-
tions. However, this improved climatic potential in northern Saskatchewan 
would be largely unexploitable, as the land is primarily the rough rockland of the 
Canadian Shield, which is unsuitable for agriculture (Section 1). Canadian 
Shield land in the more favorable climate of southern Ontario is similarly 
unsuited to agriculture, and there is no perceptible trend for this to change. 
ilowever, forest productivity in northern Saskatchewan might be expected to 
benefit from warming, particularly if accompanied by increased precipitation (see 
Part I, Section 5). 

6.5. Recommendations 

Episodes of climatic adversity have always been part of human experience, and 
the evolution of civilization may largely be seen as the process of learning to pro-
tect ourselves against such vagaries of nature (Lappé and Collins, 979). If 
society has, and uses, information on the dynamic nature of climate and its likely 
impacts, its ability not only to cope with climatic adversity but also to take 
advantage of potentially beneficial climatic changes will be enhanced. The fol-
lowing recommendations relate either to the climatic impact information itself, 
or to its application. 
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6.5.1. Improving climatic impacts information 

The major scientific problems in impacts research appear to be the lack of 
relevant validation of models for impacts work, and the absence of information 
on whether any given scenario is a realistic representation of a probable future 
climatic, situation. These problems are so considerable, however, that it would 
probably be a waste of resources to devote greatly increased efforts to them, par-
ticularly when there are a number of other problems that could be dealt with 
fairly readily, thus significantly improving climatic impact analysis: 

(I) flighcst priority should he given to undertaking work that integrates 
impacts assessment and climatic analysis. For studies involving scenarios 
derived from GUMs, the impacts models riced to be designed or adapted to 
fit GUM output; GUMs need to be tailored to provide what impacts anal-
yses require, with compromises and successive approximations on both 
sides. There needs to he a continual dialogue, otherwise general circulation 
models will continue to develop into sophisticated systems that provide 
data that may not he too relevant for impacts work, and impacts modelers 
are likely to develop models that are totally unrealistic in terms of the data 
they require from GUMs. 

(2) Linkages among different impact models need to be developed (Figure 6.1), 
particularly those relating to major changes in the type of agriculture prac-
ticed, and those involving interactions among the economy, cropping prac-
tices and long-term resource smistainability. 

() Impact estimates should he made for a range of different crops and crop 
varieties which seem likely to be adapted to the climates represented by the 
scenarios being studied. 
The performance and sensitivity of various impact models should be exam-
ined and compared critically. 
The emphasis on study of soil degradation processes in the context of 
climatic impacts research should be substantially increased. 
Tables showing various climatic change scenarios, impacts and associated 
probabilities for the region should be assembled for use by agricultural 
planners and policy makers. These would be analogous to insurance 
actuarial tables, and they should be based on currently available knowledge 
and updated routinely to reflect the latest findings from climatic and 
impacts research. 
More detailed consideration of the temporal and spatial variation of 
impacts than was possible in this case study would be desirable. 
In addition to employing models to estimate the impacts of the climatic 
changes implied by a 2 x CO 2  scenario, analogue areas should be sought 
that have present climates comparable to the study area scenario climate. 
Study of present-day agriculture and agrodimatic relations in such regions 
could help give some indication of the probable effects on agriculture if the 
climate in the study area changed to that indicated by the scenarios. 
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6.5.2. Recommmdations for policy 

High priority should be given to supporting research to assess the likely 
impacts of climatic changes and fluctuations on agriculture. 
Agricultural policy formulation and planning should be carried out with a 
full awareness of the implications for agriculture of a changing climate. 
Agencies involved in policy formulation and planning with respect to 
Saskatchewan agriculture should take the set of impact results for each of 
the scenarios in this case study and work out the policy package that might 
be appropriate under the circumstances. In doing so they need to consider 
such questions as: What policies are needed to deal with the fact that the 
cliniate of one of the next three or four decades may be like that of 
1929-1938? What policies might he in the best interests of Saskatchewan 
agriculture if the climate were to become like that depicted by CISSI? 
This exercise would give such agencies useful experience in translating 
impact information into policy. 
Research into the combined impacts of the direct effects of increasing CO 2  
on agriculture, and the climatic effects, should be supported. 
Consideration should be given to whether the prospects for a major change 
in Saskatchewan's climate now seeni likely enough to justify intensification 
of strategies to help agriculture make the best use of the agroclimatic 
resources. Such enhancement of strategies could include the development 
of new crops and methods more suited to the changing environment, and 
the planning of additional economic protection for agriculture if droughts 
are expected to become more severe and frequent. 
Anticipation of climatic change should be taken as an indication for a need 
for expanded agricultural extension activities; this will help farmers take 
advantage of beneficial changes and minimize the impacts of detrimental 
ones. 
The results and methods described in this case study should be used to 
make preliminary assessments of the costs and benefits to Saskatchewan 
agrkultiire of preparing to respond effectively to the climatic changes indi-
cated by the scenarios we have analyzed. 
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Appendices to Part II 

IIA.1. Climatic Index of Agrkultural Potential 

In determining the climatic index of agricultural potential (CA), a moisture factor (Fe) 
is computed for each month using monthly precipitation and temperature (Turc and 
Lecerf, 1972). F's is a function that is related to monthly temperature and precipitation 
through a climatic soil water budgeting procedure, and in general its value is lowered, 
reflecting depleted moisture conditions, by increases in temperature or decreases in pre-
cipitation. Fe ranges from 0 for very dry conditions to 1.0 where moisture is not limit-
ing. The soil moisture capacity used for the water budget calculations was the same as 
was used for France (Turc and Lecerf, 1972) and Alberta (Williams and Masterton, 
1983; Williams, 1985). 

A heliothermic factor (HT) is also computed for each month. This is based on a 
solar factor derived from daylength or global radiation, whichever gives the smallest 
result, and a temperature factor. The latter is calculated from monthly mean daily tem-
perature, but with modification by mean daily minimum temperatures for values close 
to freezing, and it is made equal to zero for subfreezing minimum temperatures. Except 
when working in the range of temperatures below freezing, temperature increases gen-
erally increase the value of LIT, reflecting improved thermal resources for hiomass pro-
duction. In these impact studies scenario values, i.e., the climate data for the extreme 
decade and year and the 2 x CO 2  simulation climatic data, are used in the computations 
for Fe and HT in the same way that climatic normals would be used in other types of 
applications of this model involving mapping spatial patterns of agroclimatic potential. 

For each month the heliothermic factor is multiplied by the moisture factor. The 
index can then be expressed briefly as: 

CA (for year) = Sum for 12 months of monthly JIT*Fs 	 (IIAl) 

If a negative or zero value is indicated for either Fe or the minimum temperature for any 
month, the contribution to CA for that month is zero. 

IIA.2. Derivation of the Palmer Drought Index 

The application of Palmer's methodology, briefly summarized, was as follows: 

369 



370 
	 Effeth of climatic change in Saskatchewan 

Potential evapotranspiratien was calculated for each month using the model 
described by T}iornthwaite and Mather (1955). 
A hydrologic accounting by months was done over a long series of years. Poten. 
tial soil recharge, potential runoff and potential soil moisture loss were all 
accounted for month by month. 
The average potential runoff, potential recharge and potential soil moisture loss 
for the 1950-1982 period for each month of the year were then obtained using a 
data base available from a previous study (Jones, 1984). From these means cer-
tain coefficients dependent on climate were derived. They are: 

The coefficient of evapotranspiration (s) 	- ET/PE (11A.2) 

The coefficient of recharge (8) /i (I1A.3) 

The coefficient of runoff (-y) = 	/iW (hAl) 
The 	coefficient of loss (b) L /iL (EIA.5) 

where E7' is evapotranspiration, PE is potential evapotranspiration, W is soil 
moisture recharge, PR is potential soil moisture recharge, RO is runoff, PRO is 
potential runoff, L is soil moisture loss, EL is potential soil moisture loss, and the 
bar over the symbol indicates that the value would be a 33-year average for that 
variable for the particular month of the year. 
The series of basic data were then reanalyzed using the derived coefficients to 
determine the "CAFEC" (climatically appropriate for existing conditions) quanti-
ties for each month in the 1950-1982 period. The CAFEC quantities were utilized 
to determine the CAFEC precipitation. 

p 	(cs)PE + (/3)PR + (')1>RO -. (6)L 	 (EJA.6) 

The CAFEC precipitation for each month is subtracted from the actual precipita-
tion to obtain a measure of departure, d. 
The departure is then weighted to allow the spatial and temporal comparison of 
stations, using a climatic characteristic factor: 

12 
K= 17.67K'/ 	DK' 	 (HA.7) 

where 

K' = 1.5 WG 10  --Y t ko
/ D + 0.5 

P + L 
and P is monthly precipitation. Rather than recompute K' for Saskatchewan, we 
used the value computed by Palmer for the conterminous United States to facili-
tate comparison between Saskatchewan data and that for adjacent parts of the 
USA (Jones, 1984). 
A moisture anomaly index (Z) for each month in the 33 years is calculated, Z = 
dK. The PDI for a particular month is based partly on Z for that month and 
partly on Z values for earlier months in a way which allows the PDI to take into 
account the length of the drought in months up to that point. 

A more detailed explanation of the methodology outlined above is provided by 
Palmer (1965). Alley (1984), who notes that this methodology provides what is 
"perhaps the most widely used regional index of drought", discusses some of the limita-
tions and assumptions of this index. 



References 

AES Drought Study Group (1986). An Applied Climatology of Drought in the Prairie 
J'rovjnces. Canadian Climate Centre Report No, 86-4, unpublished manuscript. 

Agriculture Canada (1966). Soil Erosion by Wind. Agriculture Canada Publication 1266 
(Reisucd 1974), Information Canada, Ottawa, 27 pp. 

Agriculture Canada (1976, 1977). /igroclimatic Atlas, Canada. Agrometeorology 
Research and Service, Chemistry and Biology Research Institute, Ottawa, 17 
maps. 

Agriculture Canada (RlSOa). Data from Central Bread Wheat Co-operative Tests, 1975 
to 1978. In Description of Variety. Licence Number 1955, Seeds Section, Food 
Production and Inspection Branch, Ottawa. 5 pp. 

Agriculture Canada (1980h). Data from Central Bread Wheat Co-operative Tests, 1977 
to 1979. In Description of Variety. Licence Number 2009, Seeds Section, Food 
Production and Inspection Branch, Ottawa, 4 pp. 

Alley, W.M. (1984). The Palmer drought severity index; limitations and assumptions. 
.1. Gum. Appi, MeteoroL, 23, 1100 1109. 

Allsopp, T.R. (1977). Agricultural Weathe.r in the fled River Basin of Southern ManUob 
over the Period 1800 to 1.975. Circular CLI-3-77, Fisheries & Environment 
Canada, Atmospheric Environment Service, l)ownsview, Ontario. 28 pp. 

Anderson, M. and Knapik, L. (1984). Agricultural Land Degradation in Western 
Canada: A Physical and Economic Overview. Regional Development Branch, 
Agriculture Canada, Ottawa, Ontario. 

Bagnold, R.A. (1941). The Physics of Blown Sand and Desert Dunes. Methuen k Co., 
London, 

TInier, W., Dyer, J.A. and Sharp, W.R., (1979). The Versatile Soil Moisture Budget. 
Technical Bulletin 87, Land Resource Research Institute, Agriculture Canada, 
Ottawa. 52 pp. 

Ball, T. (1985). A dramatic change in the general circulation on the west coast of Hud-
son Bay in 1760 AD.; Synoptic evidence based on historic records. In C.R. Har-
ington (ed.), Climatic Change in Canada. Syllogeus 55, 219 -228. 

Iileltzner, K. (1976). Living with Climatic Change. Proceedings of The Toronto Confer-
ence Workshop, Nov. 17-22, 1975. Science Council of Canada, Ottawa. 

Bennett, J. (1982). Reap the wild wind. Harroissmith 7 (1), 60-71, 106-107. 

371 



372 	 Fffects of clOnat.te change in Sas.1 &.che wa 

Barry, M.O. and Williams, G.D.V. (1985). Thirties drought on the prairies - how 
unique was it? In C.R. Ilarington (ed.), Climatic Change in Canada. Syllogeus 
55, 63-74. 

l3ircham, P . D. and Bruneau, 11.C. (1985). Degradation of Canada's Prairie Agricultural 
Lands: A Guide to the Literature and Annotated Bibliography. Working Paper No. 
37, Lands l)irectorate, Environment Canada, Ottawa, 137 pp. 

fltackwood, 0_S., Kelly, W.C. and Bell, R.M. (1967). General f'hysics (3rd ed). Wiley 
& Sons Inc., New York. 

Boot.sma, A., Blackburn, W.J., Stewart, RB., Muma, R.W. and Dumanski, J. (1984). 
Possible Effects of Climatic Change on Estimated Crop Yields in Canada. Agricul-
ture Canada, Research Branch, Land Resource Research Institute Contribution 
No. 83-64. Ottawa, 26 pp. 

Brady, N.C. (1974). The Nature and Properties of Soils (8th ad.). Macmillan Publish-
ing, New York, 639 pp. 

Brjtnell, G.E. (1939). The Wheat Economy. University of Toronto Press, Toronto, 260 
pp. 

Brooks, C.E.P. (1943). Interpolation tables for daily values of meteorological elements. 
Q. J. Roy. Met. Soc., 69 (300), 160 162. 

Bryson, R.A. and Murray, T.J. (1977). Climates of hunger. University of Wisconsin 
Press, Madison, Wisconsin 171 pp. 

Canada Committee on Agrometeorology (1977), Climatic Variability in Selation to 
A gricultural Productit.ity and Pract!ces. Agriculture Canada, Research Branch, 
Ottawa. 

Canessa, W. (1977). Chemical retardants control Fugitive dust problems. Pollution 
Eng., July, 24-27. 

Carder, A.C. (1962). Climatic trends in the Beaverlodge area. Can. J. Plant Sci., 42, 
698 -706. 

Chakravarti, A.K. (1978). A case of droughts in the Sahara: the effects of removal of 
natural vegetation on rainfall. Alternatives, Persp. Soc. and Eneiron,, 7, 55-56. 

Changnon, S.A. (1983). Record dust storms in illinois: causes and implications. J. Soil 
Water Conservation, 3an.-Feb, 58 -63. 

Chapman, L.J. and Brown, D.M. (1978). The Climates of Canada for Agriculture. 
Revision of Canada Land Inventory Report No. 3, 1966. Environment Canada, 
Lands Directorate, 24 pp. 

Chepil, W.S. and Woodruff, N.P. (1963). The physics of wind erosion and its control. 
Adv. Agron., 15, 211-302. 

Chepil, W.S., Siddoway, F.H. and Armbrust, D.V. (1962). Climatic factor for estimat- 
ing wind erodibility of farm fields. J. Soil and Water Conservation, 17, 162-165. 

Chepil, W.S., Siddoway, F.H. and Armbrijst, D.V. (1963). Climatic index of wind ero- 
sion conditions in the Great Plains. Proc. Soil Sri, Soc. Am., 27, 449-452. 

Clayton, iS., Ehrlich, WA., Car,n, D.B., Day, 3.11. and Marshall, I.B. (1977). Soils of 
Canada. Agriculture Canada, Research Branch, Ottawa, Ontario. 

Conrad, V. and Pollak, L.W. (1950). Methods in Climatology (2nd ed.). Harvard 
University Press, Cambridge, Massachusetts. 

Council for Agricultural Science and Technology (CAST). Beatty, M.T. (Chairman) 
(1982). Soil Erosion: Its Agricaltural, Environmental and Socioeconomic Implica-
tions. Council for Agricultural Science and Technology Report No. 92, Ames, 
low a. 



1?rfernrs 	 373 

I)avid, P. (1979). Sand dunes in Canada. Geos., Spring, 12-15. 
Dominion Bureau of Statistics (1941). The influence of precipitation and temperature 

on wheat yields in the Prairie Provinces, 1921-1940. Q. Bull. Agr. Statistics, 
July-Sept., 167- 187, 

Doorenbos, J. and Kassam, A.H. (1979). Yield Response to Water. FAO, Rome, 193 

pp- 
Durnanski, J. and Stewart, R.B. (1981). Crop I'roduction Potentials for Land Evalua-

lion in Canada. Technical Bulletin 1983-13E, Research Branch, Agriculture 
Canada, Ottawa, Canada, 80 pp. 

Dyer, iA., Stewart, R.B. and Muma R.W. (1982). A weather-based early warning sys- 
tem for spring forage in Western Canada. Can. Farm Econ., 17 (4), 9 16. 

Edey, S.N. (1977). Growing Degree-days and Crop Production in Canada, Agriculture 
Canada Publication 1635, Ottawa, 63 pp. 

Edrnonds, T.C. and Anderson, C.H. (1959). Note on climatic trends in the Lower Peace 
River region of northern Alberta. Can. J. Plant Sci., 40, 204-206. 

Environment Canada (1977). Manual of Surface Weather Observations, Airnospherk 
Environment Service (AES), Downsview, Ontario. 

Environment Canada (1982). Canadian Chmate Normals, .19,51-1980: Temperature, 
Vol. 2; Precipitation, Vol. 3; Degree-Days, Vol. 4; Wind, Vol. 5; Frost, Vol. 6. 
Atmospheric Environment Service, Downsvicw, Ontario. 

Environment Canada (1977--1983). Monthly Record of Meteorological Observations in 
Western Canada. Atmospheric Environment Service (AES), Downsview, Ontario, 

FAO (1960). Soil Erosion by Wind and Measures for its Control on Agricultural Lands. 
FAO Agricultural Development Paper No. 71, Agricultural Engineering Branch, 
Food and Agriculture Organization, Rome. 88 pp. 

FAO (1978). Report on the Agro-ccological Zones Project: Methodology and Results 
from Africa. Vol. 1, World Soil Resources Report 48, Food and Agriculture 
Organization, Borne, 158 pp. 

Fairbairn, G.L. (1984). Will the Bounty End? The Uncertain Future of Canada's Food 
Supply. Western Producer Prairie Books, Sa.skatoon, Saskatchewan, 160 pp. 

GIants, M.H. (1979). Saskatchewan Spring Wheat Production 1974. Chmatological 5th- 
dies No. 33, Environment Canada, Atmospheric Erivironnient Service. 27 pp. 

Goudie, A. (1982). The Human Impact, Man's Role in Environmental Change. MIT 
Press, Cambridge, Mass. 

Cray, J.H. (1978). Men Against the !)eserl. Western Producer, Modern Press, Saska-
toon, Saskatchewan, 250 pp. 

Guedalia, I)., Estournel, C. and Vehil, B. (1984). Effects of Sahel dust layers upon nbc-
turnal cooling of the atmosphere (ECLATS Experiment) .1. Climate AppI. 
Meleorol., 23, 644650. 

hansen, I.E., Lacis, A., Rind I)., Russell, G., Stone., P., Fung, I,, Ruedy, R. and Lerner, 
3. (1984). Climate sensitivity: analysis of feedback mechanisms. In 3. Hansen and 
T. Takahashi (eds.), Climate Processes and Climate Sensifvity. Maurice Ewing 
Series, 5, Amer. Geophys, Union, Washington, D.C., pp. 130-163. 

Ileathcote, R.L. (1980). Perception of desert,iflcation on the Southern Great Plains: a 
preliminary enquiry. in R.L. Heathcote (ed.) Perception of Desertification. 
United Nations University, Tokyo, pp.  34- 59. 

Flincicley, A.D. (1976). Impact of Climatic Fluctuation on Major North American 1'ood 
Crops. The Institute of Ecology, Washington, D.C., 23 pp. 



374 	 Effects of chmatic chanoe in Saskatchewan 

holmes, R.M. and Robertson, G.W. (1959). Heat Units and Crop Crow/h. Canada 
I)epartment of Agriculture Publication 1042, Ottawa, 35 pp. 

holy, M. (1980). Erosion and environment (translated by J. Ondrackova), Environmen-
tal Scenees and Applicaf.ions, 9, Pergarnon Press, Oxford. 

hopkins, J.W. (1935). Weather and wheat yields in western Canada 1. Influence of 
rainfall and temperature during the growing season on plot yields. Can. J. Res., 
12, 306-334. 

Jones, 1{.1-1, (1984). An Evaluation of the Palmer Drought Index in Southern 
Saskatchewan. Report No. CSS-R84-01, Environment Canada, Atmospheric 
Environment Service, Scientic Services, Regina, Saskatchewan. 

Jong, E. de (1984). Factors of importance in soil erosion. In Soil Erosion and tand 
Degro.datwn. Proceedings of the Second Annual Western Provincial Conference on 
Rationalisation of Water and Soil Research and Management, November 29 to 
December 1, 1983. Saskatchewan Institute of Pedology, University of 
Saskatchewan, Saskatoon Saskatchewan. 

Keeling, CD., Adams Jr., iA., Ekdahl Jr., C.A. and Guenther, P.R. (1976a), Atmno-
spheric carbon dioxide variations at the South Pole. Tellus, 28, 552- 564. 

Keeling, C.J)., E3acastow, RB., Hainhridge, A,E., Ekdahl Jr., CA., Guenther, P.R., and 
Waterman, L.S. (19761)). Atmospheric carbon dioxide variations at Manna boa 
Observatory, Hawaii. Tellus, 28, 538-551. 

Kendall, C.R. (1959). Slaimstical Analysis of Extre,ne Values. I'roceedings of Syrnpo-
sinrn No. 1, National Research Council of Canada, Subcommittee on Hydrology, 
pp.....67. 

Kimball, R.A. (1983). Carbon dioxide and agricullural yield: an assemblage and 
analysis of 430 prior observations. A gron. J., 75, 779- 788. 

Klein Economic Consulting (1982). Regional agricultural structure. Saskatchewan 
Drought Studies. Study Element 5. Saskatchewan Environment,, Regina, 
Saskatchewan, Canada, 94 pp. 

Klein Economic Consulting (1983). 	Framework for regional farm analysis. 
Saskatchewan Drought Studies. Study Element 7. Saskatchewan Environment, 
Regina, Saskatchewan, Canada 178 pp. 

Kuilshreshtha, S.N. (1983). Relationship Between Employment Levels and Gross 
Economic Activity in Saskatchewan. Saskatchewan J)rnught Studies, Prairie Farm 
Rehabilitation Administration, Regina, Saskatchewan, Canada, 11 pp. 

Lappé, F.M. and Collins, J. (1.979). Food First, Beyond the Myth of Scarcity. Ballan-
tine Books, New York, 620 pp. 

LeDrew, E.F., Dumancic, R., Peivowar, J., Tudin, B. and Dudycka, D. (1983). 
Development of a 100km Gnd Square Clzmatic Data Base. Report prepared for 
Agr. Canada, Contract Number DSS 2451J,0.1416-2-0754, April (1983), 53 pp. 

Lillis, E,J. and Young, D. (1975). EPA looks at "fugitive emissions". J. Air Pollution 
Control Assoc., 25, 1015- 1018. 

Lyles, L. (1983). Erosive wind energy distributions and climatic factors for the West. 
J. Soil Water Conser., Mar.-April, 106-109. 

McCree, K.J. (1974). Equations for the rate of dark respiration of white clover and 
grain sorghum as functions of dry weight, photosynthetic rate and temperature. 
Crop Sci., 14, 509-514. 

Mack, A.R. (1982). Drought Sensitivity Analysis of Crop Yield Estimates for Selected 
Years 1935 to 1961. Report prepared for the Prairie Farm Rehabilitation 
Administration, Dec. (1982), 15 pp. 



Refere nces 	 375 

McKay, D.C. and Morris, R.J. (1985). Solar Radiation Data Analyses for Canada, 
1967-1976, the Prairie Provinces. Vol. 4, Environment Canada, Atmospheric 
Environment Service, Dowrisview, Ontario, 

Magill, B. (1980). Temperature Variations in Southern Saskatchewan, 1921- 70. Thesis, 
University of Sa.sk atchewan, Saskatoon. 

Major, D.J. and Hainman W.M. (1981). Comparison of sorghum with wheat and bar-
ley grown on dryland. Can. .1. Plant Sci., 61, 37 43. 

Manabe, S., Wetheraid, R.T. and Stouffer, R.J. (1981). Summer dryness due to an 
increase of atmospheric CO 2  concentration. Climatic Change, 3, 347- 386. 

Maybank, J. (1985). Climate change is fond for you. Chinook, 7, 20 22. 
Mearns, L.O., Katz, R.W. and Schneider, S.11. (1984). Changes in the probabibties of 

extreme high temperature events with changes in global mean temperature. J. 
Gum. .4ppl.  Meteorol., 23, 1601-1613, 

Mermut, AR., Acton, D.F. and Eilers, W.D. (1983). Estimation of soil erosion and 
deposition by a landscape analysis technique on clay soils in Southwestern 
Saskatchewan. Can. .1. Soil Sci., 63, 727-739. 

Moldenhauer, W.C., Langdale, G.W., Frye, W.M., McCooJ, D.K., Papendick, RI., 
Srnika, D.E. and Fryrear, OW. (1983). Conservation tillage for erosion control. 
.1. Soil and Waler Conser., May-June, 144-151. 

National Defense University (1980). Crop Yields and Climate Change to the Yerzr 2000. 
Vol. 1, US Government Printing Office, Washington, D.C. 

Newman, J.E. (1980). Climate change impacts on the growing season of the North 
American corn belt. hornet., 7, 128-142. 

Novak, M.D. and van Vliet, L.J.P. (1983). Degradation effects of soil erosion by water 
and wind, In Soil Degradation in British Columbia. Proceedings of the 8th Meet-
ing of the British Columbia Soil Science Workshop, B.C. Ministry of Agriculture 
and Food, Victoria, B.C. 

Oehme, F.W. (1978). The Effects of Dust on human Health and Well hIeing. Proceed-
ings of the 4th international Syniposium on Contamination Control, Institute of 
Environmental Sciences, Mt. Prospect, tilinois. 

Palmer, W.C. (1965), Meteorological Drought. US Department of Commerce Research 
Paper No. 45, Washington, I).C., 59 pp. 

Parry, M . L. and Carter, T.R. (1984). Assessing the Imp1ct of Climatic Change in Cold 
Regions. Summary Report SR-84-1, International Institute for Applied Systems 
Analysis, Laxenhurg, Austria, 42 pp. 

Pasak, V. (1978). The soil erosion by wind. DSc Thesis, Research institute of 
Amelioration, I'rague (Vétrna eroze pudy, Dokt. diz. prace, Vyskumni ustav 
melioraci, Praha). In D. Zachar (ed), Soil Erosion. Developments in Soil Science 
10, EJsevier Scientific Publishing, New York. 

Penman, ILL. (1948). Natural evaporation from open water, bare soil and grass. Proc. 
Roy, Soc. Land., A., 193, 120-145. 

Penman (1963). Vegetation and Hydrology. Technical Communication 53, Com-
monwealth Agricultural Bureau, F'arnham Royal, 124 pp. 

Prairie Farm Rehabilitation Administration (PFRA) (1983). Land Degradation and Soil 
Conservation Issues on the Canadian Prairies. Soil and Water Conservation 
Branch, PFRA, Agriculture Canada. Regina, Saskatchewan. 

Ramachandra Rao, A. and Padmanabhan, C. (1984). Analysis and modeling of 
Palmer's drought index series. J. Hydrol., 68, 211-229. 



376 	 Effeclz of climatic change in So.hwan 

Rennie, D.A. and Ellis, J.G. (1978). The Shape of Saskatchewan. Saskatchewan Insti-
tute of Pedology, Publication M41, University of Saskatchewan, Saskatoon. 68 

pp. 
Richards, J.H. and Fiing, K.l. (1969). Atlas of Saskatchewan. Modern Press, Saskatoon, 

240 pp. 
Ritchie, J.T. (1912). Model for predicting evaporation from a row crop with incornpkt,e 

cover. Water Res. Res., 8, 1204 1213. 
Ritter, C. (1935). Bacterial content of the Kansas dust storm on March 20, 1935. Pub-

lic Health Reports, 50, 622-623. Also in F.N. Oehme (ed.) (1978). The hffecLs of 
Dust on Human Health and Well Being. Proceedings of the 46 International Sym-
posium on Contamination Control. 

Robertson, G.W. (1968). A biometeorological time scale for a cereal crop involving day 
and night temperatures and photoperiod. fat. .1. Biometcor., 12, 191 223. 

Robertson, G.W. (1974). Wheat yields for 50 years at Swift Current, Saskatchewan in 
relation to weather. Can. J. Plant Sci., 54, 625 650. 

Saskatchewan Drought Studies (1981-1985). Reports prepared for the Interim Subsidi-
ary Agreement on Water 1)evelopment for Regional Economic Expansion and 
Drought Proofing. Regina, Saskatchewan. 

Schwab, GO., Frevert, R.K., Edrriinster, T.W. and Barnes, K.K. (1966). Soil and water 
conservation engineering. In N. Hudson (ad.), Soil Conservation. Cornell Univer-
sity Press, Ithaca, New York. 

Shawcroft, RW., Lemon, ER., Allen Jr., LII., Stewart, D.W. and Jensen, S.E. (1974). 
The soil-plant atmospheric model and some of its predictions. Agrc. Metorol., 
14, 287-307. 

Sheppard, Ml. and Williams, G.D.V. (1976). quantifying the effects of Great Soil 
Groups on cereal yields in the Prairie Provinces, Can. J. Soil Sci., 56, 511 --516. 

Shcwchuk, S . R. (1984). An Atmospheric Carbon Dioxide Review and Consideration of 
the Mean Annual Temperature Trend at Sas'katoori, Saskatchewan. SRC Technical 
Report No. 160, Saskatchewan Research Council, Saskatoon. 

Sly, W.K. (1982). Agroelimatic Maps for Canada-Derived Data: Soil Water and Thermal 
Limitations for Spring Wheat and Barley in Selected Regions. Technical Bulletin 
88, Land Resource Research Institute, Agriculture Canada, Ottawa, 25 pp. 

Sly, W . K. and Coligado, M . C. (1974). Agroclirnati.c Maps for Canada-Derived I)ata: 
Moisture and Critical Temperatures Near Freezing. Technical I3ulletin SI, 
Agrometeorology Research and Service, Research Branch, Agriculture Canada, 
Ottawa, Canada, 31 pp. 

Sparrow, HO. (Chairman) (1984). Soil at Risk, Canada's Eroding Future. A Report on 
Soil Conservation by the Standing Committee on Agriculture, Fisheries, and Fores-
try to the Senate of Canada. Senate of Canada, Ottawa, Canada, 129 pp. 

Spence, G. (1967). Survival of a Vision. Canada Department of Agriculture, Ottawa, 

167 pp. 
Star Phoenix (1984). Two die in highway accident, Saskatoon, Saskatchewan. June 1. 
Statistics Canada (4977). Canada Year Book 1976-1977. Ottawa. 
Statistics Canada (1980). Saskatchewan Agriculture, Agricultural Statistics, 1980. 

Statistics Canada Catalog No. 22-0020, Ottawa. 
Statistics Canada (1981). Canada Year Book 1980 1981, Ottawa. 
Statistics Canada (1982). 1981 Census of Canada: Agriculture in Saskatchewan. Statis-

tics Canada Catalog No. 96-909, Ottawa. 
Statistics Canada (1983). Field Crop Reporting Series, No. 8, Ottawa. 



Reference3 	 377 

Statistics Canada (1984). Field Crap Reporting Series, No. 6, Ottawa. 
Stewart, RB. (1981). Modelling MeModology for Assessing Crop Production Potenlith 

in Canada. i'echnical Bulletin 96, Research I3ranch, Agriculture Canada, Ottawa, 
Canada. 29 pp 

Strange, 1l.G.L. (1954). A Short thstory of Prairie Agriculture. Searle Grain Co. Ltd., 
Winnipeg, 123 pp. 

Street, R.B. and McNichol, D.W. (1983). Historical soil moisture in the Prairie Prov-
inces a temporal and spatial analysis. In C.R. Harington (ed.), Climatic Change 
in Canada. Syllogeus 49, 130-143. 

Thorn, H.C.S. (1954a). The rational relationship between heating degree days and tem-
perature. Mon Weather Rev., 82, 1-6. 

Thom, H.CS. (1954h). Normal degree-days below any base. Mon. Weather Rev., 82, 

1 11-115. 
Thomas, M.K. (1961), June 1961 A Record Hot Dry Month on the Canadian Prairies. 

Canada, Department of Transport, Meteorological Branch, CIR-3539, TEC-372, 6 

pp. 
Thomas, M.K. (1975). Recent Climatic Fluctuations in Canada. Climatological Studies 

No. 28, Environment Canada, Atmospheric Environment Service, Toronto, 92 pp. 
i'hornthwaite, C.W. (1931). The climates of North America according to a new 

classi6cation. Geog. Rev., 21, 633-655. 
Thornthwaite, C.W. and Mather, J.R. (1955). The Water Balance. Publications in 

Climatology. Vol. III No. 1, Drexel Institute of Technology, Centerton, New .ler-
sey, USA. 

Treidl, WA. (1978). Climatic variability and wheat growing in the prairies. In K.D. 
Ilage and F.R. Reinelt (eds.), Essays on Meteorology and Clsrnatology in Ifonour of 

Richmond W. Longley. Studies in Geography Monograph 3, Department of Geog-
raphy, University of Alberta, Edmonton, pp. 347-365. 

Tiing, F.L. (1984). Farm Income Outlook. Market Commentary, September 1984. 
Agriculture Canada, Ottawa. 

'l'urc, t. and Lecerf, Ii. (1972). Indicc climatique de potentialité agricole. Science du 
Sol, 2,81 102. 

Underwood Mc Lellan and associates (1982). 	Regional economic structure. 
Saskatchewan Drought Studies, Study Element 3. Saskatchewan Environment, 
Regina, Saskatchewan, Canada, 104 pp. 

Underwood McLellan and associates (1983). Framework for regional economic impact 
analysis. Saskatchewan l)rought Studies. Study Element 6. Saskatchewan 
Environment, Regina, Saskatchewan, Canada, 185 pp 

Unstcml, I.F. (1912). The climatic limits of wheat cultivation, with special reference to 
North America. Geograph. .1,, 39, 347-366, 421-446. 

US i)epariment of Agriculture, Soil Conservation Service (1982). Conservation tillage - 
an attractive solution to soil erosion. Soil and Water Conservation News, 4 (2), 
US Department of Agriculture. 

Viltrnow, J.R. (1956). The nature and origin of the Canadian Dry Belt, Ann. ,4ssoc. 
Amer. Geog., 46, 211-232. 

Wheaton, E.E. (1984). Climate Change Impacts on Wind Erosion in Saskatchewan, 
Canada. SRC Technical Report No. 153, Saskatchewan Research Council, Saska-
Urnn, Saskatchewan. 

Whittmore, DO., Marot7., G.A. and McGregor, K.M. (1982). Variations in Ground 
Water Quality with Drought. Kansas Water Resources Research Institute Report, 
Sept. 1982, 55 pp. 



378 	 Ffferts of th,ntir change in Soukatchewan 

Williams, G.D.V. (1962). Prairie droughts - the sixties compared with thirties. Agric. 
Inst. Rev., Ottawa, 17(1), 16-18. 

Williams, G.D.V. (1969a). Applying estimated ternperat,ure normals to the zonation of 
the Canadian Great Plains for wheat. Can. J. Soil Sd., 49, 263-276. 

Williams, G.D.V. (1969b). Weather and prairie wheat production. Can. J. Agr. Econ., 
17 (1), 99 109. 

Williams, CDV. (1970). EFfects on weather-based prairie wheat production estimates 
of increasing precipitation amounts by JO and 30 percent. in J. Maybank and W. 
Baier (eds.), Weather Modification: A Survey of the Present Status with Respect to 
ilgrcuIture. Research Branch, Canada Department of Agriculture, Ottawa, pp. 
124-133. 

Williams, G.D.V. (1971). Wheat phenology in relation to latitude, longitude and eleva-
tion on the Canadian Great Plains. Can. J. Plant Sci., 51, 1-2. 

Williams, G.D.V. (1973). Estimates of prairie provincial wheat yields based on precipi- 
tation and potential evapotranspiration. Can.. .1, Plant Sd., 53, 17-30. 

Williams, G.D,V. (1974). A critical evaluation of a biophotothermal time scale for bar- 
ley. ml. J. Biometeor., 18, 259271. 

Williams, G.D.V. (1975). An assessment of the impact of some hypothetical climatic 
changes on cereal production in western Canada. World Food Supply m Changing 
C'lmaie, Proceedings Sterling Forest, N.Y., Conference, Dec. 2-5, 1974. 

Williams, CDV. (1983). Prairie droughts as indicated by water-based wheat yield esti-
mates. Abstracts, Canadian Association of Geographers Annual Meeting, May 
30 June 4, 1983. Department of Geography, University of Winnipeg. Winnipeg, 
Manitoba, pp.  74 -75. 

Williams, G.D.V. (1985). Estimated bioresoujrce sensitivity to climatic change in 
Alberta, Canada. Climatu.c Change, 7, 55-79. 

Williams, G,D.V. and Masterton, J.M. (1983). An application of principal component 
analysis and an agroclimatic resource index to ecological land classification for 
Alberta. Clirnatol. Bull,, 17, 3-28. 

Williams, G.D.V. and Oakes, W,T. (1978). Climatic resources for maturing barley and 
wheat in Canada. In K.D. Ilage and E.R. Reinejt (eds.), Essays on Meteorology 
and Climatology. In Honour of Richmond W. Longley. Studies in Geography 
Monograph 3, Dept. of Geography, University of Alberta, Edmonton, pp.  367-385. 

Williams, G.D.V. and Robertson, G.W. (1965). Estimating most probable prairie wheat 
production from precipitation data. Can. .1. Plant Sd., 45, 31-47. 

Williams, CDV., Joynt, Mi. and McCormick, P.A. (1975). Regression analyses of 
Canadian prairie crop-district cereal yields, 1961 1972, in relation to weather, soil 
and trend. Can. .1. Soil Sd., 55, 43 53. 

Williams, CDV., Mckenzie, J.S. and Sheppard, M.I. (1980). Mesoscale agroclimatic 
resource mapping by computer, an example for the Peace River region of Canada. 
Agric. Meteorol., 21, 93-109. 

Wilson, C. (1985). Daily weather maps for Canada, summers 1816 t0 1818 - a pilot 
study. In C.R. Ilarungton (ed.), Climahc Change in Canada. Syllogeus 55, 
191-218. 

Wilson, S.J. and Cooke, R.U. (1980). Wind erosion. In M.J. Kirkby and R.P.C. Mor-
gan (eds.), Soil Erosion. John Wiley and Sons, Toronto, Ontario. 

Wit, C.T. de (1965). Photosynthesis of Leaf Canopies. Agricultural Research Report 
663, Centre for Agricultural Publications and Documentation, Wageningen. 57 

pp. 



Rfcrericirs 	 379 

Woodruff, N.J, (1975). Wind erosion research -- past, present and fnture In Proccd-
ings of the soth A nnvial Mecing of the Soil Con,servaiion Society of A merica, Soil 
Science Society of America, San Antonio, Texas, pp. 147 152, 

Woodruff, N.P. and Armhrus, Dv, (1968). A monthly climatic factor for the wind ero-
sion equation. J. Soil Water Conserv., 23, 103-104. 

Woodruff, NP. and Siddoway, P.11. (1965). A wind erosion equation. Proc. Soil Soc.. 
Am., 29,602--608, 

World Meteorological Organization (WMO) (1983). Meteorological Aspects of Certain. 
Processes Affecting Soil Degradation - Especially Erosion. WMO Technical Note 
No. 178, WMO, Geneva, Switzerland. 

Zac.har, D. (ed.) (1982). Soil Erosion. Developments in Soil Science 10, Flsevier 
Scientiflc Publishing, New York. 



PART 111 

The Effects of Climatic Variations 
on Agriculture in Iceland 



Contents, Part III 

List of Contributors 
Abstract 387 

1. 	Introduction 389 
Pdll Bergthórsson 
1.1. Purpose of the study 389 
1.2. The settlement of Iceland 390 
1.3. Climate impact: 	a recurring therrie 390 
1.4. Land surface characteristics 392 
1.5. Modern agriculture in Iceland 393 
1.6. The climate of Iceland 394 
1.7. Selection of study areas 404 
1.8. Choice of agricultural activities for impact studies 405 
1 .9. Impact models and data 406 
1. 10. Climatic scenarios 406 
1.11. Climatic variations and shifts in agroecological potential .112 
1,12. Final remarks 413 

2. 	The effects on agricultural potential 415 
Pdll Berythórsson 
2.1, Introduction 415 
2.2. The effects on hay yields 16 
2.3. The effects on anirrial rearing 429 
2.4. The effects on the carrying capacity of improved grassland 431 
2.5. The effects on the carrying capacity of rangelands 435 
2.6. The effects on potential barley cultivation 437 
2.7. The effects on potential for tree growth 439 
2.8. Conclusions zt 	I 

The effects on grass yield, and their implications for dairy farming 	415 
Ilólmgeir Bjfrnsson and A slaug f-fe lgadóUir 
3.1. 	Introduction 	 445 
3.2. 	The experimental material 	 446 
3.3. 	Yield of pastures cut for hay as a function of tetriperaturc 	 452 
3.4. 	Mechanisms influencing the effect of temperature on herbage yield 	458 
3.5. 	Implications of temperature changes for Icelandic agriculture 	 402 

383 



384 EffL9 of climn& vnri1ons in kdand 

3.6. Fffects of the 2 x CO 2  temperature scenario (Scenario V) 471 
3.7. Conclusions 473 

4. 	The effects on the carrying capacity of rangeland pastures 475 
Ola[ur R. Djrmundsson and Jon Vidar JOnmundsson 
4,1. Introduction 475 
4.2. Rangeland grazing by sheep 477 
4.3. Material and methods 477 
4.4. Results 479 
4.5. Interpretation of the results 482 
4.6. Proposed model 483 
4.7. Effects of a warmer climate 484 
4.8. impact of a colder climate 485 
4.9. Conclusions 487 

5. 	Implications for agricultural policy 	 489 
Bjarni Gadmandsson 
5.1. 	introduction 	 489 
5.2. 	Types of effects and responses 	 490 
5.3. 	A summary of the effects on agricultural activity and 

agricultural output 	 493 
5.4. 	Precautions against climatic variations 	 498 
5.5. 	Research 	 501 

References 	 505 



List of Contributors 

Pall 	 GUDMLJNDSSON, 1)r. Bjarni 
The Ministry of Agriculture 
150 Beykjavik 
Iceland 

IFRGTIORSS()N, Mr 
Vedurstofa Islands 
Hiistadaveg 9 
150 Reykjavik 
Iceland 

BJöRNSSON, Dr. 1164ngcir 
Agricultural Research Institute 
Keidnaliolt 
112 Reykjavik 
Ice Ian ci 

DYRMUNDSSON, Dr. Olafcir R. 
The Agricl]ltural Society of Iceland 
Baen dahj1lin 
P.O. Box 7080 
127 Reykjavitc 
Iceland 

IIELGADOT'l'IR, I)r. Aslaug 
Agricultural Research Institute 
Keidnaholt 
112 Reykjavik 
Iceland 

.JONMIJNI)SSON, Dr. hn Vidar 
The Agricultural Society of Iceland 
Flaeudahöllin 
P.O. Box 7080 
127 Reykjavik 
iceland 

385 



Abstract 

Iceland is located at the northernmost limits of technologically developed agriculture 
and on the edge of the horeal forest zone. Fver since the country was settled over a 
thousand years ago, climate has always had a significant impact on its agriculture, econ-
omy and society. This case study represents an attempt to estimate the impacts of 
specifiod climatic changes on Icelandic agriculture and to consider appropriate policies of 
response. 

Considerable attention is devoted to hay production and grazing conditions for 
animal husbandry, the basis of modern agriculture in Iceland, but other studies are 
reported on the potential for barley cultivation and for tree growth. Most assessments 
employ a regression approach to estimate agricultural productivity under specified 
climatic conditions (represented by sets of meteorological data). Five types of climate 
(scenarios) have been simulated in the studies 

A baseline climate, representing present-day (1951- 1980) climatic conditions. 
An anomalously cool decade taken from the historical instrumental record. 
An ensemble of the 10 coolest years since 1930, selected from the climatic record. 
An ensemble of the 10 warmest years since 1930 (also selected from the climatic 
record). 
The climate derived from the estimates of the Coddard Institute for Space Studies 
(GISS) general circulation model, for doubled concentrations of atmospheric car-
bon dioxide. 

These scenarios have been based on the long temperature record at Stykkishólmur, 
which is a representative station for the whole country. 

Changes in national hay yields, pasture yields, carcass weight of lambs and carry -
ing capacity of the rangelands have been estimated for each climatic scenario relative to 
the baseline. The importance of nitrogen fertilizer in determining yield response is 
investigated, and the implications of this relationship both for stabilizing hay yields and 
for maintaining dairy production are examined in some depth. 

The contrast in effects between a cooler-than-average and a warmer-than-average 
climate in Iceland is indicated clearly by the results. Under cool conditions analogous to 
the cool decade 1859- 1868, with mean annual temperature at Stykkishólmur 1 .3 C 
below the baseline, average hay yields could be reduced by 16-19%, the mean carcass 
weight of lambs decreased by some 4-7%, and the carrying capacity of rangeland 
reduced by about 20%, relative to the baseline period. The 'warm ensemble" scenario, 
on the other hand, with mean annual temperature 11 C above the baseline, would give 
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percentage increases in each of these of a similar magnitude, relative to the baseline. 
Barley cultivation would be inadvisable anywhere in Iceland during a cool decade, but 
could be practiced in many lowland areas under warmer-than-average conditions. 

The experiments indicate that fertilizers can he used to counteract the variations 
in growing conditions due to climate. One precondition is that farmers do not apply 
maximal fertilizers in average or good years. Furthermore, it is demonstrated that these 
fertilizer application levels can be adjusted on the basis of predictions of hay growth, 
using winter temperatures as an explanatory variable. 

A temperature increase of 4.0 C at Stykkishólmtir, estimated for the 2 > CO 2  
scenario, would increase the potential farming area in iceland and open up new farming 
options similar to those presently available in Scotland. However, it is clear that farm-
ers should always be prepared for cold years, even if the mean climate is warming, espe-
cially if the warmer conditions encourage farmers to cultivate new crops with an 
equivalent degree of risk as formerly. 

Finally, it is recommended that; research into climate impacts on lcelandic agricu)-
ture should focus on the present marginal areas, in the northern upland regions (where 
grass production has been uncertain in cool years) and in the more favorable areas 
(where barley and vegetable cultivation has succeeded in warmer years). 



SECTION 1 

Introduction 

1.1. Purpose of the Study 

In the Introduction which follows we shall show that lcelands climate is extraor -
dinarily marginal with respect to agriculture. Its summers are barely warm 
enough or long enough for either natural herhage or cultivated grasses to provide 
fodder for livestock. Its history is one of constant struggle between man and 
nature at a long-standing frontier of the settled world - a history in which the 
impact of climate on society is an unbroken theme. Iceland thus offers an attrac-
tive laboratory in which to study both the impacts of climatic variations on agri-
culture and the responses of agriculture to such impacts. 

The objectives of this case study are: 

To examine the sensitivity of various aspects of Icelandic agriculture to 
variations of climate. 
To attempt to quantify the impacts of specified climatic changes on its agri-
culture. 
To consider what policies of agricultural response might be the most 
appropriate. 

The investigations follow the structure adopted in the four other case studies in 
cool temperate and cold regions reported in this volume (in Saskatchewan Fin-
land, Northern European USSR and Japan). Regression equations are developed 
that can be used to estimate the effects of climatic variations on the primary pro-
ductivity of grazing and fodder crops, on the carrying capacity of pastures and 
rangelands, and on the implied livestock production. Experiments are conducted 
using these equations to evaluate the impacts of several different climatic 
scenarios representing: 

An anomalously cool decade taken from the historical instrumental record. 
Individual and groups of anomalously warm and anomalously cool years 
selected from the recent climatic record. 
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(3) The climate derived from the estimates of the Goddard Institute for Space 
Studies (GISS) general circulation model, for doubled concentrations of 
atmospheric carbon dioxide (Hansen el aL 1983, 1984). 

Several adjustment measures for mitigating adverse climatic effects receive a 
quantitative evaluation, and many more are assessed qualitatively. 

This introduction provides background information on the study area and 
outlines the considerations governing the selection and development of the vari-
ous impact models and scenarios used in subsequent sections. 

1.2. The Settlement of iceland 

Iceland is situated between latitudes 6323'N and 66°32'N and between longi-
tudes 13°30' W and 24°32 W. The shortest distance to Greenland to the 
northwest is 300km, and to Scotland to the southeast, 800 km. More than one-
third of the country is higher than 600m above sea level (Figure 1.1). 

Figure 11. The topography of Iceland (for Iceland's location in northwest Europe, see 
Figure 1.6). 

Apart from Irish hermits who established their cells in a few places about 
AD 800, the main settlement period in Iceland is usually reckoned to have taken 
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place between 874 and 930 (Jóhannesson, 1974). Most of the settlers were of 
Norwegian origin. From the earliest times of the settlement, the rearing of live-
stock, mainly cattle and sheep, was the basis of the domestic economy. The cus-
tout was to let the sheep find their pasture all the year round. There were wide 
areas of birchwood and scrubs providing shelter in the winter. Valleys and low-
lands were covered with grass and the uplands with brushwood and heathers. 
But the arrival of mart with his grazing livestock in a virgin country, which 
before the settlement had no herbivorous animals, greatly disturbed the some-
what unstable equilibrium between the soil -building and soil-eroding processes. 
Soils in Iceland contain a low percentage of clay, so their structure is weak and 
they are susceptible to erosion by wind and water, in particular where volcanic 
activity is most pronounced (volcanic eruptions occur, on average, about once 
every live years). Through the effects of wood cutting, forest fires and livestock 
(mainly sheep), and probably to some extent through deterioration of climate, 
the birch woods were devastated and the result was soil destruction on a cata-
strophic scale. It is estimated that about half of the country's area was covered 
with vegetation when settlement began, and about half of that area has now 
been deprived of its soil cover (Thórarinsson, 1974). Large areas still stiffer from 
overgrazing, in particular in periods of colder climate (see Section 4). 

1.3. Climate Impact: A Recurring Theme 

Throughout the history of Iceland climate has frequently limited the production 
of food and animal fodder, resulting in hunger and even starvation. It has been 
suggested that in the early years following the settlement, when 80 90% of the 
population were involved in agriculture, Iceland could support a maximum of 
60000 inhabitants (Eldjárn, 1981). Two centuries after the settlement, economic 
conditions began to deteriorate in Iceland. Large numbers of livestock perished 
of cold and hunger in winters that seem to have increased in severity in the 13th 
and 14th centuries (Bergth6rsson, 1969 Fridriksson, 1973a). Famines became 
still more frequent in the 17th and 18th centuries. For example, famine spells 
occurred in the 1600s, 1690s, 1750s and 1780s. After 1800 conditions began to 
improve, slowly at first, but at an increasing rate by the end of the 19th century. 
As an example of the fluctuations, the population is estimated to have declined 
from 48300 in 1755 to 42800 in 1759, while it grew from about 38400 in 1786 to 
47240 in 1801 (I3aldursson, 1974). 

There is abundant evidence indicating that during the first centuries after 
the settlement barley was grown in Iceland, mainly in the southern part of the 
country (Thórarinsson, 1944). This was later abandoned, probably in the 15th 
or 16th century. In the light of the marginal conditions for growing barley in 
Iceland (see Section 2), it is quite possible and even probable that this occupa-
tion was abandoned due to deterioration of the climate. 

Historians disagree somewhat as to the role of climatic variations in the 
economic history of Iceland. Unfavorable trade conditions, failure in fish catch, 
and volcanic eruptions, especially the great Laki eruption in 1783, undoubtedly 
had serious consequences. It is, however, fairly evident that the great reductions 
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in livestock numbers preceding many famines were, in most cases, themselves 
preceded by climatic variations. This can be shown indirectly by the correlation 
between the temperature and livestock numbers in the 19th century (see Section 
2). 

For several centuries predating instrumental temperature observations, it is 
possible to utilize the close correspondence between mean annual temperature 
and the documented prevalence of sea ice oft the Icelandic coast to estimate 
climatic variations (cf. Figure 1.5). During the period 1591 to 1846 there is an 
exponential relationship between the frequency of years with mortality from 
hunger and the number of months of ice prevalence during the years immediately 
before the famine (Bergthórsson, 1985). No mortality from hunger occurred dur-
ing the 26 years when the past ice prevalence had been less than one month/yr, 
while such famine occurred every other year in those U cases when the prev-
alence had been 4 months/yr or more, according to l3ergth6rsson's estimates. 

1.4. Land Surface Characteristics 

Table 1.1 shows the approximate areal extent and elevation of different land sur-
faces in Iceland. A little iess than half of the present vegetated area consists of 
peat bog although it is generally considered that at the time of the settlement of 
Iceland in the ninth century the vegetated area was twice as extensive as it is 
now. Most of the vegetated land at higher elevations is bog because munch of the 
drier soil has been eroded away. At low altitudes a considerable part of the bog 
has been drained during the last half century. Formerly the unimproved hog 
was used extensively for hay making, and the peat was a valuable fuel for the 
farms. In spite of the relatively high vegetative production, grazing is rather lim-
ited on the hog because Sheet) and horses prefer the drier areas. Approximately 
one-third of the vegetated land consists of naturally drained soils, in many cases 
characterized by hardy grasses, mosses and dwarf shrubs, particularly at the 
higher altitudes. In the lowland and on lower mountain slopes, the naturally 
drained grassland is often rather fertile and useful for grazing. About 1250km 2  
are covered by birch trees, which in 80% of the area are shorter than 2m. 
Improved grassland, about, 1400 km 2  in area, where all the hay making now takes 
place, along with some summer grazing, account for only about 6% of the total 
vegetated area. 

Sandy wastes are generally below the 200m elevation and they can, to some 
extent, be improved as grassland, white rocky wastes are the most extensive 
landscape, mainly at high altitudes. Some of this land at low or moderate eleva-
tions was formerly vegetated but has later been eroded. In spite of the very 
sparse vegetation, mainly along rivers and streamlets, this area is still of some 
use for summer grazing. 

Iceland has a number of active volcanoes and associated lava areas. Much 
of the lava is unvegetated, and though parts are covered by mnosse, these are of 
very little use for the grazing animals. There are several glaciers in Iceland, the 
largest, Vatnajôkull, covers about 8400 kin 2  in the southeast of the country. The 
extent of glaciers has varied with the climate and sometimes they have been 
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Table 1.1. Land surface, thousands of km 2  (after Fridriksson, 1973h) 

Vegetated 
areas 

Sandy 
deserts 

Rock .y 
deserts Lava 

Lrzkes, 
rivers Glaciers Total 

Above 600m 0.8 0.2 22.8 2.5 0,3 11.1 37.7 
4006()0m 3.3 0.6 15.9 1.5 0.5 0.4 222 
200-400m 6.0 0.6 10.6 0.7 0.2 0.3 184 
0-200m 13.7 2.7 4.8 1.6 1.8 0.1 24.7 

Total 23.8 4.1 54,1 6.3 2.8 11.9 103.0 

detrimental to agriculture, encroaching on productive land during periods of ice 
advance. In recent decades they have been thinning and retreating. Lakes and 
rivers are generally owned or used by the adjoining farms. They are in many 
cases valuable for the fishing of salmon and trout. 

1.5. Modern Agriculture in Iceland 

Farming has been the main occupation in Iceland during most of the 11 centuries 
of human settlement, supporting a population of from 40000 to 80000 up to the 
end of the 19th century. Since then the number of farms has only slightly 
decreased. The agricultural production has, however, increased considerably. 
Figure 1.2 shows the approximate extent 01 the inhabited area today, interest-
ingly, this bears a close resemblance to the map of mean July temperature (cf. 
Figure 1.8). 

i)uring this century, with the development of new industries, the relative 
role of agriculture has declined. In 1980, out of a population of 229000, only 8% 
of the population were making a living directly from agriculture compared with 
32% of the population of 121000 in 1940. Before 1920, the total area of improved 
grassland on all farms was around 200 km 2  while it is now 1400 km2 . However, 
due to changes in management practices, the livestock numbers have not 
increased at the same rate. Table 1.2 shows the number of winterfed cattle, 
sheep and horses kept this century. The winter feeding of cattle usually begins 
in September and ends in June. Sheep are generally fed from the beginning of 
November to the middle of May, hut the period of winter feeding is dependent 
upon weather and grazing conditions. The winter feeding of horses is much 
more variable. In some regions they are even not housed at all and receive only 
a very limited amount of hay. 

Dairy production in 1983 exceeded home demand by 6%, while the 
corresponding surplus production of meat was 20%. Potato production is some-
times sufficient to meet national demand, but practically all cereals and most 
fruits and vegetables are imported. Figure 1.5 shows the composition of agricul-
tural products by value. Altogether, the value of agricultural production in 1984 
was equivalent to about 5% of the Gross Domestic Product, and agricultural 
products, including industrial goods, made up about 7% of total exports about 
3% of the Gross National Product (B. Gudmundsson, personal communication). 
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Figure 1.2. Inhabited areas in Iceland 1983 (G.M. Gudbergsson, personal conimunica- 
tOfl). 

Table 1.2. Livestock numbers in Iceland (thousands) 

Year CaWe Sheep Horses 
1900 24 469 42 
1920 23 579 51 
1940 40 628 56 
1960 53 834 31 
1984 73 713 52 

The industrialization of agriculture has certainly reduced the impact of natural 
conditions on the human population, but in spite of this, the inhabitants are 
often painfully reminded that climate still, to a 'arge extent, determines their 
standard of living. 

1.6. The Climate of Iceland 

Iceland is situated near the boundary between the relatively warm Atlantic 
Ocean and the colder waters of Arctic origin. This boundary is not stationary 
and its Iluctuations are clearly reflected by the variable extent of the sea ice in 
the East Greenland current. Figure 1.4 illustrates some extreme limits of this ice 
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Figure I . S. Share of commodities in agricultural production in Iceland in the years 1910, 
1960 and 1983 (by value). 

in autumn and spring. In warmer periods the ice is well (listant, and Iceland 
enjoys the relatively warm currents surrounding the country. In the severe ice 
years, which incidentally tend to come in clusters (e.g., 1859-1868, see Figure 

1.5), the ocean can be ice-covered half the way from Greenland to Norway in the 
spring. Then Iceland resembles an icy peninsula extending from the Greenland 
ice cap. The sea and the ice react slowly to temperature variations in the air due 
to the great heat capacity of the former and the large quantities of heat required 
to melt the sea ice once it has been formed (latent heat of fusion). Thus the sea 
and the ice tend to smooth and delay climatic variations in comparison with con-
tinental Europe. 

To give an idea of the climatic variations before the advent of quantitative 
temperature observations, Figure 1.5 shows the prevalence of sea ice at the 



96 
	

ffcts of chmahe varejorIs in Iceland 

(a) 
	

(b) 

,—StykkushöImur 	
) 
Thorshovn 

20W 

Figure I.J. (a) Recent limits of sea ice in early October: (1) minimum, (2) normal, (3) 
maximum. (b) Limits of sea ice in March—May: (1) recent minimum, (2) recent normal, 
(3) recent maximum, (4) estimated maximum in historical times. (After Eythórsson 
and Sigtryggsson, 971.) 
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Figure 1.5. Climate variations in Iceland. Below: the 10-year running mean of anntial 
prevatence of sea ice in months per year. Above: the corresponding mean annual tem-
perature in Stykkishótmur, observed after 1845, estimated from ice prevalence before 
1846. (Source: Bergthórsson, 1969.) 



Introduction 	 397 

18 

16 

14 
12 

Figure 1.6. Variability of atmospheric pressure and storm tracks in January. Standard 
deviation of daily pressure (mb) about the monthly mean for January. Solid arrows are 
primary storm tracks, Dashed arrows are secondary storm tracks. (After Tucker and 
Barry, 1984.) 

Icelandic coasts in months per year, during the period 1591 to the present 
(Bergthorsson, 1969). The relationship between temperature and sea ice in the 
observation period after 1945 has been used to construct a proxy record of the 
temperature before that time This record has been partly confirmed, for the 
17th and 18th centuries, by an independent analysis based only on contemporary 
written sources (Ogilvie, 1981, 1984). 

The country also lies close to the boundary between the mid-latitude 
westerlies and the polar easterlies. Therefore, cyclones frequently pass close to 
the country, generally from the southwest, making the climate both unstable and 
rainy (Figure 1.6). In cold periods, which often tend to coincide with extensive 
sea ice s  there is some tendency for the icelandic low pressure area to be located 
further south. This seems to be partly a feedback effect, for the displacement of 
the low pressure lowers the temperature to the north of iceland by increasing the 
preponderance of cold polar ea.sterlies, and this cold air tends to raise the surface 
pressure, thus pushing the low further southwards. 

ec 

AC 
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1.6.1. Ternperitiires 

P?gure 1.7 shows the distribution of meteorological stations in Icefaiid that were 
operating For much or all of the standard reference period, 1951-1980. They are 
all in the inhabited area, except llveravellir in central Iceland, most of them at 
an altitude of less than lOOm above sea level. 

I'qure 1.8, giving the mean surface air temperature in July in the period 
1951 1980, is mainly based on these lowland observations, assuming a lapse rate 
of temperature of around I C in every 150m. According to the climatic 
classification of Koppen, the I0C isotherm for the warmest month broadly 
represents the poleward limit of tree growth (Koppen, 1936). The zone with a 
mean July temperature greater than 10C, which we shall hereafter refer to as 
the "potential tree zone", comprised about 11% of the country in 1951 1980. As 
will be discussed later in this section, the extent of the iotential tree zone will 
contract or expand in connection with climatic variations, even if it takes a long 
time for the vegetation to obtain equilibrium with the new conditions. 

Mean monthly temperatures across much of Iceland are close to [reering 
point for practically the whole winter (Figure .1.9), but there are quite large daily 
fluctuations around these average values. These result in a great variability of 
snow cover and, through repeated melting and refreezing of snow, can lead to the 
formation of an ice crust, covering the grass. This can have important repercus-
sions for grass growth and hay yields (see Section 2). Small variations in the 
summer temperature can also be of great importance, due to the marginal grow-
ing conditions. 

T'he frost-free period is about 120 150 (lays at coastal stations in southern 
Iceland, hut 80-120 days at, other stations in the south (Fugnre 1.10). in the 
north it is shorter, 100 120 days at the coast and 60-90 (lays in the interior. A 
negative deviation of I C in annual temperature will shorten the frost-free period 
by about 25 (lays. 

The recent climatic variations are illustrated in Figure 1.11 by the annual 
mean temperature at Stykkishólmur, during the period 1846-1984. This, the 
oldest observing station in the country, records values of mean temperature that 
are fairly representative of the lowlands, both in terms of the mean and the 
range of the annual temperatures (Sigfiisdót.tir, 1969). \Tariability  is high at all 
time scales, but two features stand out clearly in Figure 1.11. First, there is a 
tendency for clustering of years into sequences of anomalously cool or 
anomalously warm conditions. Secondly, there are two noticeably abrupt 
changes in longer-term average temperatures: a sudden warming in the order of 
1 C after 1920, and an equally rapid, but less intense cooling around 1965. 
Periods such as the 1860s and the 1880s registered mean annual temperatures 
more than 2C lower than those recorded in the warm 1930s and 1940s. Con-
trasts such as these, with their clear implications for agriculture in Iceland, form 
the basis for the selection of climatic scenarios (discuised in Section 1.10). 
Whether the temperature series reflects a longer-term warming trend (perhaps 
due to the "greenhouse" effect) is a matter for speculation since temperatures 
over the two most recent decades (1965-1984) have seldom approached the levels 
observed during the 1930s and 1940s. 
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Figure 1.7. Meteorological stations in Iceland 1951-1980. Inset map shows the grid 
point locations for which (HSS-model data were generated. 
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FigTtrc .1.8. Mean surface air temperature in iuiy 1951 1980. Also shown are the con-
ceptualized limits to productive grass growth and to barley cultivation (B. Gudmunds-
son, personal communication). 
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Pigure 1.9. Mean monthly temperatures at Stykkisli6lmur 1951 1980 and at four other 
stations in 1ceand (for location of stations, see Ftgure 1.7). 
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Figure 1.10. Mean duration of the frost-free period 1951- 1980 (days). 
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Figure 1.11. Annual mean temperature at Stykkishólrnur 18461984. Values below the 
1951-1980 mean are shaded. 

Table 1.3. Characteristics of the temperature climate in Iceland as compared with 
Edinburgh and Berlin. (Source: Bergthórsson, 1985.) 

Stykkishdlmur Ed?n burgh Berbn 

Mean annual temperature 1851-1950 (°C) 3.3 8.5 9.2 
Standard deviation of annual temperature 0.88 0.54 0.76 
Standard deviatinn of decadal temperature 0.54 0.17 0.24 
Temperature difference: 1901 -1950 
minus 1851--1900 0.74 0.21 0.14 

The high amplitude of temperature variability in Iceland can be readily 
appreciated when variations on an annual, decadal and 50-year hasi$ at 
Stykkishólmur (65 °  N, 23 ° W) are compared with those at two different locations 
in Europe, Edinburgh (56° N, 3° W) and Berlin (520  N, 130  E) (Table 13). Varia-
bility at the Icelandic station is the greater at all averaging scales, but the coti-
trast is more marked for the longer averaging periods. This apparent persistence 
of temperature change may possibly be ascribed to the effects of sea ice discussed 
above. 

Within the country itself, both long- and short-term variability of tempera-
ture are greatest in the north. This is illustrated for long-term temperature 
changes, by comparing mean annual temperatures for the periods 19311960 and 
1873-1922 l Figure 1.12(a) and for interannual variations, using the standard 
deviation of annual temperatures at single stations during the period 1951 1980, 
seen in Figure .1.12(b)I. 

1.6.2. Precipitation 

Fgtfre 1.13 shows the yearly mean precipitation in Iceland in the period 
1931 1960, the data for the reference period 1951 1980 not being available. Pre-
cipitation is heaviest in the southerly and southeasterly winds prevailing ahead 
of cyclones that frequently approach from the southwest. This results in the 
greatest precipitation on the southeastern slopes of the country, while rain shad-
ows are observed in the north, behind the mountains and glaciers (Figure 1.13; 
and see Figure i.!). Much of the precipitation in northern Iceland, on the other 
hand, is brought by northerly winds, and under those conditions the rain shadow 
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Figure 1.12. (a) Change of mean annual temperature from 1873-1922 to 1931-1960. 
(Source: Bergthórsson, 1985.) (b) Standard deviation of annual Lemperaure in Jceland 
during the period 1951-1980 in proportion to the standard deviation at Stykkishó!mur. 
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Figure I.M. Mean precipitation, 1931-1960 (mm). 

Table 1.4. Average precipitation 1931 .1960 at four stations. Locations in Iceland are 
indicated in parentheses - see also Figure 1.7. (Source: Icelandic Meteorological Office.) 

Jan Feb Mar Apr May June July 

Reykjavik (SW) 90 65 65 53 42 41 48 
Stykkishólniur (W) 83 72 66 47 37 38 36 
Alcureyri (N) 45 42 42 32 15 22 35 
Vik (S) 182 159 164 171 143 167 169 

Aug Sep Oct Nov Dec Year 

I{eykjavik (SW) 66 72 97 85 81 805 
StykkishMmur (W) 50 76 87 89 77 758 
Akureyri (N) 39 46 57 45 54 474 
Vik (5) 188 237 238 212 226 2256 

effect is in the south. Table 1.4 gives the monthly average precipitation in the 
period 1931-1960 at four stations in the lowland. This reflects the great geo-
graphkal variability and the annual distribution, the minimum precipitation 
occurring in the spring and the maximum in the autumn. 

The longest record of precipitation is from Stykkishólmur, dating from 
1857. Figure 1.14 gives an overview of the variation illustrated by 3-year means. 
A comparison with 3-year-averaged temperatures in the same figure indicates 
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i"uqure 1.14. Three-year mean temperatures (C) and precipitation (mm) at 
Stykkishlmuir, 1857--1982. 

some positive correlation. A weak positive correlation between temperature and 
precipitation is also noted in most other regions, both in winter and summer, 
with the exception of Akurcyri, where the correlation is slightly negative, but not 
significant. incidentally, a positive relationship between annual precipitation 
and temperature is consistent with increased values of both variables by the 
GISS-model, assuming a doubling of the atmospheric carbon dioxide concentra-
tion (see Iart I, Section 3). 

1.7. Selection of Study Areas 

In contrast to the studies in other high latitude countries reported in this 
volume, it was decided to carry out the impact assessment in Iceland on a 
naltonal scale. This choice was governed by five major considerations: 

While there are quite large regional differences in agro-environmental con-
ditions in Ice1and the main agricultural activity (meat and milk production 
from herbivores) is common to all regions. 
Climatic variations, especially longer-term changes in temperature, tend to 
affect the whole country at the same time, varying regionally only in terms 
of their magnitude (see Section 1.6). 
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Long records of agricultural productivity are available at the national level, 
and representative meteorological data also exist for the same period. 
The high sensitivity of Icelandic agriculture to climatic, particularly tern-
perature, variations means that even by modeling impact at an aggregated 
national scale, the "signal" of the climatic effect on agriculture is still very 
strong. 
The assessments are preliminary, and many of the models and scenarios 
that are employed have been simplified to provide general estimates or indi-
cations of climate impacts for the whole country. Considerable refinement 
of data, scenarios, models and approaches would be required to conduct 
local-scale analyses. 

Although the general focus throughout this report is on a national-level 
assessment, one method of accomplishing this has been throngh the use of local-
level information from representative sites in different parts of Iceland (e.g., pas-
ture yields from four experimental stations reported in Section 3, lamb carcass 
weights from abattoirs in four districts detailed in Section 4, and climatic data 
from nearby stations to all of these locations). however, the unifying factor in 
producing results for all Iceland has been the use of the long Stykkishdlrnur 
meteorological record, which is a good indicator of variations in climate over the 
whole country and has been related to most of the agricultural time series 
employed in the study. 

I.S. Choice of Agricultural Activities for Impact Studies 

The obvious activity on which to focus the bulk of our attention is livestock pro-
duction and the provision of grazing and fodder. Traditionally, and at present, 
this is the major activity in all agricultural regions of Iceland. Furthermore, 
several of the climatic scenarios employed in the study represent cooler-than-
present conditions, and given the already restricted options in agricultural pro-
duction, while farm practices might have to he adjusted under such conditions 
(as investigated in the later sections of this report), the type of farming would 
probably remain unaltered. 

The awareness that mean temperatures in Iceland could well increase in 
future decades, particularly in response to the "greenhouse effect" of increased 
trace gas concentrations (including carbon dioxide) in the atmosphere, has 
prompted several studies of enterprises that are, at present, close to their north-
ern limits of viability but could be extended under warmer conditions. Barley 
cultivation would be of value to supplement hay supplies for livestock, and the 
planting of hardy tree species could help both to protect the soil and to provide 
shelter for crops and livestock and might even moderate local microclimatic con-
ditions. Afforestation for timber production is also planned in limited areas. 
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1.9. Impact Models and Data 

The direct effects of climate on agriculture have been modeled in Sections 2, 3 
and 4 using a regression approach. The dependent variable in each case was the 
activity of interest (e.g, hay yield, carrying capacity or carcass weight), and the 
explanatory climatic variables, in all cases, were related to temperature condi-
tions. In addition, other explanatory factors have been included in some models 
(e.g., fertilizer application on improved pastures) that are of interest in studying 
possible adjustments to mitigate climate impacts. 

The meteorological data requirements as inpiit.s to most models are not 
demanding: usually mean monthly temperatures over a representative time 
period and at suitable locations. For the hay-yield models (Sections 2 and 3), 
and the carrying capacity equations (Section 4), the temperature data are aver-
aged over seasonal or annual periods. For calculations on potential barley cul-
tivation, monthly mean minimum temperatures, monthly mean temperatures 
and mean monthly precipitation data were required to compute effective tem-
perature sum (ETS) values (Section 2), while monthly mean maximum tempera-
tures and mean monthly temperatures were needed for estimating growth units 
for tree growth (Section 2). 

Data on agricultural productivity are from several sources. At a national 
level, annual hay-yield data have been collected from survey information and 
annual production data. Fertilizer applications are estimated from documentary 
evidence for the early years of this century, but better records exist for the 
postwar era. Annual values of sheep number and mean carcass weight are avail-
able at a national scale for nearly 50 years lip to the present, and published esti-
mates of current parameters for dairy production have been used to evaluate 
climatic effects on that activity. 

Information from specific sites has also been used to develop regression 
models. Experimental stations provided detailed data on herbage yields, fertil-
izer applications and other management factors (e.g., number of harvests, har-
vest dates, etc.) for the investigations in Section 3; and slaughterhouse data on 
carcass weights, along with local information on lambing rates, were used to con-
struct equations in Section 4. 

Finally, as mentioned above, wherever impacts have been estimated for the 
whole country, the agricultural data have been related directly to the 
Stykkisliólmur climatic data set, which is also used as the basis for the selection 
of climatic scenarios described below. 

1.10. Climatic Scenarios 

Several climatic scenarios have been adopted in this study that are subsequently 
used in impact experiments. Temperature is by far the most limiting climatic 
factor for agriculture in Iceland, and since the temperature conditions in the 
country are relatively well described by the observations at Stykkishólmur (cf. 
Figure 1.9), this long series (see Figure 1.11) is used as a basis for defining the 
Scenarios. 
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Scenarios are of three types: 

The reference or baseline scenario, selected from the historical instrumental 
record at Stykkishólmur. 
Instrumental scenarios representing anomalously cooi or warm groups of 
years and including a single extreme event, each of these chosen from the 
Stykkishólmur record. 
A 2 x 002  scenario, based on the climate simulated by the GISS general 
circulation model for a doubling of atmospheric carbon dioxide concentra-
tion. 

1.10.1. The baseline scenario (Scenario I) 

In common with other case studies reported in this volume, the standard 30-year 
period 1951-1980 was selected as the baseline scenario. Mean annual tempera-
ture during this period at Stykkishólmur was 3.7 ° C (horisontal line in Ftgure 
1.11), somewhat above the long-term mean (see Table 1.3). Mean annual precip-
itation was 704mm, 54mm lower than in the 1931-1960 period (Table 14). 
Mean monthly values of temperature and precipitation for this period (Scenario 
1) are shown in Table 1.5. 

1.10.2. Instrumental scenarios (Scenarios II, III, IV and VI) 

Since many of the most adverse impacts on Icelandic agriculture historically 
were associated with below-average temperatures, particularly when such condi-
tions occurred in successive years, the coolest decade in the 139-year instrumen-
tal record was identified (1859--1868) and adopted as Scenario Ii. Mean annual 
temperature during this decade was only 2.4°C (1.3 ° C below the baseline), while 
average precipitation was nearly 70mm below the 1951--1980 value. Interest-
ingly, this period (the 1860s) was also anomalously cold in southern Finland (see 
Part IV). 

Scenarios III and IV are also based on the Stykkishólmur record but 
employ data only from the period after 1930. Ensembles of the 10 coolest and 
the 10 warmest years, representing the extreme years over the recent period, 
were selected to simulate possible future average conditions in a cooler or 
warmer Iceland, respectively (an analogue approach similar to that described by 
Lough el al., 1983). The cool period ensemble has a mean temperature 0.8°C 
below, and mean precipitation 18mm below the respective baseline values 
(Scenario III - Table 1.5), noticeably smaller anomalies than in the consecutive 
10 years of Scenario II. Mean temperature for the ensemble of warm years 
(Scenario IV) is 1.1°C above the baseline value, and the positive correlation 
between temperature and precipitation (noted above) is again observable in the 
high average precipitation value, 82mm above the 1951-1980 value (Table 1.5). 
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Table 1.5. An overview of the major climatic scenarios selected for Iceland. 

Scenartos 
1 II 

 
HI IV 

Baseline Cold Cold Warm 2 x CO2  

Average of Average of 
10 coldest 10 warmest 

Stykkishólmur 1859 to 1868- years during years during GISS model- 
(1951-1980) type 1981 to 1984 1981 to 1984 derived 

Mean monthly temperature (C) 
January - 1.3 -2.7 -2.1 -0.2 3.0 
February -0.7 -3.1 ---1.9 01 3.5 
March -0.3 -4.2 -2.4 1.9 4.0 
April 1.8 0.2 1.0 2.3 6.1 
May 5.2 3.9 4.0 6.7 9.2 
June 8.2 7.6 7.9 9.0 12.0 
July 9.9 9.6 9.5 10.5 13.5 
August 9.5 9.0 9.6 10.2 13.1 
September 7.2 6.7 6.8 8.3 11.0 
October 4.3 3.1 3.0 5,0 8.3 
November 1.3 0.0 0.2 3.1 5.4 
December -0.6 -0.8 --1.3 1.2 3.6 

Year 3.7 2.4 2.9 4.8 7.7 

Mean monthly precipitation (mm) 
January 65 56 	61 102 71 
February 73 68 	61 77 83 
March 65 46 	62 55 78 
April 52 38 	49 56 65 
May 32 33 	31 26 40 
June 38 47 	46 39 47 
July 40 46 	42 40 50 
August 49 34 	68 40 59 
September 60 72 	 63 82 69 
October 84 69 	72 75 92 
November 81 60 	57 106 86 
December 65 69 	 74 88 69 

Year 704 638 	686 786 809 

As a variant of Scenario TV, in Section 3 of this report, experiments have 
been conducted assuming that the magnitude of the positive temperature anom-
aly in a warm period is equivalent to the negative anomaly in the cool decade 
(Scenario H). The resulting temperature anomaly (+1.3C) is 0.2C greater 
than that for the warm years ensemble, but it offers a sharper, symmetrical con-
trast between warm and cool periods. We will refer to it as Scenario IV+. 

A further scenario, used exclusively in Section 3, is a single extreme event 
identified from the Stykkishólmur record. As discussed above, marked long-term 
changes in mean temperature are a characteristic feature of the Iceland climate. 
Therefore, it is perhaps more realistic for a single year extreme to be assessed in 
the context of the climate prevailing when it occurs, rather than with respect to 
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an average vahie representing different conditions in another time period. By 
comparing temperatures in the four coolest years at Stykkishólmur with the 
mean temperature for the preceding 10 years, anomalies of between —1.5 0 C and 
—2.2 'C were obtained. These deviations were similar in magnitude to the value 
-1.68'C, which is twice the standard deviation for the entire Stykkishólmur 
series. This value was thus adopted as an example of an event that really could 
happen, at least in a cold period (Scenario VI). 

1.10.3. The GISS 2 x CO 2  scenario (Scenario V) 

The climate of Iceland under doubled concentrations of atmospheric carbon diox-
ide was simulated using estimates from the GISS general circulation model in 
line with the other high latitude case studies (see Part I, Section 3). Data were 
supplied on a 40  latitude x 50  longitude network of grid points for the Iceland 
region (cf. inset to Figure 7.5). Information on mean monthly temperature ('C) 
and precipitation rate (trim/day) were required for impact experiments in the 
Iceland study, and these were obtained in three forms 

(I) GISS model-generated 1 x CO 2  equilibrium values. 
GISS model-generated 2 x CO 2  equilibrium values. 
(HSS 2 x CO2 - GISS 1 x CO2  values (change in equilibrium climate for a 
doubling of CO 2). 

As a test of the accuracy of the GISS model in simulating present-day 
climatic con cfltions in Iceland, the monthly values of temperature and precipita-
tion generated in the GISS model 1 x CO 2  equilibrium run were examined to see 
how closely they reproduced the observed conditions over the period 1951--1980 
at a representative station, Stykkishólrnur. A simple weighted-averaging pro-
cediire was used to interpolate the GISS-generated grid point values to the 
Stykkishólmur location (6505'N, 22 044'W): 

lnterpolation to Stykkishólmur 
= 0.42 CP 62  1 0.35 GP ,20  + 0.13 G1' 2,25  + 0.10 CP62,20  

where GP,1  is the grid-point value at latitude i and longitude j. 
The comparison of observed values with GISS 1 X  CO 2  and GISS 2 x CO 2  

values of mean monthly temperature and monthly mean precipitation rate is 
shown in Figure 1.15. The annual range of mean monthly temperatures at 
Stykkish6lmur is 11.2°C, reflecting the maritime nature of the Icelandic climate 
and contrasting sharply with the annual range in more continental locations at 
high latitudes reported elsewhere in this volume (e.g., 26.3 0 C at Oulu in north-
ern Finland - see Part TV). The GISS 1 x CO 2  simulation reproduces this mari-
time effect quite well [Figure 1.15(a)]; indeed, it underestimates the summer tem-
peratures at the Stykkishólmur station by over 2 'C, giving a temperature range 
over the annual cycle of only 8.1 'C. The GISS model estimates for 2 x CO2 
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Figure 1.15. Comparison of observed values (1951- 1980) with GISS model-generated 1 
x CO 2  and 2 x CO 2  equilibrium values at Stykkishólmur of (a) mean monthly air tern- 
perature (CC), and () monthly mean precipitation rate (mrn/day 1 ). 
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equilibrium conditions suggest a significantly warmer and even more equable cli-
mate than at present (due to slightly greater warming in the winter half year 
than in the summer). 

The GISS I x CO 2  estimates of monthly mean precipitation rate, in con-
trast to the simulated temperatures, grossly overestimate the observed values at 
Stykkish6lmur, often by more than a factor of 2 Figure 1.15(b)1. However, the 
annual distribution of precipitation is in good agreement with observations, 
showing a peak in winter and a late spring/early summer minimum. For a dou-
bling of G0 2 , the GISS model predicts increased precipitation in all months, the 
increases being slightly greater in the winter half year than in the summer. 

Taken together, the GISS 2 x CO 2  temperature and precipitation estimates 
for the Stykkishóltnur location bear a striking resemblance to the present-day 
(1931 1960) conditions at Thorshavn, in the Faroc Islands [62'03'N, 6'45'W - 
see Figure. 1-4(a)], a highly maritime location in the north Atlantic Ocean 
(Lamb, 1972). however, the poor correspondence of the GISS model I x CO 2  
estimates to observed conditions (probably due to the inability of the CISS 
model, with its coarse grid-point network, to account for the modifying effects of 
the Icelandic land mass on the surrounding oceanic climate), did not inspire 
confidence that the 2 x CO 2  estimates would be realistic in representing regional 
conditions for agriculture for the purposes of impact analysis. Rather, in com-
mon with the other case studies, it was assumed that the difference between the 
observed present-day climate and a future 2 x CO 2  climate could be better 
expressed as the change between (1155-generated 1 x CO 2  and 2 x CO 2  equili-
brium conditions. 

Two different procedures were adopted for adjusting the observed tempera 
ture and precipitation values, respectively. For the former, the differences 
between 1 x CO 2  and 2 x CO 2  estimates were added to the observed mean 
monthly temperatures for the baseline period - the "differences" technique: 

T2 0 	(Tmss 	Tc1s100) + Tp 

If the differences technique had been used for the latter values of monthly mean 
precipitation rate, the change to CISS 2 x CO 2  conditions from the highly exag-
gerated CISS I x CO 2  values would have represented a significant increase in 
precipitation from the much lower observed values at Stykkishólmur. Thus, 
instead of using differences, the ratios of GISS 2 x CO 2  to GISS 1 x CO 2  values 
were multiplied by observed values, a procedure recommended by Conrad and 
Pollack (1962) and also used in the Saskatchewan case study (see Part II). This 
adjustment "by ratios" of the reference data is described by: 

= ( 1 'ass 2xCO 2 /'G155 lx o 2 ) 	 REF 

The values computed for the 2 x CO 2  scenario (Scenario V) are presented in 
Table 1.5. 
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Table 1.6. GISS-derived 2 x CO 2  temperature at Stykkishólmur as compared with 

present climate at some stations abroad [for locations, see Figure 1.4(a)[. 

Scenario V at 
Stykkishólmur Aberdeen 

Mean temperature (1931-1960) 

Lerwick 	Staeanger Bergen 

January 3.0 24 31 0.7 1.5 
February 3.5 2.8 2.9 0.4 1.3 
March 4.0 4.5 3.9 2.3 3.1 
April 6.1 6.6 5.4 5.5 5.8 
May 9.2 9.0 7.8 9.6 10.2 
June 12.0 12.0 10.0 12.2 11.7 
July 13.5 14.0 12.0 14.7 13.9 
August 13.1 13.6 12.1 14.7 13.8 
September 11.0 11.7 10.6 12.3 11.6 
October 8.3 8.8 8.2 8.5 8.4 
November 5.4 5.6 5.9 5.2 5.5 
December 3.6 3.7 4.4 2.8 3.3 

Year 7.7 -- 	7.9 7.2 7.4 7,8 

One way of appreciating the extent of these changes, as discussed above for 
the GISS 2 x 002  case, is to pick out weather stations in neighboring countries 
where the present-day climate is comparable to the derived 2 x 002 climate. 
Table 1.6 shows the mean monthly temperatures at four such stations for corn-
parison with the Stykkishólmur temperatures under Scenario V. It should be 
noted that the reference scenario 1951-1980 was somewhat colder in Iceland than 
1931-1960, but the 1951-1980 values were not available at the foreign stations. 
The precipitation (not shown here) is generally more abundant at the foreign 
stations with the exception of Aberdeen, where it is almost the same as under 
Scenario V in Stykkishólmur. 

This comparison indicates that the temperature and precipitation 
anomalies of Scenario V in Jceland are fairly consistent with an imaginary dis-
placement of Iceland into warmer maritime regions such as northern Scotland or 
western Norway. These analogies have been pursued further in subsequent sec-
tions of this case study. 

1.11. Climatic Variations and Shifts in 
Agroecological Potential 

Iceland is located at the northernmost limits of technologically developed agricul-
ture and on the edge of the boreal forest sone (discussed above). Therefore, 
several margins can be delineated that pass through the country. Two of these 
are depicted in Figure 1.8 marking the northern limits of viable grassland pro-
duction and of cereal cultivation, respectively. Relatively small changes in tem-
perature, however, can alter the position of these lines a great deal, i.e., shifting 
them to the south in cold years and to the north in warm years. 
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The potential tree zone, defined in terms of the temperature of the warmest 
month (E(oppen, 1936), is also subject to large spatial fluctuations due to 
climatic variations. The zone is delimited by the 10 C July isotherm, and covers 
about 11000km 2  for the baseline scenario (see Figure 1.8). The 8°C isotherni 
delimits the zone as it would appear after a warming of 2 °C. That area is about 
41000km2 . Since the highest temperature at any station in 1951-1980 is 11.3°C, 
a general cooling of 1.3°C (Scenario II) would approximately eradicate the zone 
in Iceland. 

This information, together with our assumption for the temperature lapse 
rate (Subsection 1.6.1) and a knowledge of the area between different height 
intervals in Iceland (see Table 1.1), can be used to estimate the extent of the 
potential tree zone for the different climatic scenarios (Table 1.7). As such, the 
results provide a useful introductory illustration of the potential sensitivity of 
vegetation to climatic change In spite of the inevitable inaccuracies of the map-
ping procedures, it is evident that one of the most important impacts of a 
warmer climate is the great increase in the area suitable for tree growth and, by 
implication, for agriculture. It is important to realize, however, that it would 
take a long time, possibly centuries, for the natural vegetation to obtain an 
equilibrium with the new climate if man does not intervene to modify this transi-
tion. 

Table I.T. Area of potential tree zone in Iceland (km 2 ). 

Scenario 	 I 	II 	III 	IV 	V 

Area of tree climate 	11000 	8000 	8 000 	22 000 	64000 

1.12. Final Remarks 

in the following sections, more specific points concerning climate impacts on 
agriculture in Iceland are discussed. Considerable attention is devoted to hay 
production and grazing conditions, the most important basis of agriculture in the 
country. In Section 2, regression equations have been used to evaluate the effects 
of the climatic scenarios on national hay yield and fodder requirements, on the 
growth of barley, and on the potential for growing birch and Norwegian spruce. 
The possibility of predicting summer hay yields and of using variable fertilizer 
applications to stabilize production are also examined. Results of long-term 
grassland experiments are used, in Section 3, to estimate the effects of scenario 
temperature changes on pasture yields. The importance of nitrogen fertilizer in 
determining yield response is investigated, and the implications of this relation-
ship are discussed with particular reference to dairy farming. In Section 4, 
regression equations are again used to study the relationship between climate 
and carcass weight of lambs, in an attempt to assess the variation in the carrying 
capacity of Icelandic rangelands. The impacts of both climatic warming and 
cooling are examined, and the design of a rangeland model is proposed. In Sec-
tion 5, the results of the analyses in Sections 1-4 are summarized, and implica-
tions for policy making discussed. 



SECTION 2 

The Effects on 
Agricultural Potential 

2.1. Introduction 

This section is concerned with the impact of climate on various aspects of agri-
culture in Iceland. As discussed in the preceding section, grass growth and hay 
yield is of fundamental importance in Icelandic farming. Because of this the 
greater part of this chapter is devoted to the impact of climate on hay yield. A 
related concern for the farmers is the impact of climate on the winter and sum-
mer grazing of animals. The farmers are thus affected by two related problems: 
poor hay yield after cool seasons and increased need for fodder in severe winters. 
These two conditions often occur together, and the cumulative effect of a cold 
winter can be that farmers are faced in the summer with unusually little grass 
growth, when the fodder consumption in the preceding winter has been especially 
heavy. To compound matters, such severe years often tend to occur in clusters. 
An additional limiting factor is the carrying capacity of the summer pastures In 
this respect it is therefore advisable to restrict livestock grazing to the carrying 
capacity of the coldest periods that can be expected in the climatic era. The 
question of how best to react to climatic impacts in order to avoid fluctuations in 
livestock numbers is also discussed. Finally, in Subsection 2.7, it is shown that 
present conditions for growing trees and cereal crops are marginal in Iceland. 
Their sensitivity to climate and their growth under different climatic conditions 
are estimated here in terms of the percentage area in Iceland suitable for their 
growth. 

Regression equations have been developed in each of these analyses utiliz-
ing historical agricultural data aggregated at the national level and climatic data 
either from Stykkishólmur alone, or from the station network across Iceland (see 
Figure 1.?). The equations are used to estimate the effects of the five main 
climatic scenarios described in Subsection 1.10, and to assess some possible 
adjustment measures to adapt to climatic variations. 

415 
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2.2. The Effects on Hay Yields 

For this study, the elrects of temperature and precipitation on annual hay yield 
for the whole of Iceland during the period 1901-1975 are considered. Precipita-
tion will he considered first. 

2.2.1. Effects of precipitation 

In the southern parts of the country, the summer (May-September) precipitation 
ranges from about 250-600mm (see Subsection 1.6). It falls mainly in the rela-
tively warm southerly winds, blowing onshore. As the summer temperature, and 
hence rates of evapotranspiration, are low, droughts are uncommon in this 
region. Excessive precipitation, however, may cause some damage to the hay 
crop. Thus the beneficial growth effects of warm periods will be somewhat 
reduced when there is a surplus of rain. In the northern part of the country, the 
summer precipitation is, on average, 150 250mm. Drought occurs occasionally, 
mainly with southerly f5hn winds, blowing from the mountains. This reduces 
the positive effect of the relatively warm southerlies on plant growth. With cold 
northerly winds, precipitation in northern Iceland is sufficient but seldom exces-
sive; moreover, the cold air prevents any significant rotting of the hay during the 
haymaking. Curiously enough, production of silage is very limited in this rainy 
country. In conclusion, although precipitation is locally important during cer-
tain years, it is little related to hay yield for the whole country. Because of this, 
only temperature and fertilizer application are used as variables in the regression 
equation expressing the yield shown be'ow. 

2.2.2. Effects of temperature 

In designing a model of hay yield with respect to temperature, it is necessary to 
consider the summer (May-September) and winter (October-April) separately. 
While the use of the summer (growing season) temperature needs no 
justification, some explanation is required as to why winter temperature is an 
important parameter (Bergth6rsson, 1966). One of the reasons is the winter kilt 
of grass. This may occur as the direct result of severe cold, particularly in rela 
tively snow-free winters (although it should be noted that cold winters are more 
frequently accompanied by long-lasting snow cover). With the unstable Ice-
landic climate, another factor which may have an adverse effect on grass is the 
occurrence of thaws. If these are only light, as is usual in cold winters, the snow 
does not melt properly but simply becomes wet. When temperatures fall below 
freezing point again, the partly melted snow refreezes and turns into ice. The 
result is the formation of a crust of ice on the ground. If this persists for two or 
three months in late winter (Cudleifsson, 1975), it can be very detrimental to the 
grass. 
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The grass may also be badly affected by water, lying on top of frozen soil in 
the spring. When this occurs, winter cold is an underlying, though indirect 
cause. Severe winters, which leave the soil frozen and cold in the spring, may 
anyway delay growth, even in the absence of winter kill. This is particularly true 
on peat soils, which are very common in the recently cultivated hay fields in Ice-
land. Indeed, the damage due to severe frost is often difficult to distinguish from 
other effects. For example, by far the coldest winter in this century occurred in 
1918, resulting in the lowest hay yield recorded after 1900. Elderly farmers (E. 
Gudmundsson, personal communication) have remarked that one of the main 
reasons for the low yield was the poor development of the grass leaves before the 
stem extension occurred. In summary, it may be remarked that the effects of 
cold winters, winter kill being only one of them, all contribute to a lowering of 
the hay yield in the following summer. 

2.2.3. Data reqiuirenients 

There were several different information sources for the data required in develop-
ing regression equations that were used in climate impact experiments. The data 
were of three types: hay yields, fertilizer applications and temperatures. 

Flay yields 

A general survey of the improved grassland has been made five times in this cen 
Lury: 1916 1920, 1930, 1936, 1964 and 1970. Furthermore, the number and size 
of additional cultivated fields have been recorded every year, so it was possible to 
compile an annual record of the area of improved grassland. Using this, and 
national production data (recorded annually), the annual hay yield can be coni 
puted in kg/ha (85% dry matter). 

Before 1960 very little grazing was practiced on these improved fields, all 
sheep, horses and cows being kept on the unimproved rangelands outside the 
enclosed fields. Around 1960 1962, a sudden change in the management of the 
improved grassland occurred when the farmers began grazing dairy cattle there. 
It has been estimated that this grazing, along with increased grazing of sheep, 
removed about 700 kg of hay/ha after 1961 (Bergthórsson, 1.976), and the hay 
yield record has been adjusted accordingly (Table 2. 1). 

In addition to the yield from improved grassland, it was also customary in 
former times to take a considerable part of the hay yield from unimproved range-
lands. While the area of these is not known, and thus yields cannot be obtained, 
the total production of this hay has been recorded, which is important because it 
affects the production of farm manure which, in turn, was used on the improved 
fields. More detailed information on hay yields is desirable. however, the 
interanni.ial variations of the yields represented in Table .i are probably not 
greatly in error, and it is these variations which are the most important in the 
correlation with temperature. The relationship between total hay production 
and amount of farm man ure utilized is considered below. 
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Table 2.1. Seasonal temperatures, fertilizer applications and hay yields, 1901 1983. 

Temperature at 
Stykkishólmur (CC) 

Year Oct/Apr May/Sept 

Nitrogen 
fertzlizer 
(kg/ha) 

Hay 
yield 

(kg/ha) 

Temperature at 
Stykkishólmur (DC) 

Year Oct/Apr May/Sept 

- - 

Nitrogen 
fertilizer 
(kg/ha) 

Jfay 
yield 

(kg/ha) 
1901 0.3 8.8 42 2560 1941 1.2 9.8 66 3850 
1902 -1.7 7.6 42 2210 1942 2.6 8.2 68 3730 
1903 -0.1 7.1 42 2290 1943 0.5 7.2 72 3290 
1904 -0.5 8.3 42 2660 1944 0.9 8.5 72 3660 
1905 -0.6 8.0 44 2430 1945 0.6 9.1 79 3800 
1906 0.2 7.4 44 2380 1946 2.5 8.5 90 3970 
1907 -0.8 6.5 44 1990 1947 1.4 9.1 89 4050 
1908 0.6 8.3 42 2510 1948 1.5 7.8 86 3930 
1909 1.4 8.4 43 2890 1949 0.0 7.8 104 3710 
1910 -1.2 7,5 46 2500 1950 1.0 8.5 102 40130 
1911 0.0 7.5 46 2300 1951 --0.8 8.7 103 3410 
1912 0.6 8.3 46 2720 1952 0.3 7.3 98 3420 
1913 0.4 8.1 47 2650 1953 1.4 8.9 120 4610 
1914 0.8 7.0 47 2620 1954 1.8 7.5 131 4840 
1915 -0.4 8.0 47 2420 1955 0.5 8.1 142 4490 
1916 -0.5 8.4 47 2590 1956 1.2 7.8 152 4810 
1917 0.2 7.6 48 2640 1957 1.8 8.5 163 5260 
1918 -3.0 7.5 48 1430 1958 0.6 8.0 171 4670 
1919 -0.6 7.9 45 2250 1959 1.5 8.3 175 5160 
1920 .-. 1.6 7.6 44 2210 1960 1.7 9.0 160 5190 
1921 1.1 6.8 44 2680 1961 1.4 8.7 161 5060 
1922 0.7 6.9 46 2520 1962 0.9 7.9 178 5260' 
1923 1.9 6.9 45 2960 1963 1.5 7.1 182 5170 
1924 -0.3 6.9 46 2540 1964 2.5 7.8 181 5220 
1925 0.6 8,1 46 3080 1965 1.1 7.8 176 4930 
1926 1.1 8.2 52 3210 1966 0.1 8.2 174 4680 
1927 0.3 8.4 50 3020 1967 -0.3 7.6 179 4430 
1928 1.3 9.2 55 2610 1968 -0.9 8.0 178 4590 
1929 3.0 8.0 58 3240 1969 -0.6 7.9 170 3840 
1930 0.3 8.8 66 3580 1970 -0.5 7.4 167 3480 
1931 -0.5 8.9 68 3010 1971 0.0 8.0 169 4660 
1932 1.3 8.9 132 3580 1972 1.3 8.2 168 5170 
1933 0.9 10.0 61 4060 1973 0.8 7.6 173 4860 
1934 1.7 8.6 63 3990 1974 0.6 8.2 169 4520 
1935 0.7 8.9 62 3460 1975 0.1 7.4 168 4570 
1936 -0.2 9.6 64 3440 1976 0.4 8.6 176 4770 
1937 0.5 8.5 65 2960 1977 0.5 8.6 174 4860 
1938 1.6 7.9 65 3180 1978 0.2 8.5 173 4500 
1939 1.3 10.3 65 3770 1979 -0.5 6.3 175 3950 
1940 10 8.2 58 3410 1080 1.1 8.6 173 4630 

1981 -0.9 7.7 163 3860 
1982 -0.3 7.0 164 4080 
1983 -0.4 6.7 156 3900 
1984 0.2 7.9 

aAfter  1961, 700 kg are added to account for summer grazing. 
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Fertthzer app1icaions 

Fertilizers, both natural and artificial, are an important parameter in the hay-
yield model. With respect to natural manure, it has been estimated that 100 kg 
of hay contains about 1.8 kg of nitrogen (Oskarsson and Eggertsson, 1978). The 
manure resulting from feeding livestock with these 100 kg of hay contains, on the 
other hand, about 0.8 or 0.9kg of effective nitrogen fertilizer (if the manure is 
well preserved). Adding to this the nitrogen in manure resulting from feeding 
with concentrates, the total content is estimated to be 1 kg of effective nitrogen 
per 100kg of the corresponding hay fodder. The effective phosphorus content of 
the farm manure is about 36% of the nitrogen, while the corresponding percen-. 
tage for potassium is 125%. 

It is, however, necessary to adjust these figures because during the first 
decades of this century it was customary to use a proportion of the farm manure 
as fuel on the farms. From oral information obtained from elderly farmers, it 
has been estimated that about one-third of the farm manure was burnt in the 
first part of this century, but the practice had been completely abolished by 
about 1960. A corresponding correction has been applied in Table 2.1, which 
gives the annual application of nitrogen fertilizer/ha of improved grassland. The 
estimates of the effective nitrogen fertilizer in farm manure are admittedly very 
rough since no direct records are available. However, written sources indicate 
that in the first part of this century a usual application of farm manure was 
15t/ha. If the content of effective nitrogen is 0.3%, this gives about 15kg/ha, 
which is in good agreement with the results obtained with the indirect method 
described above. When the annual applications of farm manure were computed 
for the whole period 1901-1983, they were found to be remarkably constant over 
time. Practically all the variations in fertilizer applications are therefore attri-
butable to commercial fertilizers, for which there are accurate records. 

In Table 2.1 only the nitrogen fertilizers are recorded and used as a param-
eter in the regression equation of the hay yield. The application of phosphorus 
and potassium can be estimated in a corresponding manner, but these are not 
included directly in the regression equation. It may be noted that the apphca-. 
tion of phosphorus can be expressed as an approximate function of the nitrogen: 

P = 5 4•  0.24N (kg/ha) 	 (2.1) 

The corresponding expression for potassium is: 

K = 42 + 0.34N 	 (2.2) 

Thus the constituents F and K comprised a greater proportion of total applied 
fertilizer when only farm manure was applied, before 1920, than after the intro-
duction of commercial fertilizers. 
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Temperatures 

In addition to the information on hay yield and fertilizers, Table 2. 1 lists annual 
temperatures at Stykkishólmur for the winter (October-April) and the following 
summer (May-September). Although it would, perhaps, have been more 
appropriate to use temperature values representing an average for the whole 
country, such a measure would have been difficult to devise because the distribu-
tion of weather stations has changed considerably over the 83-year record. On 
the other hand, the weather record from Stykkishólmur is considered to be fairly 
homogeneous, even from the earliest observations in 1845 (Sigf(sd6ttir, 1969). 
The seasonal temperatures at Stykkishólmur are in close agreement with the 
mean temperature of all lowland stations, in both summer and winter, and, apart 
from several exceptions, the correlation of seasonal temperatures between 
different regions of the country is good. This is conflrmed independently in Sec-
tion 3, where it is noted that Stykkisbólmur temperature is almost as effective a 
predictor of grass growth at experimental stations as are the temperatures at the 
stations themselves. 

Finally, there are some other features of the data in Table 2.1 that are 
noteworthy: 

A large but gradual rise in the application of fertilizers is evident from 
about 40--50 kg N/ha after the turn of the century to 150 170 kg in recent 
decades. Comparing years with similar temperature conditions before and 
after this increase, it is evident that the additional fertilizer has had a 
marked effect on hay yields. 
Strong year-to-year variations of hay yield are easily detectable as a result 
of temperature variations. There is also some trend in the temperatures, 
which are highest between approximately 1925 and 1965. Since this trend 
only partially coincides with the trend in fertilizer application, regression 
methods should render a fairly good distinction between the effects of fertil-
izers and temperature. 

2.2.4. The hay-yield regression model 

Using the first 75 years of data in Table 2.1, an attempt has been made to design 
a model expressing the mean hay yield from improved grassland as a function of 
temperature and fertilizer application. By means of successive regression, the 
following equation was obtained 

Y = (0.29 + 0.0729 S + 0.0794 W)(1820 -t- 28.1 N - 0.051 N 2 ) 	(2.3) 

where V is the hay yield from improved grassland (kg/ha), S is the mean sum- 
mer temperature (May-September) at Stykkishólmiir ('C), W is the mean winter 
temperature (October-April) at Stykkishólmur (°C), and N is the total fertilizer 
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Figure 2.1. Graphical representation of the hay-yield regression model [equation (2.3)], 
and the hay-yield prediction model [equation (2.5). For full explanation, see text. 
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nitrogen (kg/ha of improved grassland). A graph of this equation is given in Fig- 
TLTC P.1. 

By decomposing this equation into the multiple of a temperature index and 
a fertilizer index, the relationships can be shown to have some agronomic sup-
port since it is well known that high fertilizer applications do not improve yields 
if temperatures are very low, and conversely, grass cannot fully exploit favorable 
temperature conditions if fertilizer applications are small. 

The expression 0.29 + 0.0729 S + 0.0794 W on the right hand side of equa-
tion (2.3) is the temperature index of the equation. The coefficient of the winter 
temperature is slightly higher than the coefficient of the summer temperature, 
confirming the importance of the winter conditions. E'urthermore, the year-to-
year variations in winter temperature are almost double the variations in the 
summer temperature. As will he discussed later in this section, this makes it 
possible to use the winter temperature as the only explanatory variable for 
estimating hay yield, with fair results. 

The derivation of this temperature index is somewhat different from that of 
a corresponding index used in an earlier paper (Bergth6rsson, 1985). That index 
was a curvilinear function of the annual (October—September) temperature (A) 
using a parabolic expression 

Temperature index - 0.169 -- 0.281 A 	0.02 A 2 	 (2.4) 

This method gave slightly, but not significantly, higher correlation 
coefficients between observed and estimated hay yields for the observed range of 
temperatures in Iceland (Table P.P). however, the linear temperature index of 
equation (2.3) appears to be more realistic than the curvilinear one for the pur-
poses of estimating the hay yield in periods with temperatures not experienced 
hitherto, such as those predicted for an era of doubled carbon dioxide concentra-
tions in the atmosphere. It is unclear how the slope of the curve would change 
outside the observed temperature range, but in the following validation of the 
model (Subsection 2.2.6), evidence from Northern Ireland lends some support to 
the use of a temperature index of the linear type. 

Table 2.2. Correlation between recorded hay yields and estimates based on two alter-
native temperature indices. 

Correlation coefficients 	 Root-mean-square error 

Linear Cursilinear Linear Curvilinear 
Period temp. index temp. index temp. index temp. index 

1901-1940 0.89 0.90 250 240 
1941-1975 0.93 0.95 220 200 
1901-1975 0.97 0.97 240 220 
1976-1983 0,94 0.95 260 240 
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Figure 2.2. Long-term fertilizer experiments at four experirriental stations in Iceland 
mainly in the 1950s. Solid line: Hay yield (t/ha dry matter), as a [unction of nitrogen 
fertilizer (kg/ha/yr). Phosphorus: 23% of N. Potassium: 55% of N. Dashed line: 
Computed yield, assuming the 1931-1960 temperature index of equation (2.3) to be 
raised from 1,0 at Stykkishólmur to that of Aldergrove in Northern Ireland (= 1.74). 
Dots: Yield of Lolirum perenne in Northern Ireland. (Source: Keatinge ci al., 1979.) 

The function 1820 + 28.1 N 	0.051 N2  in equation (2.3) is the fertilizer 
index; it expresses the expected hay yield in kg/ha assuming the temperature 
index to be unity, (as it turned out to be, incidentally, in the period 1931-4960). 
The shape of the fertilizer function is reasonable, low rates of application giving 
the strongest response, which is in good agreement with the results of fertilizer 
experiments in Iceland (Figure 2.). 

2.2.5. A graphical representation of the hay yield model 

Figure 2.1 gives an idea of the relationship between the hay yield and the param-
eters used in equation (2.3). For a given winter temperature (lower kft) and 
summer temperature (sloping tines), the temperature index can he obtained. 
This in turn gives the yield (curved lines in upper graph), as a function of the 
applied nitrogen fertilizer (vertical scale). Approximate corresponding values of 
phosphorus and potassium applications can then he read on the right-hand scale 
!based on equations (2.1) and ( 2 . 2 )1. These values of P and K should not 
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necessarily be considered as the most economical rates in relation to the nitrogen 
application, however. 

It is evident from this graph that a given increase in the amount of fertil-
izer is much more efficient in warm conditions. This possibly explains why, in 
the cold climate of Iceland, it is not economical to apply as much fertilizer as 
farnici-s do in milder climates. While this may be true for mean fertilizer appli-
cations, however, it may be worthwhile attempting to match the annual rates to 
the annual needs, an idea that will be developed later in this section. 

2.2.6. Validation tests 

To validate the model, it is possible to compute the correlation coeflicients 
between the computed and the real yield. This computation may be performed 
for all the 75 years, but a further test is to consider, separately, the first and the 
second half of the period. Furthermore, the 8 years following the 75-year study 
period offer an important, independent Lest of this relationship. Finally, infor-
mation on hay yield in Northern Treland is used to test the equation under condi-
tions markedly different from the presentS Icelandic climate. The correlations 
and the root-mean-square errors thus obtained are given in Table P.O. For com-
parison, the results based on the curvilinear temperature index 1equation (2.4)1 
are also shown. All these correlation coefficients are highly significant. 

Fiqure 2. shows the relation between real and estimated annual hay yield 
in the period 1901-1983, together with the regression line based on equation 
(2.3). The highest observed temperature index in Stykkishólmur, using equation 
(2.3), is about 1.2. If the annual temperature rises by 4 'C, as might happen with 
a doubling of atmospheric carbon dioxide (see Section 1), the temperature index 
will be about 1.5. For comparison, the corresponding average temperature index 
at Aldergrove, near Belfast in Northern Ireland, was 1.74 during the period 
1931 1960, while it was 1.0 at Stykkishólmur If equation (2.3) is valid for the 
relatively mild climate in Northern Ireland (precipitation, as in Iceland, is usil-
ally sufficient for grass growth), one should expect the hay yield in similar exper-
iments to be about 74% higher in Northern Ireland than it is in Iceland. In fact, 
hay production of 15-16t dry matter/ha/yr can be achieved without difficulty 
from swards of perennial ryegrass (Loliurn perenne) using rates of fertilizer nitro-
gen of about 325kg/ha (Keatinge et aL, 1979). It is interesting to compare this 
with a long-term experiment at several experimental stations in Iceland in the 
relatively mild period before 1965. The mean yield for all these stations is shown 
as a function of fertilizer nitrogen in Figure 2.2 (solid line). As is usual in con-
trolled experiments, these yields are much higher than actual farm yields, shown 
in Table 2.1 (Bergthórsson, 1976). The dashed line assumes the temperature 
index (and hence the yield, following the arguments above) to he 74% higher. 
This indicates about 15t/ha with a nitrogen fertilization of 300kg/ha, which is 
similar to the reported hay yield in Northern Ireland. It should be noted that 
the curvilinear temperature index eqiiation (2.4)1 for Aldergrove in the period 
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Figure 2.3. 1ecorded annual hay yield in Iceland (I/ha dry mailer) in 1901 --193 pkt-
ted against estimated hay yield from equation (23). Regression line based on data from 
1901 to 1975, 

1931-1960 is only 1.08, which would give a completely misleading indication of 
the growing conditions in Ireland. That index should therefore not be used for 
extrapolation beyond the temperature interval observed in Iceland. 

2.2.7. Estimated yields under different scenarios 

Equation (2.3) can now he used to estimate average hay yield in Iceland under 
the climatic scenarios described in Section .1. Scenario I represents the tempera-
ture conditions during 1951-1980. Scenario II is based on the record cold decade 
of 1859--4868, while Scenario Ill corresponds to the averaged conditions (luring 
the 10 coldest years that occurred after 1930. Scenario IV represents the aver -
aged climate during the 10 warmest years after 1930, while Scenario V is based 
on estimates from the GISS model, assuming a doubling of atmospheric carbon 
dioxide concentrations from the present value. Table 23 summarizes winter and 
summer temperatures under these scenarios, and the estimated hay yield is 
shown, assuming a constant application of nitrogen fertilizer (160kg/ha), 1)0th in 
absolute values and in percentages of the reference Scenario (I). 
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TbIe 2.3. Estimated hay yield for constant fertilizer application and temperatures 
under Scenarios I-V. 

Scenarios 
I 	 II 	Ill 	IV 	V 

Baseline 	Cold 	Cold 	Warm 	2 x CO2  
Average of Average of 
10 coldest 10 tvarmest 

St. ykkishdhnnr 	 years years 
GT.98 

1951 to 	18.59 to 	1931 to 1931 to 	model- 
- 	 1980 	1868-type 	1984 1984 	derived 

Temperature 
(October-April) 0.6 II —0.5 1.9 1,8 

Temperature 
(May-September) 8.0 7.4 7.6 8.9 11.7 

Nitrogen apphcation 
(kg/ha) 160 160 160 160 160 

Yield 
(kg/ha, 85% dry matter) 4620 3723 4035 5467 7646 

Yield 
(%ofScenariol) 	- 	 - 100 81 87 118 166 

2.2.8. Predicting the hay yield in spring 

The preceding discussion has indicated that winter temperatures play an irnpor-
tant role in determining the hay yield of the following slimmer. This is impor-
tant because it implies that farmers can make predictions of their hay yield as 
early as the end of April and can adjust their activities accordingly. The effect of 
a harsh winter can thus be mitigated by applying more Fertilizers than usual or, 
when the outlook is for good yields and the hay stocks are large, farmers can 
save on fertilizer expenditures. 

For this purpose a new regression equation can he computed, expressing 
the yield as a function of winter temperature only, together with fertilizer appli-
cations. For the first 75 years of data in Tabh ILl this regression equation is 

Y = (0.876 ± 0.0892 W)(1820 + 28.1 N - 0.051 N 2 ) 	 ( 2.5) 

where the symbols are as defined for equation (2.3). in the computation of this 
equation, by successive regression, the fertilizer index came out so similar to that 
of equation (2.3) that it was considered unnecessary to alter it. Figure 2.1 may 
therefore be used again to compute the predicted hay yield according to equation 
(2.5). For this application, winter temperatures are read off the top horizontal 
scale of the upper diagram, and fertilizer rates, as before, are taken from the 
vertical axes. 
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22.9. Validation of the prediction model 

The correlation coefficients and the root-mean-square errors of recorded versus 
predicted hay yield have been computed for different periods and are shown in 
Table 2.4. Even if the correlation is not as good as for the formula consdering 
both the summer and the winter temperatures (ef. Table 2.2), it is apparent that 
more than 80% of the variance in annual yield can be explained by this formula. 
For the period 1976-1983 which was not inclnded in the 75 years for which the 
relationship was established, the correlation coefficient is 0.91. In spite of the 
small sample, this is significant at the 1% level. 

Table 2.4. Correlation between recorded and predicted hay yield at the 
end of April. 

Period 	CorreI.aUon coefficient 	RMS error (kg/ha) 

1901-1940 	 0.84 	 310 
1941-1975 	 0,92 	 250 
1901-1975 	 0.96 	 280 
1976-1983 	 0.91 	 170 

0 
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4- 
0 
U 

Predicted hay yiId C t 

Figure 2.4. Validation of the annual hay-yield prediction model. Recorded yield ((/ha) 
in 1901-1983 is plotted against yield predicted by equation (2.5). Regression line based 
on data from 1901 to 1975. 
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Predicted and recorded hay yields during the whole period, 1901-1983, are 
indicated in Figure 2.4, with the straight line representing the least squares 
regression equation for the period 1901 -1975. 

2.2.10. Mitigating the effects of climate on hay yield 

By using the horizontal scale of winter temperature and the nitrogen fertilizer 
scale, Figure 21 can be used to determine the level of applied fertilizer 
corresponding to a certain desired yield in the coming summer. 

Suppose a farmer wishes to obtain a hay yield of about 4000kg/ha every 
year. When the winter temperature has been —1.1 'C, as under the coldest 
Scenario (11), the necessary application of nitrogen fertilizer would be 170 kg/ha, 
with corresponding levels of P and K of 45kg/ha and 100kg/ha, respectively. 
When the winter temperature has been 1.9'C, as under Scenario IV, the 
appropriate values of N, P and K are found to be about 85, 25 and 70kg/ha, 
respectively. 

Alternatively, it is possible to compute the fertilizer applications required 
to obtain a certain hay yield for the given winter temperatures from equation 
(2.5) and the empirical relations between N, P and K 1equations (2.1) and (2.2)]. 
The results are shown in Table 2.5. 

It has been shown by a farmer in southeast Iceland (Geirsson, 1984) that a 
variable application of fertilizers can be used effectively to increase the yield 
when remaining supplies of hay in the spring are limited and the grass is in a 
poor condition. lie applies 125- 140kg/ha of nitrogen in the coldest years, (for 
example, 1979), while 80-105kg/ha are sufficient in mild years (such as 1980 and 
1984). This is in fairly good agreement with the applications estimated from the 

Table 2.5. Fertilizer requirements to maintain a constant annual hay yield 
(4000 kg/ha) under Scenarios I- V. 

Scenanos 

I I! 111 IV V 
1ase1ine Cold Cold Warm 2 x CO2  

Average of Average of 
10 coldest 10 warmest 

Stykkishólmur yrars years 
GISS 

1951 to 1859 to 1931 to 195110 model- 
1980 1868-type 1984 1984 derived 

Nitrogen 
(kg/ha) 110 171 144 84 49 

Phosphorus 
(kg/ha) 31 46 40 25 17 

Potassium 
(kg/ha) 79 100 91 71 59 
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diagram in Figure 2.1, discussed above, considering the winter temperature of 
these re-cent years (ci. Table 2.1). 

In conclusion, it seems that Icelandic farmers could mitigate the effects of 
climatic variations simply by varying the annual application of fertilizers on the 
hay fields, thus avoiding the need to reduce their livestock numbers during 
extremely cold periods lasting for several years. 

2.3. The Effects on Animal Rearing 

Variations in climate affect not only the hay yield but also the feeding of hay to 
livestock during the winter. Some farmers permit their horses and sheep to 
graze whenever the weather and snow cover permit, even in the middle of the 
winter, a practice that was particularly common in former times. Cattle are 
given hay all winter, and in most cases sheep, too, so that in these cases varia-
tion in feeding is a function simply of the start and end of the feeding period. In 
this situation, therefore, the vulnerability to climate is much less, although the 
fodder requirements are greater than for grazing animals. 

Phenological observations from. 15 20 weather stations during the period 
1941-1949 give valuable information on the relative needs of different animals at 
that time as a function of winter temperature (Bergthorsson, 1966). In Figure 
2.5 the feeding of lambs, ewes and horses is given as a function of the mean tem-
perature averaged over the corresponding phenological stations during the 
months October-May. Assuming that the mean temperatures are representative 
of the whole country and can he substituted by temperatures at Stykkishólrnur, 
these relationships can be expressed by the following regression equations for the 
whole of Iceland 

Jf, = 	q t om 	 (2.6) 

	

60 •- 7.0 1QM 	 (2.7) 

	

1111 -= 48 --5.3 tom 	 (2.8) 

where H is the percentage of full hay feeding of lambs in the period 
October May, H and 111, are the corresponding percentages for ewes and 
horses and tom is  the niea.n October- May temperature. Equations (26) and 
(2.7) can he combined into a single equation for sheep, assuming the ratio of 
number of lambs to ewes to be 1:6. 

	

its = 61 - 6.7 toM 	 (2.9) 

The hay feeding of cattle is not so closely related to midwinter temperatures as 
for sheep, and variations from year to year are relatively lower. Based on the 
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Figure 25. Hay feeding of lambs, ewes and horses in the winters 1941-1942, 1942-1943, 
1945-1946, 1947-1948 and 1948-1949, as a function of the mean temperature in 
October-May averaged over all the corresponding 15-20 phenological stations. (Source: 
Bergthórsson, 1985.) 

phenological data and the temperature at Stykkish6ltniir, the regression equation 
is 

H0  = 123-- 1.8 t -2.5 tDM 	 (2.10) 

where t refers to the temperature in September and tDM to the temperature in 
December-May. Temperatures during the months October and November do not 
appear in this equation because cattle, in contrast to sheep and horses, are kept 
inside at this time. 

As explained above, these regression equations are based on data from the 
1940s. While winter feeding of cattle is probably very much the same now as it 
was then, the management of sheep and horses has changed considerably. One 
study of the winter feeding of sheep at Hestur, an experimental station near 
Hvanneyri in western Eceland, indicates that during the twenty years 1963-1982, 
winter feeding was almost 506 greater than it was in the 1940s in Iceland as a 
whole and much less variable in relation to the climate (Gudmundsson, persona! 
communication) - 

However, in the absence of phenological data from recent years, the above 
regression equations (2.8) to (2.10) have been used to compile Table 2.6. The 
table gives the hay requirement for livestock as a percentage of that of the refer-
ence period, 1951-1980, but assumes that management is similar to that of the 
period 1941-1949. 
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Table 2.6. Flay requirements for cattle, sheep and horses under Scenarios I--V (percen-
tage of Scenario 0. 

Scenarios 
I II II)' IV V 

Baseline Cold Cold Warm 1' x CO2  

Average of Average of 
10 coldest 10 warmest 

Stykkishólmur years years 
CISS 

1951 to 185910 1931 to 1931 to model- 
1980 1868-type 1984 1984 derived 

Cattle 	Too 	 105 	103 	 95 	84 
Sheep 	100 	 122 	114 	 84 	 17 
Horses 	100 	 122 	114 	 83 	47 

According to these computations, the hay requirements of sheep under the 
2 x CO 2  scenario would be only about one-half of that recorded in the 1940s. 
This is, of course, an uncertain estimate, but it is by no means unreasonable. In 
Scotland, where the present climate resembles the 2 x CO 2  scenario (see Section 
1.10), sheep are not housed at all during the winter in some places in the high-
lands and receive only a very limited amount of hay. 

Under the coldest scenario (I!), the fodder requirement is high while hay 
yield is low (see Table 2.3). Conversely, under the warm-years scenario (IV), the 
required fodder is low while the hay yield is high. Thus there are two types of 
climate impact. that have to be considered in combination in order to assess the 
total effect of climate variations on animal husbandry. 

2.4. The Effects on the Carrying Capacity 
of Improved Grassland 

In this section, the two aspects of climat;e impacts on livestock, discussed above, 
are combined into a simple model describing the carrying capacity of cultivated 
grassland. 

2.4.1. A simple model of carrying capacity 

The numbers of livestock that can he kept on a farm are directly proportional to 
available hay yield but inversely proportional to the winter feed required. Sup-
pose, for example, that the feed requirement for cattle in relation to the baseline 
climate is 105% for Scenario 11, and the hay yield is 81%. The carrying capacity 
is therefore (81/105)1.00 = 77%. Table 2.7, which indicates the carrying capacity 
of improved grassland, can thus he based entirely on Table 2.1 and Table 2.6, 
assuming that no haymaking occurs outside these areas of improved grassland 
and that there is no shortage of grassland for summer grazing (the carrying 
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Table 2.7. Carrying capacity of improved grassland for hayrnaking. 

Scenarios 

I If III IV V 
Baseline Cold Cold Warm 2 x CO2  

Average of Average of 
10 coldest 10 warmest 

Stykkishôhnur years years 
ciss 

1951 to 1859 to 1931 to 1931 to model- 
1980 1868-type 1984 1984 derived 

Cattle 	10(1 	 77 	84 	 124 	198 
Sheep 	100 	 66 	76 	 140 	353 
Horses 	100 	 66 	76 	 142 	353 

capacity of rangelands, i.e., non-improved grassland, is considered in Subsection 
2.5.) Thus described, carrying capacity is a hyperbolic function of hay yield and 
winter feeding requirements, increasing rapidly with higher temperatures in a 
mild climate, as shown by the difference between Scenarios IV and V. 

2.4.2. Validation of the model 

The relationship between carrying capacity and climate is likely to change over 
time with changes in management practice, in particular with improvements in 
feeding. In order to validate the model, two distinct periods are therefore con-
sidered, one in the latter half of the 19th century, and the other in the past two 
decades. 

An initial problem concerns the most appropriate method of expressing the 
total numbers of livestock. The fodder requirement for a dairy cow vas 15-20 
times that of one sheep in the last century, but this ratio has changed over time. 
In an attempt to estimate the feeding ratios during the two periods, certain 
weights have been assigned to represent the winter fodder requirements of 
different animals, partly based on accounts from more than 100 farms for the 
years 1975--1982. 

These weights are expressed as the ratios of dairy cattle:other 
cattle: sheep : horses in livestock units (one livestock unit is defined as the feeding 
requirement of one dairy cow) for the period 1846-1900 (1:0.4:0.05:0.125) and 
the period 1962-1983 (1:0.4:0.08:0.2) (Olafsson, 1975- 1982). 

Livestock numbers and temperature 1846-1900 

The relation between temperature and total livestock numbers in the period 
1846-1900 is shown in Figure 2.6. It is recognized that the livestock numbers in 
a particular year depend considerably on the temperature of the preceding years. 
Therefore, the temperature is shown as the weighted mean of the recent years, 
with suitable weights being 1.0 for the immediately preceding year and (5/7), 
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Figure 2.6. Livestock in Iceland (thousands of livestock units) as a function of weighted 
temperature of the preceding years for the period 1846-1900. (Adapted from 
Bergthórsson, 1985.) 

( 5 /7)2 ,  (5/7)3, etc. for the progressively earlier years. This is admittedly a rough 
method, but it is certainty more reasonable than a direct comparison of the live-
stock and the temperature in the same year (Bergthorsson, 1982, 1985). 

From the regression line in Figure 2.6, it may be concluded that the rela-
tive livestock numbers under the management practices of the 19th ccnttiry, for 
the five scenarios discussed above, should be as shown in Table 2.8. 

For the Scenarios l-IV this result is in good agreement with our estimates 
of the carrying capacity of the hay fields (Table 2.7). The linearly extrapolated 
livestock numbers for Scenario V should not, however, be expected to correspond 
with carrying capacity because the latter is a hyperbolic function of hay yield 
and winter fodder requirements. 

Livestock numbers and hay yield 1962-1983 

It is probably not surprising that livestock numbers in the 19th century were 
sensitive to climatic variations, as shown in the discussion above. It is, however, 
a common belief that this no longer applies because new techniques should 
enable farmers to counteract the impacts of adverse climate without reducing 
livestock numbers. It is certainly true that farmers have some new-found flexi-
bility. Imported concentrates are used more extensively when hay is limited; 
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Table 2.8. 1ivesLock numbers 18461900 under Scenarios I-V (percentage of Scenario 
I). 

Scenaro8 
I 	 I! 	 III IV 	 V 

Baseline 	Cold 	Cold 	Warm 	2 x CO2  
Average of Average of 
10 coldest 10 warmest 

Slykkislzôimur 	 years years 
GISS 

1951 to 	 1859 to 	1931 to 1931 to 	model- 
1980 	1858-type 	.1984 1984 	derived 

Livestock  

	

numbers 	100 	 67 	80 	128 	199 
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Figure 2. 7. Two-year running mean of hay yield (kg/ha) of improved hay 6elds in 
kg/ha (solid line), and annual livestock density in livestock units/ha (dashed line). 

even winter grazing can be intensified to conserve hay. Reserve supplies of hay, 
preferably 25-35% of the normal winter fodder, are also an important buffer to 
save animals in bad years (Jónsson, personal communication; cf. Subsection 
5.4.1). Nevertheless, Figure 2.7 shows that available hay is still crucial in keep-
ing livestock numbers constant from year to year. In order to estimate the 
appropriate number of livestock to be fed in the coming winter, the hay yield can 
be expressed as the mean of the yield in the present year and the preceding year. 
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Around 1972 there was a sudden rise in hay yields after many years of 
decline. It seems that farmers used this opportunity to improve the feeding of 
livestock, particularly sheep. From then on, up to the present, the new manage-
ment practices seem to have remained largely unchanged. This indicates that 
available hay determines to a high degree the possible numbers of livestock for a 
given level of management. Since, however, hay yields are strongly dependent on 
temperature, aniTnal production in Iceland continues to remain sensitive to varia-
tions of climate. 

2.5. The Effects on the Carryhig Capacity 
of Itangelarids 

The possibilities of animal husbandry are limited not only by available hay but 
also by available grazing, which is itself sensitive to climatic variations, in this 
section we consider the relationship between op!.ma1 grazing pressure and cli-
mate, assuming the carcass weight of livestock (in this application, lambs) to he 
kept constant under different climatic conditions. To detect and estimate these 
effects, we shall refer to carcass weight of lambs at the age of 4--5 months, which 
we shall demonstrate to be a function of climate and grazing pressure on the 
rangelaiids in Iceland. The results presented here are used as a basis for further 
discussions of impacts on rarigclands in Section 4. Preliminary research for the 
study has been reported elsewhere (Hergthórsson, 1985). 

The data available (for the period 1941 -1984) consist of annual records of 
the average carcass weight of lambs that are slaughtered in the autumn and the 
number of sheep as a measure of the grazing pressure. As a climatic parameter 
the temperature index (7 1) of equation (2.3) has been used 

0.29 4 0.0729 S 1 0.0794 W 

While this index is a useful indicator of the grass growth, there has also occurred 
an overall increase in carcass weight due mainly to the improved feeding of ewes. 
This increase of the carcass weight over the study period is assumed to have 
been a linear function of time in the last term of the following regression equa-
tie-n 

V = 10.79 - 0.0025 F + 2.3 Ti  1 0.049 A n 	 (2.11) 

where V is the country average of the carcass weight, F the sheep numbers (in 
thousands) in the preceding winter, T1• is the temperature index and A n  is the 
year after 1900 (A 0  75 denotes 1975). The correlation between the computed 
and the recorded carcass weight is 0.73, and the root-mean-square error is 
0.34 kg (significant at the 0.1% level). 
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Table 2.9. Sheep numbers necessary to maintain a constant carcass weight of sheep 
under different climatic scenarios. 

Scenarios 

1 11 111 iv v 
Baseline Cold Cold Warm 2 x CO2  

Average of Average of 
10 colde,t 10 warmest 

Stykkishdlmur years years 
- GISS 

1951 to 1859 to 1931 to 1931 to model- 
1980 1868-type 1984 1084 derived 

Computed sheep 
numbers 847 683 740 1002 1402 
(thomis ands) 

Numbers as a 
percentage 100 81 87 1.18 166 
of Scenario I 

The next step is to rearrange equation (2.11) to find the relationship 
between the temperature index and the number of winter-fed sheep that keeps 
the carcass weight at a constant level. To do this, it must first be assumed that 
sheep numbers are representative of the total grazing pressure exerted on the 
rangelands by all livestock, horses and cattle included. Then, for a given carcass 
weight (we have chosen 14.71kg for computational convenience, which is not 
unreasonable under tolerable climatic conditions) under 1980 management, and 
substituting into equation (2.11), only the terms F and T are left, and the fol-
lowing relationship is derived 

F 	920 T1 	 (2.12) 

This gives the sheep numbers necessary to keep the carcass weight constant 
under different climatic conditions, described by the temperature index Ti. 
Table. 2.9 shows the corresponding sheep numbers under the five scenarios. 
Another row gives the sheep numbers relative to Scenario I. These relative 
numbers are identical to the percentages of hay yield shown in Table 2.3. It 
should be stressed that this result has to he taken with many reservations as to 
the level of management of animals and of land. Nevertheless, it suggests that 
Icelandic farmers should be aware of the potential effect of climatic variations on 
grazing conditions in order to avoid long-lasting damage to the rangelands. 

In the results presented above, no account has been taken of the consider-
able changes in the extent of potential grazing land that would occur as a result 
of longer-term climatic variations, a matter considered in Sections 1 and 3. 
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2.6. The Effects on Potential Barley Cultivation 

Cereal cultivation of even the most hardy crops such as barley s close to its 
growing limits in Iceland (see Section 1, Figure 1.8). Thus, relatively small 
changes in temperature can significantly alter the extent and viability of poten-
tial cultivation. To test this for barley, agronomic and weather observations 
from the experimental station at Sámsstadir in south Iceland (6344'N, 
20'07' W), were utilized from the period 1927 1040 (Kristjánsson, 196; 
Hergthórsson, 1965). It was found that the sum of the effective daily tempera-
tures above a threshold temperature of 3C during the growing period is a good 
measure of the thermal requirements for the ripening of a fast growing six-row 
variety of barley (Dönnes). For average May-September precipitation of 
375mm, an effective temperature sum (FTS) of 850 growing degree-days (GI)D) 
was required from sowing to ripening. In drier years the thermal requirements 
were less: for every rnillimeLer of May-September precipitation below the mean, 
the ETS requirements are decreased by approximately 0.3 CJ)D. In Norway, 
experience has shown that ETS requirements are also lower at higher latitudes 
(about 30 CDI) per 1 latitude), presumably due to longer photoperiods (K. Vik, 
personal communication). Pending further investigation, it seems reasonable to 
use this relationship in Iceland also. 

Crowing conditions for barley were assessed for each of 48 weather stations 
under the different scenarios using the above information and data on sowing 
and harvest dates, May-September precipitation, FTS above a base temperature 
of 3C, and station latitude. These were obtained in the following manner. 

The earliest suitable sowing date for barley is closely related to spring tem-
peratures. At Sámsstadir sowing can commence on average from April 21, but 
elsewhere in Eceland the spring tends to be colder, and sowing is somewhat later. 
The mean temperature on April 21 at Sámnsstadir (interpolated from 1931 1960 
monthly mean temperatures) was 4.8'C, and the mean temperature of the 30 
preceding days was 3 C. This latter criterion appears realistic as a requirement 
for sowing, even in single years, for the snow will then have disappeared and the 
soil will have melted to such a depth that sowing is possible. 

harvesting at S.msstadir is often difficult after 20 September, which is 
close to the mean date of the first autumn air frost. however, as an indicator of 
harvest dates in individual years, the timing of the first autumn frost is not suit-
able because of its high variability. Instead, a procedure was adopted that util-
izes the 30-day mean temperature and the 30-day mean minimum tern-
perature (t) centered at the day of harvest,. Information from several stations 
was used to derive the following function 

= 2 tmin - mran - 
	

(2.13) 

The first autumn frost occurs, on average, when Df  falls below zero. The 
difference between 1.ean and tmm  assessed for the period 1971-- 1980 was assumed 
to be unaffected by climatic variations. 
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Table 2.10. Percentage of lowland stations with ripened barley under Scenarios 1--V. 

Scenarios 

I II II! IV V 
Baseline Gold Cold Warm 2 x CO2  

Average of Average of 
JO coldest 10 warmest 

Stykkihölmur years years 
GISS 

1951 to 185910 1931 to 1981 to model- 
1080 1868-type 1984 1984 derived 

Ripening in 60% 
of all years 4 0 0 60 100 

Ripening in 90% 
of all years 0 0 0 8 100 

Monthly temperature differences between the baseline period (1951 1980) 
and the scenario climates were evaluated, for individual stations, by adjusting 
the differences at Stykkishdlmur (see Table 1.5, Section i). It was assumed that 
both short- and long-term variations in mean monthly temperatures at single 
stations are proportional to the standard deviation of mean annual ternperatures 
Thus the variations in mean monthly temperature represented in the scenarios at 
Stykkishdliriur were adjusted by the ratio between the standard deviation of 
mean annual temperature at the single station and that at Stykkishólmur 
(1951-1980). 

Long-term variations in precipitation at single stations are relatively 
insignificant in kelarid, and are certainly much less than the difference in precip-
itation between stations. In terms of the thermal requirements of barley, a 20% 
deviation in May-September precipitation is equivalent to only 15-20 CDD, 
which corresponds to a change of little more than 0_1 ° C in growing season tem-
perature. Therefore, May-September precipitation in the period 1971-1980 was 
used, along with the station latitude, to complete the computation of ETS. 

The aim of this study was to assess the probabilities of barley ripening at a 
given station under the climatic scenarios. This depends considerably on the 
year-to-year variations in ETS during a given scenario period. These can be 
represented by using the standard deviation of the annual FTS, assuming the 
distribution to be approximately normal. A study of several stations during 
recent decades reveals that this standard deviation is between 100 and 150 CJ)D 
in Iceland. A value of 125 GDD has been adopted here to express the variation 
around the mean ETS and to permit the computation of probabilities of annual 
ETS exceeding the critical value for the ripening of barley (Table 210). 

It is evident from this study that potential cultivation of barley is 
extremely sensitive to recorded climatic variations in Iceland. Under the refer-
ence scenario (1951-1980) very few localities provide tolerable conditions for cul-
tivation, even with the quick-growing variety considered here. In the warm years 
scenario (IV), barley could be grown commercially in some areas, while under 
Scenario V the barley would ripen at all lowland stations almost every year. 
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2.7. The Effects on Potential for Tree Growth 

Climatic conditions in Iceland are marginal for tree growth with low native birch 
covering only about 1% of the land area. In spite of these marginal conditions 
there has been a considerable interest in the growth of trees in Iceland, h0th 
because of their potential value as timber and as shelter for crops and livestock. 
We therefore report here some of the different potentials for birch and 
Norwegian spruce growth corresponding to different climatic scenarios. 

These estimates are based on relationships developed by Mork (1968) from 
experiments in llirkjØlen, a mountain area more than 800m above sea level, 
north of Oslo. Mork concluded that the daily elongation of top shoots of 
Norwegian spruce could be expressed as a function of temperature in terms of 
growth units, where one growth unit ((;U) is defined as the daily growth when 
the mean temperature of the six warmest hours of the day is 8 C. 

Observations at the timberline of Norwegian spruce and birch during the 
period 1932-1962 indicate a growth requirement of 255 CU and 222 CU for the 
respective tree species during the growing period. 

Unfortunately, the original relationships cannot easily he applied to the 
Icelandic conditions (for example, the published climatic data do not include 
temperature for the six warmest hours of the day), so a simplified method of 
determining the annual growth units for trees has therefore been developed for 
Iceland, based on daily maximum and daily mean temperatures (which are avail-
able for most Icelandic stations). 

Comparison with the well-documented data from HirkjØlen shows that the 
following temperature index very closely represents the growth units per day 

CU = (T - 1.6)7(7.4 - 0.215 T) 	 (2.14) 

where T is the average of the daily maximum and daily mean temperatures. 
This relationship is depicted graphically in Figtire 2.8. 

The monthly slim of growth units is computed by substituting the monthly 
mean temperature into equation (2.14) and multiplying the resulting CU value 
by the number of days in the month. By cumulating these monthly values over 
the whole year, annual growth units can be obtained for each year of the 
scenario period. The annual growth units obtained with this method are, on 
average, somewhat higher than the corresponding growth units computed with 
Mork's method, which considers only growing season conditions. However, corn-
parisons at a number of stations in Iceland indicate that this difference is a rela-
tively constant value of about 45 growth units per year. When this correction is 
applied, the simplified method described above provides similar results to those 
obtained by Mork. 

Temperature data from 48 Icelandic stations were used to compute the 
annual growth units for all the five climatic scenarios (see Subsection 1.10). In 
addition, computations for the period 11931-1960 were included, for reasons 
explained below. For individual stations, the monthly temperature differences 
between the baseline period (1951-1980) and the scenario climates were 
evaluated by adjusting the differences at Stykkishólmur (.9ee Table 1.5, Section 
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Figure 3.8. Murk's growth units per day (CU) as a [unction of T, the average of the 
mean temperature and maximum temperature of the day, according to equation (2.14). 

Table 2.11. Percentage of stations permitting cultivation of birch and Norwegian 
spruce in Iceland under Scenarios I-V and in the period 1931 1960. 

Scenartos 

j ii 111 IV V Addiiiono. 
Baseline Cold Cold Warm 2 x CO2  Recent 

Average of Average of 
JO coldest JO warmest 

Stykkishôlmur years years 
- GISS 

1951 to 1859 to 1931 to 1931 to model- Stykkishólmat 
1980 1868-type 1984 1984 derived 1931 to 1960 

Birch 	29 4 10 85 100 60 
Norwegian 
spruce 	8 0 0 	- 71 100 27 
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1), according to the ratio between standard deviations of mean annual tempera-
tures at the single station and at Stykkishólmur (the same procedure as 
described in the preceding subsection on barley). It was also assumed that the 
deviation of the monthly mean maximum temperatures Irequired in equation 
(2.14) from the mean monthly temperatures was the same for the scenario 
periods as in the decade 1971-1980. 

The mean annual growth units were compared with the requirements for 
birch and Norwegian spruce at all 48 stations to evaluate the proportion of sta-
tions at which these species could be cultivated under each scenario (Table 2.11). 
It should be noted, however, that the actual timberline of these tree species prob-
ably varies very slowly in relation to climatic variations, partly due to the impact 
of a forest on its own microclimate. 

The warm period 1931 1960 has been selected as an additional scenario for 
Iceland because the growth unit requirements at the treeline in IlirkjØlen, 
reported by Mork, were derived for this approximate period. Warm conditions 
in this period extended the poteritial for tree growth considerably beyond the 
actual tree line. If such conditions were typical of Iceland's climate for a century 
or more, then we might expect birch forest to survive at about 60% of the low -
land stations, and Norwegian spruce at 27% of lowland stations (Table 2.71). 
This may support the opinion of many historians that birch woods were rela-
tively extensive during the warm epoch at the time of iceland's settlement 1100 
years ago (see Section 1). 

2.8. Conclusions 

We have examined the likely impacts of live contrasting climatic scenarios on 
hay yield, livestock fodder requirements and carrying capacity, and the potential 
cultivation of barley, birch and Norwegian spruce. To conclude, we will suni-
Inarize the calculated impacts and discuss possihle responses to climatic varia-
tions. 

2.8.1. Siirnniary of tesnits 

The estimated effects under Scenarios 1-V are listed in Table 2. 12. For grass 
growth and livestock farming, the effects of cooler-than-average conditions 
(Scenarios H and III) are to reduce potential productivity and, simultaneously, to 
increase fodder requirements. In addition, cool conditions such as those recorded 
in the 1860,9 would preclude viable barley cultivation and would be unsuitable for 
all but the hardiest species of birch in localized areas. In contrast, warmer-
than-average conditions (Scenario IV) enhance productivity, permit increased 
grazing of livestock (thus reducing fodder requirements) and offer the potential 
for the land to support greater numbers of livestock, for barley cultivation to 
become viable in many lowland areas and for birch and Norwegian spruce to 
become established in the lowlands. Under the 2 x CO2  scenario (V), the tern-
peratre increase well exceeds the observed variations over recent centuries past. 
However, it has been demonstrated that there are justifiable grounds for 
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Table 2.12. Sensitivity of agriculture to temperature in Iceland. 

Scenarios 
1 	 if 	III 	IV 	V 

Baseline 	Cold 	Cold 	Warm 	2 x CO 
Average of Average of 
10 coldest 10 warmest 

Stykksshóhnar years years 
GISS 

1951 to 1859 to 1931 to 1931 to model- 
1980 1868-1 ype 1984 1984 derived 
Temperalere changes 

Dec May temT)erature 
relative to Scenario I ('C) 0.7 -1 2 --0.4 42,0 I 4.9 

Oct-Apr temperature 06 1.7 II -1-1.3 +4.2 relative to Scenario I ('C) 
May--Sept temperature 
relative to Scenario I ('C) 8.0 - OM --0.4 1-0.9 4-3.7 

Annual temperature 37 13 08 11.1 +4.0 relative to Scenario I ('C) - 

Effects on agrscntture and tree growth 
Area of potential tree zone 
(% of Scenario j)a 100 73 73 200 582 

May yield from improved 100 81 87 118 166 grassland (%) 
Necessary hay feeding 
per animal (%): 

Cattle (management as 100 105 103 95 84 
1941 1949) 
Sheep (management as 100 122 114 84 47 
1941- 1949) 
horses (management as 100 122 114 83 17 
1941-1949) 

Carrying capacity of 
improved grassland (%); 

Cattle (management as 100 77 84 124 198 1941-1949) 
Sheep (management as 100 66 76 140 353 
1941 	1949) 
Horses (management as 100 66 76 142 353 
I 941-1949) 

Carrying capacity of 	b 100 SI 87 118 166 
rangelands for sheep (%) 
Percentage of lowland 
weather stations: 

with barley ripening 4 0 0 60 100 
60% of years 
with barley ripening 0 0 0 8 100 
90% of years 
permitting cultivation 29 4 10 85 100 
of birch 
permitting cultivation 8 0 0 71 100 
of Norwegian spruce 

5 From Section 1, 
hFor  constant carcass weight of 14.71 kg. 
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extrapolating some of the relationships developed for agricultural impacts under 
present climatic variability to the 2 x CO 2  conditions (using information from 
warmer regions to the south of Iceland). Under this climate, grass growth and 
hay yields would be dramatically higher than present, the carrying capacity of 
both improved and unimproved grassland would be greatly enhanced and fodder 
requirements significantly reduced. As long as soils are suitable, all of the low-
land area would become suitable for barley cultivation and for the establishment 
of birch and Norwegian spruce. 

With such a delicate balance between climate and agriculture, farmers and 
agricultural planners require an array of adjustment measures to respond to 
climatic variations. Some of these possible responses are introduced below, and 
a fuller range of adjustments will be discussed in Section 5, 

2.8.2. Responses to climatic variations 

The types of possible responses to cooler-than-average climatic conditions are 
somewhat different from those that would be appropriate in a warmer climate. 
Thus, we will consider these two groups of adjustments separately: 

Resporises in cool perwds 

Iceland it farmers have to be in constant readiness for prolonged cold intervals 
that have occurred repeatedly throughout the past. Experience from 19621983 
suggests that even today the farmers have not succeeded in adjusting their 
management to colder weather without reducing their livestock. At best, they 
have been able to meet the increased demand for winter fodder of the reduced 
herds. There are several measures that might be of use in improving this situa-
tion: 

Fertilizers can be used to counteract the variations in growing conditions. 
Preconditions, however, are that farmers apply only moderate amounts of 
fertilizer in average or good years, and that hay yield in normal years is 
sufficient to provide a reserve for use in severe years. An increase in levels 
of fertilizer application in severe years can then raise yields and thus meet 
the increased demand for hay that is a characteristic of such conditions. 
For example, tinder the cold scenario (II), this increased demand amounts 
to 5% for cattle and 10-20% for sheep and horses (Tabh. 2.12). The levels 
of fertilizer application appropriate to particular climatic conditions can be 
estimated on the basis described above (Table 2.5). 
Increased production of silage from grass might help to reduce losses from 
hay in wet summers. An increase in the use of concentrates can also help 
to meet the increased demand for fodder, but if the concentrates are pro-
duced from crops grown in Iceland, their production will of course be 
reduced approximately in proportion to the hay production in unfavorable 
years. Production and cost of other feeds produced in the country may also 
be unreliable for climatic or economic reasons, and the import of feeds is 
not always possible when it is most urgently needed. By far the best 
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solution, therefore, is that farmers should he as self-sufficient as possible in 
their fodder production. 
Another problem in severe years is the decrease in carrying capacity of 
rangelands, particularly for sheep and horses. This reduction is at least of 
the same order of magnitude as the reduction in hay yield in cold periods. 
In the past this has not been a great problem since the reduction in live-
stock due to available hay has usually been sufficient to spare the range-
lands. If, however, farmers are able to increase their hayrnaking in severe 
years, as suggested above, the summer grazing might become a greater 
problem than hitherto. A possible response is to improve more grassland 
for grazing in the lowlands. Fertilizers can then be applied on this grass-
land according to the climatic conditions, and the unimproved rangelands 
could be spared in cold years, to avoid damage from over-gra/ing. 
In cold periods barley cannot be grown to maturity in Iceland (Table 2.12). 
Thus farmers cannot rely on barley cultivation as a major activity, not 
even when the climate during individual years is favorable. The possibility 
remains, however, to convert barley to silage when crops cannot ripen mc-
cessfu I ly. 

it has been noted by some farmers that, potatoes usually fail in the same 
years as barley does (E. Olafsson, personal communication). In recent years, 
potato yields have fluctuated widely, the annual production in the country rang-
ing from 3600 tons (in 1983) to 19400 tons in 1984. This seerris to suggest that 
cultivation of potatoes is not advisable as a major occupation on any farm under 
the present climate, although it may be a profitable enterprise if kept at a small 
scale, and when restricted to the mildest, regions of the country. 

I?esponses in warm periods 

The response of Icelandic farmers to warm periods has almost always been to 
exploit favorable weather by increasing numbers of livestock. But if it is possible 
to avoid reducing stock in cold years, as discussed above, farmers can well afford 
to keep their livestock unchanged even in warmer periods. They can thus save 
on additional expenditures for larger barns, new machinery, etc., and spend less 
on concentrates and fertilizers. These savings could be redirected towards 
improvements elsewhere on the farm to prepare farmers for the less favorable 
periods which may occur at any time. 

If farmers can manage to respond to climatic variability as discussed above, 
it should be a relatively straightforward process to adjust farming gradually in 
response to more profound climatic change, such as the warming due to an 
increase in atmospheric carbon dioxide. At the outset it should be remembered 
that a uniform warming trend is unlikely, and that climatic variability will con-
tinue to exist, which may at times disguise any gradual change. Therefore the 
adjustment to a warm period, unknown in the past, should he implemented with 
caution. New crops should be introduced in such a way that a temporary cooling 
will not have too serious consequences, while further adjustments sho&d be pos-
sible given a continued amelioration of the climate. 



SECTION 3 

The Effects on Grass Yield, 
and Their Implications 
for Dairy Farming 

3.1. Introduction 

In this section, we test the temperature-hay yield model developed in Section 2, 
using the long-term measurements on permanent grasslands from experimental 
stations in Iceland. Data on national average hay yield, used in Section 2, are 
only an indirect measure of grass growth, however. Here, and following some 
preliminary investigations (Bjflrnsson, 1975, 1984), estimates of the effects of 
climatic variations are refined to consider the yield response to varying fertilizer 
applications and management practices under different temperature scenarios. 
Estimates of grass growth are made for five of the six scenarios described in Snb-
section 1.10: 

(I) Scenario I - the baseline period (1951-1980). 
Scenario II - the coolest recorded decade (1859-1868). 
Scenario IV- - the ensemble of the 10 warmest years (1931-1984) slightly 
modified to give a warm anomaly comparable with the cool anomaly in 
Scenario TI. 
Scenario V the GISS-derived 2 x CO 2  scenario. 
Scenario VI - the extreme year scenario, defined as a year in which mean 
annual temperature deviates by at least two standard deviations from the 
period average (see Subsection 3.4.1). 

Finally, the implications of these effects for the quality and utilization of herbage 
are examined with respect to Icelandic dairy production. 

445 
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3.2. The Experimental Material 

3.2.1. The long-term fertilizer experiments 

Long-term fertilizer experiments have been carried out at four experimental sta-
tions in Iceland, located in each quarter of the country. Basic climatic data for 
the nearest meteorological stations are given in Table 3 , 1, together with data 
from the meteorological station at Stykkishólmur. The location of all stations 
are shown in Figure 1.7. 

Table 3.1. Climatic characteristics (mean for 1951-1980) of experimental stations in 
iceland. 

Mean temperature ('C) 
Mean annual 

Station January Jnty 	Year prei pit ation (mm) 

Akiireyri -2.1 10.4 3.4 474 
l{eykhMar --1.4 9.8 3.5 552 
Sámsstadir -0.4 11.3 4.8 1261 
Ilallormsstadur 16 10.4 3.6 679 (near Skriduklaustur) 
Stykkishclmur -1.3 9.9 3.7 704 

A number of fertilizer experiments on permanent hayfields were initiated at 
the experimental stations in about 1950, and many of them have been continued 
up to the present. These experiments include rates of application of nitrogen (N), 
phosphorus and potassium, comparisons of N fertilizer types, liming experiments, 
etc. The experiments were laid out on silty loam and newly reclaimed peaty 
soils. The vegetation was either a mixture of indigenous grasses, including corn-
mon bent (Agrostis capillans), tufted hair-grass (Descharnpsia caespito5al), red 
fescue (Festtiea rubra) and smooth meadow grass (Poa pratenss), or a mixture of 
sown and indigenous species, where meadow fox-tail (Alopecurus pratensts) was 
the most commonly used sown grass. All experiments were managed similarly. 
They were fertilized in spring, cut for hay once or twice in the summer and pro-
tected from grazing animals. 

For the present study, experiments were selected in which fertilizer treat-
ments had been constant for a decade or more Account needed to be taken of 
variations in harvesting practices in the experiments, both between the experi-
mental stations and between years at individual stations, with respect to number 
of harvests and harvest dates. At Sámsstadir the experiments have, with lust 
two exceptions, been harvested twice a year The yields from these two 
anomalous years were omitted together with the yield in the following year, 
when residual effect of the deviant cutting treatment can be expected. The 
experimental station at Akureyri was moved to MOdruvellir, 18km further north, 
in 1974. This was followed by a reduction in the number of experiments. The 
old experiments, located at Akureyri, were only harvested once a year rather 
than twice, as previously had often been practiced. Other variability in harvest-
ing practices at the four stations is partly due to changes in management 
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Fgurc 3.1- Annual mean temperatures (September-August;) at Stykkish6lmur and an-
nual mean herbage yields in the long-term fertilizer experiments at Akureyri, Reykhólar, 
Sámsstadir and Skridukiaustur, 1950-1983. 
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Table 3.2. 	Number of experimental years in the analysis and the mean nitrogen fertili 
zation. 

A kureyri Reykhrilar Sa'msstailir Skriduklaustur 

(a) The main anal ysis 
All experimental years 212 214 208 110 
Experimental years 125 95 208 78 

with two cuts 

(b) Ndrogrn experimeniz 
All experimental years 57 62 58 56 
Experimental years 

27 30 59 40 
with two cuts 

(c) Nitrogen application 
(N kg/ha) 

All experiments 89 102 83 107 
Nitrogen plots in the 90 102 103 103 nitrogen experiments 

practices and partly due to variations in the annual conditions for grass growth. 
Fertilizer was generally applied in one dose in May or occasionally in early June. 
In addition, field notes contain information on occasional irregularities in the 
treatment of the experiments, especially in the fertilizer application. Some of 
these irregularities are considered to have a carry-over effect so that the yield the 
following year is also affected. In addition, the first year yields were omitted in 
two cases. For such reasons altogether 16 single year yields were eliminated. 
The yields have also been adjusted for incomplete determination of dry matter in 
the earlier years at two of the stations. 

The study period extends from 1950 to 1983. During this period there have 
been large fluctuations in yield in the experiments. At the same time mean 
annual temperatures have varied considerably (Figure 3.1). Table 3.2(a) gives 
the total number of harvest years for all the selected experiments at the four 
experimental stations. 

Within each experiment, yield measurements from one to three fertilizer 
treatments were used I Table 3. 2(b)I. Only those treatments were selected where 
plant nutrients other than nitrogen were considered nonlimiting for grass 
growth, though the occurrence of sulphur deficiency cannot be entirely excluded. 
The nitrogen applications were, in nearly all cases, in the range 67-120kgN/ha. 
These, however, are not optimum application rates since signifIcant yield 
responses, exceeding the cost of fertilization, are obtained for higher N rates. 
The mean nitrogen application, weighted in the same way as the yield data in 
the analysis (see Subsection 3.2.2), is shown in Table 3.1(c). In addition, in 
order to study the effect of climate on nitrogen yield response, those nitrogen 
experiments were used which included a treatment with no nitrogen application. 
The results from each experiment were used rather than first obtaining yield 
estimates for each station and year as in the main analysis. 
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3.2.2. Annual yield level 

The method of least squares with years and experiments as factors was used to 
combine results from experiments of different duration at each station into single 
yield estimates for each year. The estimation is based on the following linear 
model 

- /L 1  1- 	+ fij 

where 

Y, = yield for experiment j in year 1, 

= expected yield at the station in year i (the quantity to he estimated), 
-yj = deviation in yield of experiment j from the expected yield, 
f il 	interaction between years and experiments I experimental error. 

Permanent yield differences between experiments, as a result of different fertility 
or N fertilization, were thus eliminated. All experiments were given equal 
weights in spite of the different number of treatments selected. These yield esti-
mates became the dependent variable in the regression analysis of yield on tem-
per ature. 

3.2.3. Temperature variables 

Temperature effects throughout the year were represented in the regression 
analysis by data on a time basis ranging from monthly to annual averages. Since 
the experimental plots have usually been harvested by late August or early Sep-
tember, temperatures are calculated for the period beginning September I - Fre-
quently, however, the experimental plots were cut only once, sometimes in early 
July, in which case July and August temperatures were excluded from the 
analysis. When the calculations were restricted to those stations and years when 
most experiments were cut twice, the temperature for the 12-mouth period Sep-
tember to August, or subdivisions thereof, was used. 

Although soil moisture affects the growth of grasses, a soil moisture index 
has not been developed for the icelandic experimental sites.. Data on precipita-
tion have not been included in the present regression analysis selection of an 
appropriate precipitation variable is difficult, as the growing season is both short 
and irregular. Untimely or excessive rain may have negative effects on grass 
growth, so that a linear term for precipitation without some modifying factors 
may he of little value. 

3.2.4. Associate variables 

Various associate variables other than temperature were included in the regres-
sion analysis. The most important concerned the variability in cutting manage-
ment, of which two aspects required particular attention. Firstly, the date of 
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Table 3.3. Number of associate variables in the regression of yield on temperature. 

All experimental 	Experimental years 
Variables 	 years 	 with two cats only 
Date of 1st cut at each station 	 4 
Days between cuts at each station 	 4 
Date of 2nd cut at each station 	

4 	 4 the year before 
Change in yield level 	

2 (at Akureyri and Skriduklaustur) 

Total number 	 14 

harvest, which varies from year to year, has a direct influence on the yield, espe-
cially through the variable amount of regrowth that remains uncut on the field in 
the autumn and which affects yield the following year. This is accounted for by 
adjusting the yield according to average harvest dates for the year of interest and 
the preceding year (which excludes the yields in the first year of the study period 
from the analysis). The most significant variation is due to those years and sta-
tions when the experiments were cut only once, while the variability of harvest 
dates is of little importance where there are predominantly two cuts. Further-
more, in the analysis of nitrogen response, the variables representing harvest 
date were similarly found to have no significance. 

A second aspect concerns the effects of weather conditions on the harvest 
date and the likelihood of a second cut. This not only increases the variability, 
but also makes the interpretation of the regression analysis difficult. Conse-
quently, the regression analysis has been carried out in two parts. First, all 
experimental years were included in the analysis, and then the analysis was res-
tricted to those years when all or (occasionally) most experiments were cut twice. 
The latter procedure almost eliminates the effect of date of harvest although 
where years with two cuts follow years with a single cut that was harvested 
early, an adjustment for harvest date the year before is still required. 

Adjustments were also required to account for apparent shifts in the level 
of yield during the experimental period at two of the stations, Akureyri and 
Skriduklaustur (Figure 8.1). These were made by arbitrarily dividing the total 
experimental period into two. At Akureyri the changeover occurred between 
1976 and 1977, probably due to the movement of the experimental station such 
that experiments have not been cut twice since 1976. At Skriduklaustur the 
yield has never reached the earlier, relatively high yield level after the cold 
period 1965-1970, and the yield decline (assumed between 1970 and 1971) may 
be the irreversible effect of a cold period, or due to reduced fertility or possibly a 
resu It of deteriorating drainage. 

The variables adjusted for are, thus, three to four at each station when all 
experimental years are considered, and one or two when the analysis was re-
stricted to those years with two cuts (Table 8.3). The nitrogen response was 
adjusted only for differences between experiments and for the shifts of yield lev-
els at Akureyri and Skriduklaustur. 
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3.3. Yield of Pastures Cut for Hay as a Function 
of Temperature 

33.1. Analysis of yield data 

Coefficients for regression of dry matter yield on mean temperature, together 
with information on the deviations from the regression models, are given in Tab'e 
3.4. A common estimate for all stations, considering temperature alone, is that 
the dry matter yield changes by 786 kg DM (dry matter)/ha for a 1C change in 
the mean September--June temperature ]Table 3.4(a)]. If the calculations are 
restricted to those years and stations when most experiments were cut twice, the 
coefficient for regression of yield on temperature in the same 10-month period 
changes to 544 kg DM/ha/C, and the regression on mean temperature for the 
12-month period September-August is 635kg T)M/ha/C Tab!e 8.4(b)]. 

The inclusion of the associate variables has had little effect on the estimates 
of regression on temperature. The adjustments alone explained 47.4% and 17.8% 
of the original variability within stations in (a) and (b), respectively, of Table 3.4. 
With temperature, the respective degree of explanation is 64.1% and 42.9%. 
Temperature has thus explained 31.7% and 30.5% of the variability remaining 
after adjustments in (a) and (b), respectively, of Table 8.4. This is an estimate of 
how far temperature would explain variation in yield if the contribution of cut-
ting management to variability could be eliminated. The effect of harvest dates 
is somewhat different for the various stations so that different slopes are allowed 
in the combined analysis. Table 3.5 gives the coelTicients of the associate vari-
ables. At Sámsstadir, where the cutting treatment has been relatively constant 
throughout the period, the adjustments had no effect and the same applies to 
years with two cuts at Reykhólar (ci. Table 3.0 

Table 3.5. The coefficients for harvest dates (associate variables kg DM/ha/day) in 
the regression of yield on temperature, estimated for a common regression on mean tem-
perature in (a) September-June or (b) September-August. 

Experimental 
station 

Number of days 
Date of 	between 1st and 
lst cut 	 2nd cut 

Date of 2nd cut 
the year before 

(a) All experimental years 

Akureyri 17 	 11 -14 
Reykhólar 15 	 18 2 
Sámsstadir 23 	 -7 -16 
Skriduklaustur 43 	 25 -38 

(b) Years with two cuts 
Akureyri -17 
Reykhólar -2 
Sámsstadir -18 
Skriduklaustur 34 
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Figure 5.2. Regression lines for the relationship between adjusted yields and 
September....June temperature at the four cxperirneiital stations over the range of tem-
peratures occurring at each station during the experimental period I Table 5.4(a). 
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The regression is illustrated in Figure 3.0 showing the regression lines of 
each station within the temperature range for that station. The differences in 
slope between stations were not significant. and Figure 3.5 shows the variation of 
adjusted yields around the common regression line. 

For later calculations the value 644 kg DM/ha[C + 113 kg DM/ha/C, 
which is the adjusted regression of yield on temperature in years with two cuts, 
is used [Table 3.4(b)[. This value is selected because the regression is calculated 
on the mean temperature for the whole year. It could be argued that results 
from Table 5.4(a) should be used instead, since a wider range of conditions is 
covered. however, those results have been adjusted more, and hence are less 
reliable. 

3.3.2. Analysis of nitrogen response 

Tjiv mean yield on plots without nitrogen was 2812kg DM/ha and with nitrogen 
5160kg DM/ha, giving a mean response to nitrogen of 2348kg DM/ha. Results 
of the analysis of the nitrogen experiments in relation to temperature are shown 
in Table 3.6. The results indicate that, in absolute terms, temperature affects 
yield less where no nitrogen is applied than with nitrogen fertilization. Although 
the results are rather inconclusive, the value of 171 kg DM/ha/'C for the effect of 
temperature on the response to 100 kg N/ha is selected for later calculations. 

The decline in yield with time, at Akureyri and Skriduklaustur was rela-
tively minor on plots without, nitrogen fertilization. The difference between 
periods is nearly fully expressed in the difference between plots with and without 
nitrogen fertilization, although it is not necessarily caused by a true reduction in 
nitrogen response with time. 

3.3.3. Models for the effect of temperature on pasture yield 

The model for the effect of temperature on yield (kg DM/ha) is 

Yj  = A + 644 (Ti -- 
	 (3.1) 

where V1  is the predicted dry matter yield in year i, A is the mean yield in the 
reference period (Scenario I), Ti  is the mean temperature in year i and T is the 
mean temperature in the reference period. Taking into account the temperature 
effect on nitrogen response, assuming that it is equally distributed over the whole 
nitrogen response curve, the model becomes 

V1 = AN f (454 + 1 7 1(AN A 0)/(A 00  -- A 0))(T. 	 (3.2) 

where AN is the yield in the reference period with the nitrogen application of N 
kg/ha. The coeffIcient 454 is selected such that the temperature response 644 kg 
DM/ha/°C is reached at the nitrogen level of 120 kg N/ha for the nitrogen 
response curve used below (cf. Table 5.0). 
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Table 3.6. Coefficients for regression on temperature of yield with and without nitro-
gen fertilization and of nitrogen response. Adjustments in the analysis of experimenti 
yield are as in Table 3.4. 

Temperature 
period 

Regression on temperature 

	

All experimental 	 Years with 
years 	 two cuts 

Residual 	 Residual 
kg/haC 	MS x 10 	kg/ha[C 	MS x 10-2  

Yield without Sept- June 617 5593 507 5747 
nitrogen, adjusted + 99 

Sept-Aug 447 5506 
1- 81 

Yield with nitrogen, Sept-June 842 6912 627 6328 
adjusted ± Ill 

Sept Aug 508 6254 
+ 87 

Nitrogen response, Sept 	June 196 4178 9l 3608 
unadjusted +60 

Sept-Aug 54 3625 
.1 64 

Nitrogen response, Oct-Apr lii 3608 88 3420 
adjusted for ± 42 L 55 
periods Sept-.June 171 3568 125 3419 

L 55 
Sept--Aug 68 3453 

± 62 

Another modification of the model is to a.ssurne a multiplicative form of 
the kind used in Subsection 2.2.4 of this report 

V1 	(A 120  + 644 (T1 -- ))AN/A120 	 (3.3) 

Model (32) is about midway between (3.1) and (3.3) which can then he regarded 
as tower and upper limits to the temperature effect on nitrogen response, 
although in model (3.3) the temperature effect also depends on the yield level at 
zero nitrogen application 

3.3.4. Validation of the model 

Subdivisorjs of temperature effects over the year 

In the analysis of the relationship of grass growth to temperature, some effort 
was made to differentiate between the effect of different seasons. In genera), the 
seasonal effects were additive. Some results, with the year divided into summer 
and winter seasons, are given in Table 3.7. The regression coefficients are 



456 	 Efects of climatic variation.s in Jedand 

Table 3.7. Estimation of seasonal contributions to the regression of yield on tempera-
ture (kg DM/ha/C). Winter is September to April and summer May to .lune or Au-
gust. 

iill erperimenlal years 

R esjdmzal 
Period Winter Summer 	Total MS < 10 2 

Sept-April 665 4928 
Sept- June 656 29 	685 4969 
Sept-June, without division 

into seasons 735 5009 
Sept-August 
Sept--August, without division 

into seasons 

Years with two cuts 

Residual 
Period Winter Summer 	Total MS x 10 2  

Sept--April 503 4303 
Sept June 481 41 	522 4352 
Sept- June, without division 

into seasons 540 4320 
Sept-August 479 103 	582 1324 
Sept-August, without division 

into seasons 644 4314 

calculated on mean seasonal temperatures. They are thus cumulative and 
increase with the number of months in the mean. 

Wintei- temperature has a dominating role in the relationship of grass 
growth to temperature (Table 3.7). The coefficients for summer temperature are 
low and the fit of the regression is not improved by including information on the 
summer months. A pt-ion, slimmer temperature might he expected to be of 
greatest importance. however, the temperature in the summer is much less vari-
able than during other seasons and, moreover, the various irregularities in 
management of the experiments during the summer and other weather factors 
such as rainfall will interact with the effect of temperature in the summer. As a 
result the growing season is of relatively little importance in the overall relation-
ship between grass growth and temperature. This has interesting implications 
for the possibilities of predicting grass growth in early spring. 

A possible explanation for the apparently dominant influence of winter 
temperature on hay yield is the effect of winter damage of grasses (see Subsec-
tion 2.2.4). The intensity of winter damage can vary. In extreme cases, exten-
sive areas of a field or even whole fields may be killed. Such winter kill has fre-
quently caused serious failure in hay production in parts of the country. On the 
other hand, plants may be damaged by low temperatures or injured by frost diir-
ing winter and early spring without actually being killed. This affects their pro-
ductivity (e.g., Larcher, 1981) and, hence, will lead to reduced yields in the fol-
lowing growing season. In contrast to winter kill, it is difficult to evaluate this 
sort of damage directly. 
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In the experiments analyzed here, observed winter kill is reported to have 
caused significant damage only at Akureyri (Cudleifsson and Sigvaldason, 1972). 
The experiments were harvested once in those years. The estimated mean winter 
kill effect in the 5 years with reported damage, when it is included in the regres-
sion model, is 1400kg DM/ha, adjusted for cutting dates and temperature. The 
coefficient for the regression on September-June temperature is thus 443 kg 
DM/ha/C, compared with 513kg DM/ha/C in Table 8.(a), when the average 
effect of winter damage is inchided in the regression modeL 

These results indicate that observed winter kill has had little effect on the 
yield-temperature relationship in the long-term experiments and other explana-
tions must be sought. 

Common weather variables for all stations 

The variation in temperature has been highly correlated between the various 
parts of the country. Thus, the fit of the regression model is practically 
unaffected when the temperature at Stykkishólmur is substituted for the local 
temperatures in the regression analysis (Table 8.8). The variability in tempera-
ture and yield is, however, not the same in all parts of the country, being gen-
erally least in the south, represented by Sámsstadir. The coefficients for regres-
sion on temperature become, therefore, different for each experimental station 
when the same weather station is used for all of them. Previously, Fridriksson 
(1973b) found that the regression of hay yield on temperature was equal in dis-
tricts in the northern and southern parts of the country, but that the range in 
both yield and temperature was greater in the north. 

The residual variation from the regression on a common weather variable 
from Stykkishólmur and with unequal slopes for each station can be divided into 
the variation between and within years. The residual mean square for the 
within-years variation is also given in Table 8.8. The similarity of these values 
and those obtained for the regression on the temperature at Stykkish6lmur shows 
that the yield variation common to all stations is well accounted for by the 
regression on temperature. It indicates that the deviation from the regression is 
predominantly due to independent variation in local conditions, climatic or 
other, and experimental and management errors. 

Table 3.8. The effect of substituting the temperature at Stykkishólmur for the local 
temriperatures at each experimental station on the residual mean squares in the preferred 
regression model. 

Residual MS >< 10 2  

All experimental 	 Years with two 
years 	 cuts only 

Local temperature for 	 4916 	 4438 each experimental station 
Common temperature 	 4260 

(Stykkishólmur) 
Within years 	 4714 	 4331 
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3.3.5. Comparison of the present model with that presented 
in Section 

The present model for the effect of temperature on hay yield was obtained by 
using data from long-term fertilizer experiments on permanent pastures where N 
application rates were 67-120kg N/ha. The model reported in Section 2 was, on 
the other hand, based on measurements of hay yield from farmers' fields all over 
Iceland since the turn of the century. The regression equation for 120 kg N/ha is 
325 kg/ha/CC May -September 1- 354 kg/ha/CC October-April which is equivalent 
to 679kg/ha/C for the whole year. This value agrees remarkably well with the 
regression coefficient of 644 kg I)M/ha/C obtained in the present model, 
although the variables of yield are not the same. The latter coefficient refers to 
dry matter yield while hay contains at least 15% moisture. This differcnce is 
more than balanced out by yield losses on farmers' fields during the haymaking. 
Considering also the indirect methods involved in estimating hay yield, an exact 
comparison of the coefficients is not warranted. However, one might anticipate 
that the regression of yield for the whole country would be steeper than in the 
present model since winter kill has been much less frequent in the experiments 
than on farmers' fields in general and the probability of winter kill is related to 
the coldness of winter (Gudleifsson, 1975). 

The effect of temperature on nitrogen response enters more strongly into 
the model reported in Section 2 than was shown in the present analysis. There 
are, however, indications in other fertilizer experiments that nitrogen is utilized 
less by the grass in a cold period on fields where drainage conditions have 
deteriorated (Björnsson and Oskarsson, 1978). There are several examples of 
exceptionally poor nitrogen utilization when the fertilizer is applied on wet and 
cold soil in a late spring like 1970 or 1979 (Björnsson, 1980). 

3.4. Mechanisms Influencing the Effect of Temperature 
on Herbage Yield 

In the present analysis a strong relationship between temperature and grass 
growth has been established and the coefficient of regression is not found to be 
very sensitive to adjustments for other factors affecting yield. In order to evalu-
ate the possibilities of applying the established relationship to predict the effect 
of climatic change on farming, it is first necessary to have some understanding of 
the mechanisms behind this relationship. It is also important to keep in mind 
that we are finally producing animal products such as meat and milk rather than 
grass, so that other aspects, such as quality of the feed, must be considered. 

3.4.1. Growth rate and the length of the growing season 

Major components of the dry matter production on a field over the whole sum-
mer are growth rate and the length of the growing season. Growth rate is 
related to nutrient supply, temperature (Cooper, 1964) and the stage of develop-
ment of the plant (Parsons and Robson, 1980), but factors such as water stress 
often counteract the positive effects of optimum temperature. Results of a 
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Fgnre 9 4.  The relative growth rate (kg/ha/day) of !'hlcum praense, Kmpe II. The 
dotted line indicates a sward grown in Iceland and harvested in 1982 (Corrall, 181); the 
solid line indicates a simplified pattern of the relative growth rate over the season. 

project organized by the United Nations Food and Agriculture Organization 
(FAO), and designed to improve knowledge of the potential forage production 
from cultivated grassland in Europe, show that the growth rate reaches a max-
imuni early in the season and then falls off gradually, although often with a 
characteristic second peak later in the season (Corrall, 1984) In the majority of 
cases the maximum growth rate was close to 100 kg 1)M/ha/day. 

The experimental conditions in the FAO project (Corrall, 1984) differ in 
many ways from those in the lcclandic long-term experiments, especially in more 
frequent cuts arid in the nonlimnitiug nitrogen supply. Further, the results for the 
Icelandic site in the FAO series are not typical for the site because the timothy 
(Phievim pratense) variety used, Kãmpe 11, is poorly adapted to icelandic condi-
tions. A schematic simplification of the growth rate curve is to assume a linear 
increase from zero at the beginning of the season to a maximum of 100 and then 
a linear decrease to zero at the end of the season. This gives an average growth 
rate of 50 kg DM/ha/day over the growing season (Figure 9.4). 

The length of the growing season is usually defined as the period with tem-
peratures exceeding a certain base temperature and is, hence, a function of tem-
perature. The growing season has not been mapped for Iceland, but estimates 
using a base temperature of I'C, indicate that the beginning of the growing sea-
son may be delayed by 6 13 days for a 1 C cli ange in temperature, and the effect 
on the length of the growing season may he twice as much (see Section 5). In 
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the east of Scotland near Penicuik, the length of the growing season has been cal-
culated at four different altitudes ranging from 59 to 440m above sea level, using 
a base temperature of 5'C (G. Swift, personal communication). The results 
correspond to a linear shortening of 16days/I00m, or 27 days/CC if a tempera-
ture lapse rate of 0.6°C/lOOm is assumed and both ends of the growing season 
are equally affected. With an average growth rate of 50kg DM/ha/day as sug-
gested above, the effect of altitude or temperature on the length of the growing 
season would have a yield effect of 1350kg i)M/ha/°C, which is about twice that, 
obtained in the Icelandic experimental yield data. The difference between the 
two results is not surprising, bearing in mind the schematic nature of Fiqure 8.4 
and the difference in nutrient supply as well as in the two series of experimental 
results. In spite of the qualitative nature of the comparison, it serves to ilhis-
trate that one of the main reasons for the relationship of yield to temperature 
may be that it is closely correlated with the length of the growing season. 

3.4.2. The importance of nitrogen 

In the long-term fertilizer experiments reported here, all nitrogen has been 
apphed in the spring and the first harvest is normally taken late in the period of 
rapid growth. During this period the fertilizer nitrogen is efficiently taken up by 
the plant roots. Delayed harvest in a particular year, relative to the normal 
stage at harvest, will give higher dry matter yields and reduced crude protein 
con tent of the herbage. This would, in the above analysis, be adjusted for by the 
regression on the date of first harvest. As indicated by  the lack of response to 
nitrogen application in the aftermath, shown in Figure 3.5, the growth of the af-
t.errnath appears to be dependent on natural release of nitrogen in the soil. This 
release is usually referred to as mineralization, which can be quite substantial in 
drained peat soils, although rhizospheric nitrogen fixation may often be more 
important in the long run (Jenkinson, 1976; Witty ci at., 1976). 

The effect of temperature on nitrogen response is relatively small as the 
response to temperature is only slightly smaller on plots without nitrogen fertili-
zation than on plots with nitrogen (Table 3.6). It is concluded that the response 
to temperature in the Icelandic experiments has been primarily througFi nitrogen 
release in the soil, which depends both on soil conditions and the length of the 
growing season. Differences in yield between locations are also often easily 
explained by differences in nitrogen availability in the soil. However, it is not 
known whether the nitrogen release would continue to increase if the climate 
were to become warmer. In either case the longer growing season would enable 
increased nitrogen application, and thus make increased grass growth possible. 

.4.3. Moisture stress 

Pasture grasses are known to respond well to soil moisture (Wilson, 1981). In 
Great. Britain, water supply explains to a great extent the variation in herbage 
yield between sites (Morrison, 1980). In Iceland, water supply can also limit 
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Figure 3.5. Nitrogen uptake for increasing rates of nitrogen application in the first cut 
(crosses) and the second cut (dots) of an experiment at Skrkluklaustur (mean of 14 
years). 

grass growth. However, the water balance of kelandic soils has not been stud-
ied, and, because of the large temperature effects, it is only expected to explain a 
small portion of the experimental yield variation. To test this, both temperature 
and precipitation were included in a multiple regression analysis at Akureyri, 
where moisture stress is most likely to occur (see Table 3. 1). No relationship was 
found between precipitation and yield during the growing season. However, 
yield was negatively related to precipitation in May ( -32 * S kg UM/ha/rum 
rainfall), indicating a negative effect on yield of rain falling while the ground is 
still partly frozen and the soil surface is wet. The climatic changes considered in 
the scenarios of this case study are primarily temperature changes, while precipi-
tation changes little. A warmer climate would lead to moisture stress in parts of 
the country, thus reducing the otherwise beneficial effect of this climatic change 
on grass growth on well-drained fields (see Subsection 3.6). Cooling of the cli-
mate would, on the other hand, in many cases make drained fields wetter and 
this might reduce the yield response to nitrogen. This occurred on the peat soils 
at the Hvanneyri Agricultural College in the cold period 1966-1970 (fljörnsson 
and Oskarsson, 1978). 

3.4.4. The quality and utilization of the herbage 

As previously mentioned, climatic change not only affects animal production 
through the quantity of fodder produced but also through the quality of the 
fodder. In addition, the fodder will he used differently. In a warmer climate 
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grazing will replace. indoor feeding, whik in a colder climate the reverse will 
occur. The quality of pastures is high in regions with moderate or cool summers, 
making them favorable for animal husbandry. A review of the literature indi-
cates that there is a reduction in digestibility of 0.4-0.8% of the dry matter for a 

C increase in temperature (Wilson, 1982). Deinum et al. (1981) found in a 
study of timothy (Phleurn pratense) at six latitudes ranging from 51 N to 69 N 
that at an equal stage of maturity the digestibility of the grass was higher at 
higher latitudes but that the rate of decline of digestibility during the growing 
season was also higher there. In Iceland, where temperatures are relatively low, 
the digestibility declined by 0.30% per day (fljörnsson and Ilermannsson, 1983), 
which is lower than any results published or cited by Deinum et al. (1981) except 
for some resnits from Ilurley in England at 51 N. For a substantial increase in 
temperature the quality of grass, both cut for storage as fodder and for grazing, 
and both on cultivated and natural pastures, will probably be reduced. This 
would increase the need for concentrate use. Appropriate changes in harvesting 
procedures might be sufficient to maintain the quality, and moderately increased 
moisture stress would also, where it occurs, counteract this effect to some extent 
(Wilson, 1982). 

A change in temperature has a large influence on the grazing period of the 
animals. In earlier times the effects of temperature on grass growth and the graz-
ing period were compounded because grazing was mostly restricted to uncul-
tivated fields (see Section 2). However, in modern dairy farming this is not the 
case since the grazing is limited to cultivated fields. The net utilization of the 
potential grass growth for fodder, either by grazing or conservation, is not 
greatly different, though normally the quantity utilized by grazing is slightly less, 
but the quality is higher. The dairy production per unit area would, therefore, 
be roughly proportional to the grass growth if herbage quality could be main-
tained as the climate became warmer. 

3.5. lmpHcations of Temperature Changes for 
Icelandic Agriculture 

In the following subsections we shall seek to describe some of the adaptations 
required of Icelandic agriculture in response to the climatic scenarios adopted in 
this case study. 

3.5.1. Climatic scenarios 

Five climatic scenarios are investigated in this study. Four represent standard 
scenarios used throughout this report (with one minor modification), while the 
fifth is unique to this section. 

The standard scenanos (I, II, IVJ- and V) 

These are all based on the representative station at Stykkishólmur (see Section 
1): 
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Scenario I - basehne scenario (1951-1980) -. mean annual temperature 
3.7 'C. 
Scenario II -- cool decade scenario (1859 1868) - temperature anomaly 
(relative to Scenario I) —1.3'C. 
Scenario IV I 	warm len years se.enarw - temperature anomaly (relative to 
Scenario I) +1.3'C. This exceeds the anomaly recorded for the ensemble of 
the ten warmest years (1931-1984), Scenario IV in Section 1, by 0.2 'C. 
However, by the symmetry between Scenarios 11 and IV+, the contrast 
between the cool and warm scenarios is made sharper. 

(1) Scenario V 2 x CO2  scenano - temperature anomaly (relative to Scenario 
1) 4.0 'C. This is far butside the temperature range encountered in Ice-
land in historical times. Thus an extrapolation of existing relationships 
into these vastly altered conditions is, at hest, hazardous and will not he 
ventured here. However, different approaches to agriculture will be specti-
lated on, and the potential for cultivation of various arabic crops will be 
given some consideration in Subsection 3.6. 

The scenarios are thought of as 10-year averages. Built into therri is the year-
to-year variation. When the deviation from the average is at maximum, espe-
cially if it is superimposed on a climatic trend, it may cause extreme conditions 
for agriculture and have serious consequences. It is, therefore, of interest to 
define extreme years and discuss their significance. 

The extreme year scenario (VI) 

Extreme years can be recognized as arising from two sources of variation, i.e., 
the year-to-year temperature variation and the prediction error of the 
yield --temperature relationship In the following account these components are 
evaluated. Twice the standard deviation towards lower yield of the two sources 
of variation combined is then used as an extreme year scenario. 

The standard deviation of mean annual temperature at Stykkishdlmur for 
the past 138 years is 0.84 'C. Multiplied by the coefticient for regression of vicid 
on temperature, 641kg DM/ha/°C 1equation (3.1)], it is an estimate of the stan-
dard deviation of yield due to temperature. It is an overestimate of the short-
term variation as climatic trends enter it. An extreme year, relative to the years 
that have preceded it, may occur as a combination of the climatic variation 
around its temporary mean and a trend towards colder climate. 

Since the scenarios have been defined as 10-year averages, the extreme 
years in the recorded history at Stykkishólmur were identified by calculating the 
deviations of annual mean temperatures from the preceding 10-year averages. 
The four coldest years deviated by 2.22, 1.62, 1.68 and 1.41 'C respectively, but 
others by less. The largest positive deviation, on the other hand, is 1.27 'C. The 
negative deviation of 1.68'C, twice the standard deviation, can therefore be used 
as an example of an event that really could happen, at least in a cold period. 

From the results reported in Section 2 (see Ta&le 2.2) relating to the devia-
tion of actual yield from yield as predicted by temperature, the value 240 kg 
DM/ha has been adopted as an estimate of the standard deviation of the 
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prediction error. When the two components of variation are added and doubled 
(for the extreme year scenario) yield will then he 1184 kg DM/ha below the tem-
porary normal, calculated as 

2J1(644)(0.81)1 2  + (240) 2 	1184 

Two standard deviation limits on the regression coefficient (418-870kg 
DM/ha/C, see Table 3.) give the interval 851-1538 kg DM/ha for the yield 
decline in the extreme year scenario (using the above expression). 

3.5.2 Dairy farming in Iceland 

An important role of Icelandic agriculture is to supply the population with dairy 
products. Milk consumption on the home market reached the level of 100 million 
liters per year around 1960 and is still at this level, although the population has 
increased by 38% in the past 25 years. The aim of the current agricultural policy 
is to stabilize the production at this level. In recent years it has meant reduction 
in the total dairy production in order to reduce surplus production that other-
wise is exported at prices below cost. This has led to a slight reduction in the 
production per unit area of cultivated land. 

Although dairy farming is perhaps less climate sensitive than other farming 
sectors, its well defined role makes it well suited for evaluating climatic 
scenarios. It was argued in Subsection 3.4.4 that a linear relationship between 
dairy production and grass growth is a fair assumption if the input of other pro-
diiction factors remains the same. however, if we wish to maintain the produc-
tion at a nearly constant level, some changes in production input are required to 
counterbalance a changing potential for grass growth due to climatic change. 
The short-term response to a colder climate would be to increase the import of 
concentrates and increase fertilizer use, but, in the long run, the response would 
be to increase the cultivated area. Warmer climate would have the reverse 
effect - 

In order to evaluate the possible effects of the scenarios on the parameters 
of milk production, some information on dairy farming is required. The assump-
tions used by Sigurdsson et al. (1980) in modeling the production on a dairy 
farm are useful for deriving parameters that serve this purpose. Additional 
information on, for example, concentrate use, was obtained from the farm exten-
sion service (E. Jóhannsson, personal communication). The parameter values 
derived are shown in Table 8.9. Although partly based on experimental results, 
they come closer to representing the actual farming practices than to showing 
the optimal farming practices based on present scientific knowledge. These 
values could, therefore, easily change in a short period. Such changes, along 
with intensified research, are actually among the potential methods of adaptation 
to new conditions. 

The calculated effect of the cold and warm scenario, using the models for 
the yield temperature-nitrogen relationship put forward in Subsection 3.3.3, is 
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Table 3.9. Parameter values for dairy farming in iceland under Scenario I (present cli 
mate) (based on Sigurdsson ci al., 1980). 

Target milk production 100 million l/yr 
Nitrogen response curve 78N 172  4 22N - 0.056N2  kg DM/haa 
Yield with 0kg N/ha 2572kg/ha 
Yield with 80kg N/ha 4671 kg/ha 
Yield with 120 kg N/ha 5260kg/ha 
Ilarvestable yield 78.75% of the dry matter yield 
Average forage digestibility 683% of the dry matter 
Fnergy value of the forage 0.598 feed units/kg dry ma ttet h 

Feed requirements, including 
the raising of replacement 0.927 feed units/I milkh 
liejfers 

Concentrate use 23.5% of the energy requirements 

nitrogen, kg/ha; DM = dry matter. 
One feed unit for fattening 	1650 NKF (kCal net energy) 

Table 3.10. Required input of production factors for maintaining milk production in 
cold and warm scenarios with yield changing as in model (3.1) (Subsection 3.3.3) using 
the assumption of Table 3.9 with 120kg N/ha. 1imits are given for a 4 2 standard devi-
ation interval on the coefficient of regression of yield on temperature. 

Scenario: 1 1/ 1V- 
Character: Baseline Cold Warm 

Modficd aver2ye 
(1859 to 1868 of 10 warmest years 

Slykkis/lólmur -type) (1931 1984) 
(1951-1980) 

Mean Mean 	Limits Mean 	Limits 

Mean annual temperature 	C) 3.7 2.4 5.0 

l)ry matter yield (kg/ha) 5260 4423 	4129- 6097 	6391- 
4717 5803 

Pasture area (ha) without 28600 34000 	36400 24700 	23500- 
changing fertilizer and 31 900 26400 
concentrate use 

Relative concentrate needs 1.00 152 	170- 48 	30- 
wthoiit changing pasture 133 67 
area or fertilizer use (%) 

Relative effect of changing 37 	27 - 50 	37- 
fertilizer use by 30kg 57 78 
N/ha (% of predicted 
yield change. due to 
altered temperature) 
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Table 3.11. Required input of production factors for maintaining milk production in 
cold and warm scenarios, at two nitrogen kvd.s, and for models (3.1), (3.2) and (3.3) 
(Subsection 3.3.3). Results are expressed as in Table S. 10 

Scenario: 	 I 	 11 
Character: 	 Baseline 	Cold 	 Warm 

Modified average 
S11kkishô/rnvr (1859 to 1858 of 10 warmest years 

Model (1951 -4980) 	-type) 	(1981-1984) 

Annual mean temperature ( DC) 	 3.7 	 2.4 	 5.0 

(a) f'erti(izer level: 	20 kg N/ba 

t)ry matter yield (kg/ha) 1.2,3 5260 4423 6097 
Pasture area (ha) 12,3 28600 34000 24700 
Relative concentrate needs( °/) 1,2,3 100 152 48 
Relative effect of changing 1 37 50 
fertilizer use by 30kgN/lia 2 34 55 
(% of predicted yield change 3 31 58 
(ue to altered teniperature) 5  

() Fertilizer level: 80kg N/ha 

1 4671 3834 5508 
Dry matter yietd(kg/ha) 2 467( 3888 5454 

3 4671 3928 5414 

l 32200 39200 21300 
Pasture area (ha) 2 32200 38700 27 600 

3 32200 38300 27800 

100 159 42 
Relative concentrate needs(%) 2 100 154 46 

3 100 152 48 

R(lative effect of changing 
fertilizer use by 26.6kg N/ha 	1 	 50 	 61 
of predicted yield change 	2 	 48 	 72 
due to altered temperature) 5 	3 	 47 	 80 

5 The total change in nitrogen lisa, taliing area irito account, is the same in parts a) and f b) of 

the table. 

given in Table 8.10 I model (3.1) only] and 7'abl 8.1I. The results are expressed 
as dry matter yield, area needed for the dairy production, changing concentrate 
use and changing fertilizer use. Table 9.10 shows limits to the results 
corresponding to two standard deviation limits on the regression coefficient in 
model (3.1), i.e., 418 and 870kg DM/ha/°C, and Table 8.11 shows the difference 
between results by the three competing models at two nitrogen levels. The 
results are found to be more sensitive to errors in the yield --temperature relation-
ship than to the choke of models. This sensitivity and the sensitivity to the 
actual yield level in the reference period are also of importance for the impact of 
an extreme year (see Subsection 3.5.5 and Figure 9.6). The discussions in the 
next two subsections, though, are restricted to the mean results. 
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3.5.3. Effects under Scenario H 
(cold, 1859 1868-type climate) 

The cooling of the climate to a mean annual temperature of 2.4 C results in a 
16% redudion in the available forage feed (Table 3.10). As the present concen-
trate use is low, this reduction can easily he met by import of more concentrates. 
Ijowever, this would increase the production cost considerably. According to 
results from farm accounts for 59 dairy farms in 1983 (Olafsson, 1985), concen-
trate purchase, adjusted to the level of use assumed in Table 3.9, would amount 
to 37% of variable costs, so that a 52% increase in use would increase variable 
costs by nearly one-fifth. 

Increasing the fertilizer rates would, on the other hand, only partially give 
the forage required if the normal use is around 120 kg N/ha as is presently the 
practice. Alternatively, it is possible to reduce the fertilizer use per area, but 
increase the area for forage production, as suggested in Section 2. This is not 
unrealistic in Icelandic agriculture today, since the production capacity for milk 
and meat considerably exceeds the market needs. Rather than reduce the cul-
tivated area in order to adjust to the market, the fertilizer use could be reduced. 
For this reason the effect of changing fertilizer use from the base level of 80kg 
N/ha is also considered (Table 3.11). As expected, the relative decrease in yield 
for lower temperatures is greater at this level and it is slightly more costly to 
meet the reduction by increased concentrate use, except for the multiplicative 
model (3.3) when the results are equal. However, increased fertilizer use 
becomes more elficient as a tool for adjustment to the adverse climatic conditions 
since the response to nitrogen is higher with these low fertilizer rates. 

Since the cultivated area is larger, the same total increase in fertilizer use 
for the whole country is obtained by raising the fertilizer rate from 80 to 106.6kg 
N/ha instead of from 120 to 150kg N/ha as in the earlier example. Using model 
(3:1), this increase would give 50% of the forage at the lower nitrogen level that 
is required to compensate for the temperature-induced yield reduction. This 
compares with 37% at the higher nitrogen level. In addition, the model indicates 
that all the forage needed could be produced by increasing the fertilizer level 
from 80 to 143 kg N/ha. According to the other two yield models, increased fer-
tilization is slightly less eFfective in responding to the decreased yield/ha. 

One col.1l(J anticipate that the first adjustments to a coJder climate would 
be to purchase more concentrates and to increase the fertilizer use. The next 
response would he to increase the cultivated area, first with annual feed crops 
that would immediately increase the feed production, and later with perennial 
grasses. The need for new cultivation of land is greater than that corresponding 
to the iiet increase in area requirements since, for several reasons, appreciable 
areas would be taken out of cultivation. The winter kill of grasses would be 
aggravated on some fields and the yield would simply become too low on others 
for continued use as pastures. The cooling of the climate would be more serious 
in some parts of the country than in others, and it is likely that the effect of 
lower temperatures would be stronger on some fields than that indicated by the 
regression obtained from experimental fields. Several farms or even whole com-
munities might well be abandoned. 
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The extent of the area that would he taken out of cultivation could be 
derived by two approaches. One is to try to identify the sensitive areas. Around 
60% of the new cultivation during the past decades has been on peat soils. 
Assuming that one-fourth of those would be lost due to adverse effects of the 
cold climate on the drainage conditions, this would mean 15% of the total area. 
Another approach is to find the distribution of hay yields in the country and 
expect fields with yields of, say, 2000-2500kg 1)M/ha to go out of cultivation. It 
must be kept in mind, however, that some parts of the country will he harder hit 
than others and that in extreme years the yield on such fields would perhaps be 
around 1000 kg DM/ha or less. Although no estimates are available, it is pro-
posed that, in addition to the 5400 ha of new cultivation required as indicated in 
Table 8. 10, as much again would be needed in order to replace abandoned fields. 
How long this takes would depend on public support given to farmers. 

3.5.4. Effects under Scenario IV+ (warm climate 
modified mean of 10 warmest years, 1931- 1984) 

A warmer climate would lead to an entirely different situation. The results given 
in Table 8.10 and Table 8.1! do not realistically show the extent to which warm-
ing can be met by reducing the concentrate and fertilizer use. Concentrate use 
in Icelandic agriculture is already very restricted, reflecting the present agricul-
tural policy in favor of locally produced feed supplies. Reducing the fertilizer use 
might also create difficulties in maintaining forage quality during the longer 
growing season. The incentive would rather be to increase the fertilizer use. A 
considerable area would become free for other use, especially high energy fodder 
crops such as barley, thus eliminating the need for import of feed grain. The 
potential for barley cultivation, as far as it depends on temperature, is perhaps 
best evaluated in terms of the risk involved, i.e., the certainty of barley ripening 
(see Section 2) or, alternatively, the probability of crop failure (l'arry and Car-
ter, 198). Other weather factors are also of importance for the cultivation of 
grain, such as the frequency of strong winds which can cause great losses during 
harvest. Soil conditions may also restrict the grain-growing area, although the 
characteristic acidity of peat soils, the most likely soil constraint, is generally 
relatively weak in Iceland. 

3.5.5. Effects under Scenario VI (extreme years) 

kelandic agriculture often experiences extreme years. In earlier times these were 
met by restricting the livestock number so that in normal years appreciable hay 
reserves could be kept in storage for the following years. This was not always 
possible, however, during "runs" of cold years. More recently, feed production 
has not been as limiting as in earlier times and new methods of meeting the 
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difficulties have become available as discussed above. Still, extreme years will in 
the future be of great concern, especially if they mark the beginning of a cold 
period. Then renewal of the hay reserves that are used up in the extreme years is 
not possible. 

Figure 3.6 shows the effect of an extreme year, defined in Subsection 3.5.1, 
as a function of mean yield. The central curve depicts the predicted yield reduc-
tion (in percent) under an extreme cool year scenario (as described in Subsection 
3.5.1), relative to the mean yield estimated for the temperature conditions of the 
period immediately preceding the extreme year (horizontal scale). The outer 
dashed curves indicate the uncertainty (12 standard deviations) of the estimates, 
both of the period mean yields (see "Limits" columns in Table 3.10), and of the 
yield reductions under the extreme year scenario (vertical scale - see Subsection 
3.5.1). Thus, for example, if the extreme year occurs during conditions similar to 
the baseline climate (Scenario I), with a mean yield of 5260kg DM/ha, the yield 
reduction (Subsection 3.5.1) would be 1181 kg I)M/ha (22.5% - Point A on solid 
curve), with ±2 standard deviatoii limits giving 1538kg 1)M/ha (29.2%) and 
851 kg DM/ha (16.2%) reductions, respectively, points B and C on the tiashed 
Curves. 

In contrast, a cool decade, such as under Scenario TI, would give a mean 
yield of 4423 kg DM/ha lbased on model (3.1) see Tabie 3.101 with :1:2 stan-
dard deviation limits of 4717 and 4129kg E)M/ha, respectively. The extreme 
year scenario again gives a reduced yield of 1184kg DM!ha (26.8% relative to 
the 4423kg DM/ha mean yield - Point I)), with the uncertainty represented by, 
for example, the 2 standard deviation limit, giving a 37.2% reduction in yield 
relative to the lower yield limit, 4129kg DM/ha (Point E, Figure SJ). Similar 
procedures can be used to calculate the range of yield reductions for other "eras" 
of cooler-than- or warmer-than-baseline climatic conditions. 

Figure 3.6 indicates that in addition to being more likely in cold periods, 
the relative effect of an extreme cold year on the total feed production is greater 
in the cold period, when the feed shortage would he 27% as compared with 10% 
in the warm period. This result is vory sensitive to deviations of the estimated 
value of the regression coefficient from its true value. On farms that are seri-
ously hit by this extreme year, it would, in many cases, be the final blow to the 
farming effort. 

The awareness of the extreme is at any time very much dependent on 
recent history. In the relatively warm and climatically stable period from around 
1920 to 1965, the largest negative deviation compared to the previous 10-year 
average was 0.93C. At the same time revolutionary changes in hay production 
and other farming practices took place, making farming less sensitive to weather. 
Since 1965, however, five years have deviated this much or more. The most 
extreme deviation was 1.22°C in 1979. This is the fifth in order of magnitude in 
recorded history, although the mean temperature was 2.3°C, almost as high as 
the cold decade scenario (II). During these recent cold years, some adaptation 
has already taken place such as contraction of the farming area in parts of the 
country, and strong emphasis has been placed on the hardiness of pasture species 
and varieties in agricultural research and farm extension work. 
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Figure 3.6. Relative yield reduction in a year with grass growth two standard devia-
tions below the normal yield, as a firnction of period-averaged yield level (extreme year 
scenario). The central curve is for model (.1) and the outer curves are for two standard 
deviation limits on the regression coefficient. The calculated yield levels under Scenario 
I (baseline period), H (cool decade) and IV+ (warm, 10 years) are indicated by dots and 
connected. For explanation, see text. 
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3.6. Effects of the 2 x Co. Temperature 
Scenario (Scenario V) 

Estimates derived from the Goddard Institute for Space Studies (GISS) general 
circulation model suggest that a doubling of carbon dioxide concentrations in the 
atmosphere could cause the mean annual temperature in Iceland to rise by about 
4°C relative to the 1951-1980 baseline climate (see Subsection 1.10). That 
would bring mean temperatures in Iceland to approximately the same level as 
they are in present-day Scotland (cf. Thble 1.6). This temperature rise is far out-
side the range ever encountered in iceland from the beginning of temperature 
records, or indeed elsewhere at similar latitudes. 

Rather than extrapolate the historical yield-temperature relationship, it is 
found more enlightening to observe what kind of agriculture can be practiced in 
regions which at present have climatic conditions similar to those predicted in 
Scenario V, and to examine the effect in these regions of temperature changes 
due to elevation. Reference will, therefore, be made to Scottish agriculture, 
where the maritime nature of the climate resembles that of the predicted climate 
in Iceland, with similar distribution of rainfall and temperature. Soil conditions, 
photoperiod and seasonal intensity of solar radiation, though, are factors that 
will remain quite different. 

Icelandic agriculture today is primarily dependent on permanent grasslands 
for hay production and grazing. This would stli he so in a warmer climate as 
can he seen from the fact that in Scotland about 72% of agricultural land is 
rough grazing, 18% is enclosed grassland and only 10% is under arabic crops 
(Frame, 1981). However, the productivity and reliability of the grassland could 
be expected to increase and a substantial lengthening of the potential grazing 
period would reduce the cost of production. In Section 2 of this report it was 
predicted that hay yields under Scenario V would increase by 64%, compared 
with the baseline. From the yield level assumed in this section (Table S. 10), this 
increase would amount to approximately 9 t/ha/y, while the models of Subsec-
tion 3.3.3 give 7.7t/ha/y with the application of 120 kg N/ha. As these results 
indicate, the extrapolations become sensitive to the choice of models. If, as dis-
cussed in Subsection 3.4.2, the historical yield-temperature relationship is pri-
marily due to nitrogen release, through soil temperature and length of the active 
growing season, yield of grass obtained on fields receiving no nitrogen fertiliza-
tion could increase to levels that at present require considerable nitrogen use in 
Scotland. The longer growing season provides for further potential yield increase 
by increased nitrogen application, distributed over the season, provided that 
good varieties of high-yielding species such as ryegrass (Lolium perenne) can be 
cultivated. For example, in Penicuik (180m above sea level), where the mean 
annual temperature is 7.7 °C, experimental yields are around 14 t/ha/y, obtained 
in 4 cuts with 400 kg N/ha (G. Swift, personal communication). 

In a warmer climate, cultivars of high yielding species would be sought that 
can utilize the increased growing season. Cultivars that are at present used in 
warmer areas display either weak or no winter dormancy. It has been shown, for 
example for ryegrass at various altitudes in Mid-Wales, that growth during the 
winter is largely controlled by temperature (Thomas and Norris, 1977). Winter 
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growth of Icelandic grasses, on the other hand, is largely controlled by photo-
period, as can be seen from the fact that they become dormant during winter, 
even when grown in a considerably warmer climate in the south of England 
(Helgadóttir, 1981). Cultivars adapted to fairly long photoperiods and active 
growth during the winter might not suit the Icelandk winter even under 2 x 
CO 2  conditions, for photoperiods are short and light intensity is very low. For 
example, in December and January the total incoming radiation is approxi-
mately equal to one day's radiation in the summer (Einarsson, 1969). The 
potential for photosynthesis essentially drops to zero for a period of two to three 
months and, under these conditions nondormant plants could exhaust their 
nutrient reserves. New varieties, which make use of a long growing season but 
still are adapted to lack of radiation in winter, would therefore need to be 
developed for Iceland and other northern regions. 

tinder Scenario V, present-day marginal areas could he brought into agri-
cultural use. They would be particularly valuable as grazing pastures for a large 
part of the year. At the same time, the more favorable areas could be taken 
under other crops such as barley, oats and winter cereals, as well as a range of 
root crops. In Section 2 it was demonstrated that barley would be expected to 
ripen in 90% or more of all years at all weather stations in Iceland. In Scotland, 
arable crops cover about iO% of the agricultural land of which spring barley is 
the major one. The limited acreage is partly explained by competition from 
other growing areas. It is, however, dangerous to extrapolate directly to the Ice-
landic conditions, as both soil and other factors differ between Iceland and Scot-
land. For example, high wind velocities during harvest time could cause great 
losses. 

In warmer conditions, attack by diseases, at prcsent of little signiflcance, 
could reduce yield considerably as can be seen from estimates of average cereal 
losses from disease in Scotland of 1() -15% (S..I. llolmes, personal communica-
tion). Diseases would also become more important in those crops that are grown 
now in Iceland. If grasslands were to become dominated by ryegrass (LoUtnn 
pernn,e), virus diseases, such as ryegra.ss mosaic virus, might both reduce the 
potential yield and have adverse effects on the quality of the crop. Other crops 
such as potatoes provide better examples of the increased disease problems in a 
warmer climate. In Scotland, blight (Phytophlhora infestans)  still causes serious 
losses in wet years, in spite of blight risk warning schemes and effective fungi-
cides (S.J. Holmes, personal communication), but in Iceland no blight epidemics 
have occurred since 1951.   

in the preceding discussion, the effects of an increase in temperature alone 
have been considered. The otherwise positive effects of the warming of the cli-
mate could however, he seriously restricted by water stress in some parts of the 
country. An increase in mean annual precipitation of 15% is derived for the 2 x 
CO 2  scenario (V), with increases ranging from 20 to 25% in the months 
March--August (see Subsection 1.10). Some calculations using Penman's for-
mula, with reference to the work of Einarsson (1972), indicate that the relative 
increase in potential evapotranspiration could be similar to this in magnitude for 
the proposed increase in temperature dii ring the growing season. These predic-
tions do not take into account any variations in local conditions. In large parts 
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of the country the potential water balance is near zero or negative during the 
growing season, especially in the north (Einarsson, 1972; see also precipitation 
for Akureyri in Table 3.1). With equal relative increases in both precipitation 
and potential evapotranspiration, the water deficit would increase in dry areas. 
The soil would become dry earlier in the season. However, peat soils, where at 
present there arc drainage problems, could become more easily exploited. 

3.7. Conclusions 

In this section the effect of climatic change on grass growth and its consequences 
for agriculture have been discussed. Based on data from long-term fertilizer 
experiments it was found that a change of I C in mean temperature would 
change the dry matter yield by approximately 614 kg/ha/y. The uncertainty 
attached to this value, resulting from lack of precision and the nature of the 
data, is discussed. The effect of the ievei of nitrogen fertilization on the relation-
ship is also considered, though not determined quantitatively, and it was found 
that with less nitrogen the absolute temperature effect would be reduced, 
although the relative change in yield would be greater. However, it is clear that 
within the wide range of historical values available, the nitrogen effect and the 
uncertainties involved have little effect on the conclusions drawn. 

The yield --temperature model was used to estimate the effect of climatic 
change on dairy production in Iceland. The main results are that as the climate 
becomes colder, the cost of supplying milk products for the home market rises 
and vee versa. Similarly, in the next section, an effect of temperature on the 
carrying capacity of rangelands is also established, expressed as carcass weight of 
lambs. The effect on carrying capacity is believed to be primarily due to the 
effect of temperature on grass growth, although confounded by other factors such 
as the quality of the herhage (also discussed in Subsection 3.4.4). 

The model used in the present analysis is based on temperature alone and 
does not take into account the physiological processes that control grass growth. 
For such large-scale predictions as have been attempted here, this may not be a 
serious limitation. Many factors, that may he important in detailed studies, are 
either closely related to temperature or are not affected by climatic change and 
can thus in this connection be viewed as a random disturbance. For example, 
factors that are known to be important for the seasonal distribution of grass 
growth may be less important for the total production. however, when tempera-
ture changes cause changes in the water regime, leading to (for example) poor 
soil drainage in a colder climate or to drought in a warmer climate, the 
temperature- yield relationship no longer holds. Of much greater significance are 
the structural changes of agriculture that would follow major climatic changes. 
In a colder climate the use of land would become restricted and winter kill could 
cause a yield decline exceeding that predicted by the temperature-yield relation-
ship. In a warmer climate the usable land area would increase and a variety of 
new options for cultivation would open up. in this warmer climate, we may con-
clude that, in spite of various limitations, the agricultural areas would be more 
productive and the production could be more profitable than today, though 
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individual farmers may be taking the same degree of risk, only with different 
crops. 

The foregoing attempts to calculate the effect of climatic change on agricul-
ture are to be viewed as indications rather than predictions, because so many 
other factors will be changing as well. The only thing that we can be sure of is 
that climate has changed in the past and is likely to change in the future, but we 
do not know when, or to what extent, or even in which direction. Although a 
global warming due to increased CO 2  in thc atmosphere is likely to occur, it 
could well be preceded by cooler periods. The challenge is to prepare for these 
unpredictable changes. Society as a whole can prepare by having some produc-
ton capacity in reserve for a cold period, and science can prepare by emphasiz-
ing research in regions close to the present boundaries of agriculture, for these 
are the areas in whic.h adjustments may he required first. In the case of boun-
daries marking the limits of tolet-ance to low temperatures, the change to a cooler 
climate might induce shifts of the present-day boundaries into currently impor-
tant agricultural areas, demanding research into, for example, the cultivation of 
existing marginal crops, and breeding programs for both grasses and crops in 
these regions. Similarly, research efforts would be necessary to enable the most 
suitable and eflicient adjustments to he made in exploiting the transition to a 
warmer climate. 

These points are developed further in the concluding section of this report. 
In the next section, the impact of climatic variations on carrying capacity of 
rangeland pastures and on lamb carcass weight is examined. 



SECTION 4 

The Effects on the Carrying 
Capacity of Rangeland Pastures 

4.1. Introduction 

In this section, we investigate the relationship between carcass weight of lambs 
and climate, in an attempt to estimate the variation in the carrying capacity of 
Icelandic rangelands. The necessary components of a rangeland model are dis-
cussed, but lack of suitable data at present prevents the construction of a model. 
Thus, it has not been possible to predict the effects of the climatic scenarios out-
lined in Section 1 of this report, but certain general assumptions are made 
regarding rangeland carrying capacity by considering extreme years and periods. 

4.1.1. Rangeland agriculture and climate 

The Icelandic rangelands are characterized by native hardy grasses, mosses and 
dwarf shrub heaths, types of vegetation resulting from the northerly location of 
the country and its mountainous terrain. In fact, more than half of the total 
area of Iceland (103 000km2 ) is 400m or more above sea level (Tölfraedihandbók, 
1907). The rangelands can be defined as natural pastures, some of which belong 
to individual farms in coastal areas and adjacent valleys, while the most exten-
sive ranges are the common grazings of the interior. Thus the rangelands stretch 
from lowland areas up to the most mountainous and rugged parts of the country. 
Vegetation growth and consequently the carrying capacity of these pastures is 
strongly influenced by the climate, particularly temperature, and to a lesser 
extent by precipitation. Furthermore, the adverse effects on plant growth of any 
decline in temperature are amplified by high altitude. Such relationships have 
been demonstrated in a recent study where the growth of sown grasses was coin-
pared at two contrasting altitudes, 50 and 640m a.s.l. (Figure ..i). However, 
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Eiyur 4.1. Average culirl height ((,ui) of De.vchaTrrpsia cacspriosa at two altitudes, 50 
meters and 640 meters above sea level. Based on 13 years of data (19691981). (From 
Fridriksson and Sigurdsson, 1983.) 

information on variability in the growth of the indigenous range vegetation over 
a span of several years in relation to climate and altitude is limited. Moreover, 
many of the ranges, particularly in the highlands, produce very low yields of 
usable vegetation which cannot be measured accurately (Páimason, 1982). 

There is also a dearth of information on the effects of climate on animal 
production. In a recent study, however, a positive relationship was established 
between spring (May and June) temperature and the growth rate of lambs from 
birth in May to 6-7 weeks of age, presumably the result of differences in grass 
growth. On the other hand, lamb growth rate was strongly negatively correlated 
with June rainfall, probably due to the discomfort of exposure to wetness, aggra-
vated by cold (Thorstcinsson et at., 1982). Other evidence also indicates that 
lamb weight is low in extremely wet years and high in dry years (Olafsson, 
1973). Winter housing of sheep is a general practice in Iceland, and warmer 
autumns tend to delay the onset of the housing period. Furthermore, winter 
fodder requirements tend to increase with decreasing mean temperature for the 
period February-May, reflecting a later onset of the growing season and the need 
for more extended housing and indoor feeding into the spring (Ciidmundsson, 
1984). Such findings are clearly of economic importance and are in agreement 
with general farming experience. 
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4.2. Itangeland Grazing by Sheep 

The sheep industry contributes some 35-40% of the total value of the agricul-
tural sector in the Icelanclic economy, and while meat (mainly lamb) is the chief 
product, offal, Wool and skins are valuable by-products. The native Iceland 
breed, the only breed of sheep in the country, belongs to the northern European 
short-tailed race of sheep. It is a hardy breed, noted for early maturity, longev-
ity, prolificacy and good milking ability (Drmiindsson and llallgrimsson, 1978). 
Currently the sheep population of Iceland is close to 0.7 million winterfed sheep 
with an additional I million lambs in summer. Lambirig takes place at the onset 
of the growing season in May, and the lambs are killed at 4 5 months of age in 
September or October, before the onset of winter. 

hI general terms, the Icelandic system of sheep production aims at maxim-
izing the output of meat (lamb) per winterfed ewe, it is primarily based on 
intensive (indoor) winier feeding of home produced feeds, mainly hay, and to a 
lesser extent, silage. This is in combination with xtcnsive summer grazing on 
rangelands, often on common land (Drmnundsson, 1978). Thus any climatic 
variations affecting vegetation growth and carrying capacity of these pastures 
may consequently lead to a variation in lamb growth rate and their carcass 
weight in autumn. 

In Iceland carrying capacity is generally expresi.ed in terms of stocking rate 
or grazing intensity. it has been well established in several grazing trials, both 
on lowland and upland ranges, that increased stocking rates (Le., grazing a 
larger number of sheep per unit area of land), will result in lower live weight 
gains and declining carcass weights of individual lambs (Gudrnundssnn and 
llelgad&tir, 1980; (ludmnundsson, 1982). Variation in carcass weight between 
years is also evident, irrespective of stocking rate. For example, in one of the 
above trials the mean carcass weight was only 12.7 kg after the exceptionally cold 
summer of 1979 compared with 15.6, 15.0, 13.9 and 14.2kg in the four preceding 
years on the same moderately grazed experimental pasture. Sinco the 
profitability of sheep farming is heavily dependent on the carcass weight of the 
lambs, any reduction will result, in lower net income of individual producers. In 
addition, poorer grading of light carcasses aggravates such a decline in 
profitability. 

It would he an oversimplification to assume a direct relationship between 
vegetation growth and carrying capacity on the one hand, and lamb growth rate 
and carcass weight on the other. Variation in herbage quality within each grow-
ing season is also of importance, and this in turn is influenced by climate, partic-
ularly by the temperature at different times of the year. These and other factors 
are considered below, in an analysis of several years of data on climate and car-
cass weight. 

4.3. Material and Methods 

The study is based on two main sets of data. Firstly, information on carcass 
weights from four slaughterhouses in northwest, north, east and southeast 



478 
	

Effec!s of rJimatc ,anaIions in !crJand 

P'gure 4.2. Location of the four districts included in the study. 

Iceland (Figure 4.2, and secondly, on weather records from the Icelandic 
Meteorological Office representative of these four locations for the period 
1965-1983. Earlier livestock data are unreliable because great changes in sheep 
husbandry practices have taken place in recent years A study of national aver-
ages of carcass weight, and tern peraturc was also included. Information on sheep 
numbers was obtained from official livestock records. Local sheep-recording data 
were consulted with regard to changes in larnbing rate over the period of study, 
and several points relating to the sheep data were verified by correspondence and 
discussions with local farmers, advisory officers and slaughterhouse managers. 

The carcass weight data were selected on the basis of two main criteria, 
firstly, that the districts reflected extremes in climate within the country, and 
secondly, that the available nieteorological data reflected as much as possible the 
climatic pattern of the actual summer grazing area of the sheep in each locality. 
Furthermore, the choice of carcass weight data was narrowed considerably by 
the necessity to consider only those localities where all lambs from the district 
had been slaughtered in the same abattoir throughout the whole period of study. 
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It should he pointed out that carcass weight is not only influenced by cli-
mate, range vegetation growth and grazing pressure (I)rmundssou, 1979). 
Some of the variation can be attribnted to other factors too. These include the 
standard of husbandry and winter feeding of the ewes, the ratio between single 
and twin lambs, the ratio between males and females due to annual differences in 
ewe replacement rate, whether or not the lambs arc grazed on cultivated land for 
a few weeks before slaughter, and the age of the lambs at slaughter. Some of the 
data had to be corrected for differences in weighing methods in the ahattoirs. 

4.4. Results 

In Table 4.1, data on the means and interannual variability of sheep numbers, 
carcass weight and four measures of temperature, from the period 1965 1983 are 
presented, for the four study districts, and for Iceland as a whole. iloth sheep 
numbers and carcass weight differed considerably between districts, and the 
marked differences in the standard deviation values are of interest in relation to 
possible causal climatic factors. One of these, temperature, is represented by 
several measures, all of which show ckar differences between districts 
(highlighted by cooler and more variable tcrnperature.s in the north than in the 
south). 

To lend some statistical support to these qualitative comparisons, the 
results of a regression analysis relating carcass weight and sheep numbers to 
each of the temperature measures, are summarized in Table 4.2. The local varia-
tions demonstrate that national averages should be viewed with great care and 
they may, in fact, he misleading due to the many and complex factors involved. 
Thus for example, the carcass weight is more strongly associated with tempera-
ture variation in the Arneshreppur district than in the other districts studied, 
carcass weight being reduced by 802 g for a decrease of I C in the rriean annual 
temperature (assuming the number of win terfed sheep is held constant, see Table 
4.2). This relationship is further illustrated in a scatter diagram of the actual 
values (Figure 4.2). It is clear that summer (May---Scpt) temperature exerts 
quite a strong influence on lamb growth in mountainous districts (the Arncshrep-
piir district, Olafsfjördiir district and florgarfjördur cystri district) in contrast to 
the Oraefl district where the climate is considerably warmer and rriost of the 
sheep graze on lowlands throughout, the summer. In this district, correlations 
are also weak between the the other temperature variables and carcass weight. 
In the Olafsfjördur district, where the ground is normally covered by a thick 
layer of snow in winter, the late winter (January—April) temperature is of little 
significance for carcass weight, suggesting that the rangeland vegetation is pro-
tected by the insulating properties of snow cover during the period when it is 
most prone to winter kill (see Sections 2 and 3). 

As mentioned above, lamb growth may be affected by rainfall in sunmimer, 
particularly when both cold and rain occur together. In the present study, spe-
cial attention was paid to possible rainfall effects in the Oraefi district, which is a 
relatively high rainfall area. The analysis did not reveal any significant 
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Table 4.2. Regression equations and coefficients of determination (R 2 ) of carcass 
weight on the number of wjnt,erfed sheep (in hundreds, X0 and on different climatic 
variables (X2 ) for four districts and for all Iceland 1965 1983 (standard error of the esti-
mate is in parenthesis). 

Glimatic veriab!e(X2 ) 	 l3e gien Equatiorii 

Grass growth 	Arneshreppur 16.91 --0.114 	(0.025)X 1 	-+ 4.66 (0.91)X2 0.84 
index 5 	 OlafsfjSrdur 15.78--0.135 	(0.098)X1 1 2.40 (1.55)X2  0.22 

Borgarfjordiir eystri 15.60-0.076 	(0.031)X 1  .1 2.73 (1.75)X2 0.33 
Oraeli 97910056 	(0.036)X 	- 2.01 (1.23)X2 0.16 
All Iceland 13.91- 0.00030(O.00018)X1 1-2.82 (0.96)X2  041 

Mean annual Arneshreppur 18.51 0.150 	(0.028)X 1  1 0.802 (0.190)X2  0.80 
temperature Ola[sfjordiir 16.510.135 (0.098)X1  1 0.41 S (0.269)X 5  0.22 
(Oct-Sept, 'C) T3orgarfj6rdur eystri 1658 0077 	(0.03J)X1  40.442 (0.268)X 2  0.34 

Oraefi 11.054 0.055 	(0.036)X1  + 0.189 (0.223)X 2  0.15 
All Iceland 14.98 0.00030(0.00018)X1  10.416 (0.145)X2  040 

Mean temperature Arneshrcppur 21.20 0.167 	(0.034)X 1  4 0.264 (0.1 13)X2  0.68 
(Jan Apr, 'C) OlafsfjOrdur 17.66-0.132 (0.104)X 1  10.107 (0.142)X 2  0.14 

l3orgarljordiir eystri 17.690.072 (0.034)X 1  0.067 (1.505)X2  024 
Oraefi 11.91) 0.052 	(0.036) X 1  4 0.077 (0.117) X2  0. LI 
All Iceland 16.05- 0.00025(0.00018)X1  10.187 (0.068)X 2  0.39 

Mean growing Arneshreppiir 16.20 -0.346 	(0.031)X 1  0.675 (0.20i)X 0.75 
season temperature OlafsfjSrdur 14.09 0,147 	(0.094)X1  10.579 (0. 200)X 2  0.42 
(May- Sept, 'C) Borgarfjordur cysiri 15.20 0.073 	(0.031)X1  4(1.412 (0.240)X2  0.35 

Oraefi 11.00 	0.056 	(0.037)X 1  10.102 (0.249) X2  0.43 
All Iceland 14.26- 0.00035(0.00019)X1  1 0.325 (0.140)X2  0.32 

Arneshreppur 21.25 0.179 	(0.038)X 1  0.57 
OlafsfjSrdur 17.77 0.00029(0.0001)X 1  DII 
Borgarfjorchir eystri 17.770.0073 (00033)X 0.23 
Oraefi 11.9510.053 (0.035)X 1  0.12 
All Iceland 16.30 0.00029(0.00022) X1 0.10 

5 F1iiation (2.4): 0 	0.109 4- 0.281A - 0.02A 2  

relationship between summer rainfall and carcass weight in that district.. There-
fore it was concluded that the rainfall data available did not warrant further 
investigation bearing in mind that rainfall is extremely variable within any giverl 
district in Iceland, rendering such data miicl less reliable than temperature 
records. Moreover, sporadic 2- to 3-day spells of heavy rainfall and low tempera-
tine generally considered harmful to ewe and lamb performance, particularly in 
spring and early summer, are not likely to be properly represented by monthly or 
seasonal averages. 

It is worth noting that the sheep number alone, representing grazing in ten-
sity, accounts for 57% of the yearly variation in carcass weight in the Arneshrcp-
ptir district, carcass weight being reduced by 179g for an increase of LIX) win-
terfed sheep (Tab'e .2). Lower values were obtained for other districts indicat-
ing that grazing intensity had remained modest or low throughout the period of 
study. 
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Pgnrc .5. Scatter diagram showing the relationship between annual (October 
September) mean temperature (DC) and carcass weight (kg) in the Arneshreppur district 
in northwest kelarid frorn 1965 to 1983. 

4.5. Interpretation of the ReuJts 

When interpreting the results obtained, it is important to hear in mind that 
lamb growth is influenced by several factors, sonic of which are interrelated. 
Although considerable information is now availabk on the relationship between 
temperature and grass growth on cultivated land in Tceland (see Sections 2 and 
3), if is not known how strongly the productivity of natural pastures is 
inlliienced by variation in temperature per se. However, observations indicate 
very substantial yearly fluctuations, particularly at higher altitudes, and it is 
generally assumed that carrying capacity is closely associated with vegetation 
growth, (ie., both the yield and the duration of the growing season). 

The results reported in this section on the impact of temperature on car-
cass weight certainly support the view that carcass weight of lambs may, to a 
certain extent, he indicative of the carrying capacity of rangelands. The strong 
correlation between temperature and carcass weight in the Arneshreppur district 



The effects on the cnr,tng capactty ofrangeIanifpo.tures 	 483 

in northwest Iceland is in accordance with expectations, and it has become clear 
that sheep number in a given area, reflecting grazing intensity, aggravates the 
decline in carcass weight in cold years, particularly in the north. Furthermore, 
the relationship between tern perature and carcass weight is affected by th0 nutri-
tive value of the grazed vegetation. Thus abundant grazing may in certain cases 
be associated with poor lamb growth rates in late summer and early autumn due 
to an early deterioration in ni.itritive value. Conversely a reduction in vegetation 
growth and carrying capacity clue to a lowering in summer temperature may in 
some years be associated with satisfactory carcass weight, i.e., when herhage 
quality is maintained at a relatively high level throughout the grazing season. 
Low temperatures, providing they are above freezing point, are in fact found to 
be more favorable to the nutritive quality of pasture than high temperaturcs 
(Wilson, 1982). 

For the reasons stated above it could he an oversimplification to assume a 
direct relationship between temperature and carcass weight. An alternative 
method is to construct a model incorporating the effects of both temperature 
and precipitation on carcass weight and carrying capacity of rangelands, on a 
district basis. While the available data were inadequate to permit the construc-
tion of a model for the purposes of conducting scenario experiments, we have 
attempted to identify those factors that are important in developing a model of 
this kind in Subsection 4.6. In examining this problem special attention has been 
paid to the modeling approach adopted by Sibbald ci al. (1979) working with 
sheep on hill pastures in Scotland. 

4.6. Proposed Model 

As a starting point the simple assumption is made that lamI) growth is propor-
tional to nutrient, supply. From a biological viewpoint this relationship may he 
linear within a certain range. If the nutrient supply falls below a certain critical 
level, growth may be permanently stunted by deficiency. It seems unlikely that 
such extremes would be reached under present ke.landic conditions but values 
representing nutrient deficiency could be included in the model. 

Under rangeland grazing conditions in Iceland it seems likely that stocking 
rate is sufficiently high in most areas to affect lamb growth, particularly in cold 
years, as indicated in the results presented above. Thus the relationship between 
the nutrient supply and the stocking rate has to be allowed for in the model. For 
this purpose, and to determine the stage at which stocking rate begins to affect 
growth, the widely documented relationship between gain per animal and stock-
ing rate (Jones and Sandland, 1974) should he considered. Clearly this occurs at 
a lower stocking rate in cold years due to the adverse climatic effects on pasture 
yield. Moreover, in some districts horses are in direct competition with sheep for 
rangeland grazing and their contribution to the stocking load should be 
accounted for wherever possible. 

At this stage it is appropriate to consider the nutrient supply in both quan. 
titative and qualitative terms. While carrying capacity is only a function of 
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pasture yield, lamb growth is also influenced by pasture quality. These factors 
are considered below. 

Pasture ye1d is clearly affected by climate, mainly by temperature and in 
some cases by precipitation, and other climatic factors may be of importance too. 
In fact, such effects have to a certain extent been reflected in the results reported 
above. The climatic impact could be determined with greater precision by 
including in the model information representing several rangeland characteris-
tics, such as the area, and distribution of the main plant communities classified 
according to altitude. It seems rcaflstic to assume that such information will 
become available from vegetation maps in the not too distant future. Further-
more, deeper understanding of climatic effects is required. Although linear 
responses may be expected in some cases it is likely that the relationship between 
climate and pasture yield will he curvilinear when the more extreme climatic 
conditions are included. If winter temperature is included in the model, it would 
seem relevant to consider both snow cover and snow depth. Since many of the 
rangelands are in the interior of the country, at high altitudes, it is important to 
bear in mind that detailed meteorological records are lacking for most of these 
areas. 

Pasture qwthty may be limiting to lamb growth irrespective of pasture 
yield, as indicated above. Abundant vegetation growth in early and midsummer 
due to favorable climatic conditions may result in nutritive quality of grazed 
herbage being of inferior quality in late slimmer giving relatively poor carcass 
weight. The reverse may apply in colder years provided the stocking rate is not 
in excess of carrying capacity. Thus the nutritive value of pasture interacts with 
pasture quantity, stocking rate and climatic factors. It is considered to be of 
vital importance to include pasture quality parameters in the model, but unfor-
tunately only limited data are available at present and a great deal of work is 
required in this area, e.g., by the more widespread monitoring of fistulated Sheet) 
(animals fitted with special equipment for measuring the composition of ingested 
feed). 

Carrl/- oeer effects on I)asttlres of climate and stocking rate from one year to 
another are also important. It is, for example, reasonable to assume that the 
vegetation of the rangelands and their carrying capacity was adversely affected 
not only during the extremely bad year of 1979 but also in subsequent years, 
particularly in the uplands General observations certainly suggest such carry-
over effects, but it is not clear how they can most efficiently be represented in the 
framework of a model. 

4.7. Effects of a Warmer Climate 

As shown in Table 4.1, the mean annual temperature for the period 1965-1983 
was 3.3°C at Stykkishólrnur, which represents the national average quite well 
(see Section 1). This is 0.4°C lower than the mean temperatnre for the baseline 
period, 3951-1980 (Scenario I), 1.5°C lower than the mean of the warmest 10 
years after 1930 (Scenario IV) and 4.3°C lower than the climate predicted for 2 
x CO2  conditions (Scenario V) (for details, see Section 1.10). The warmest 
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years of the period 1965-1983 were 1972 and 1980, both with an annual mean of 
4.2°C and mean carcass weights of 14.41 and 14.65kg respectively, the lattcr 
being the highest mean carcass weight recorded for the entire period. On the 
other hand, the coldest year, 1079, had an annual mean temperature of only 
2.3°C and the lowest mean carcass weight of the period (13.02kg). A com-
parison of these extremes, taking into account at the same time the results of the 
regression analysis in Table 4.2, suggests a 0.4-0.8kg change in mean carcass 
weight for each I °C change in annual mean temperature. The corresponding 
changes in carrying capacity of rangelands may well he greater, possibly in the 
range .10-20% per I °C, and somewhat greater than the values obtained for cul-
tivated hayfields (see Sections 2 and 3). Whether a 4.4°C increase in tempera-
ture relative to this 1965 1983 period (the CISS 2 x CO 2  scenario) would (by 
extrapolating these relationships) result in a 25% increase in carcass weight and 
a 60% increase in carrying capacity still remains open to speculation. 

Although no definite predictions are made, it is reasonable to assume that 
any warming of the climate would strengthen the rangeland vegetation and 
increase the carrying capacity, provided other factors such as precipitation would 
remain favorable. While all rangelantis in the country would be affected, it is 
obvious that climatically marginal regions (i.e., northerly and high altitude 
areas) could benefit greatly from such changes. A temperature increase of 1.3°C 
(Scenario V) would not only increase herbage yield substantially but also 
increase the length of the annual grazing season and thus reduce the need for 
winter housing and indoor feeding. This could resi.ilt in considerable changes in 
livestock management - for example, earlier lambing and a less seasonal 
slaughtering of sheep which now only takes place in September and October. 
However, it would be of limited practical value to consider only carcass weight, 
and carrying capacity in isolation. Gains in herhage quantity may he offset to a 
certain extent by reduced herhage quality affecting lamb growth as indicated 
above. A further drawback of a warmer climate would probably be a greater 
disease risk to grazing animals, particularl y  parasitism. Nevertheless, the impact 
of a warmer climate would in most respects be advantageous to rangeland 
maintenance and ntiliation. In economic terms grassland-based livestock pro-
duction in Iceland would certainly become more competitive with livestock 
industries in neighboring countries. 

4.8. Impact of a Colder Climate 

In contrast to warming of the climate, cooling could conceivably lead to a 
maied reduction in carcass weight associated with poorer grading of the meat, 
and even a relatively greater decline in the carrying capacity of rangelands. Seri-
ous problems could arise, their severity depending on the magnitude and dura-
tion of the climatic cooling. 

The coldest 10 years after 1930 (Scenario 111) are all within the period of 
the carcass weight study, and past experience shows that a noticeable declinc in 
rangeland vegetation growth occurs in such years. It is indeed a matter of great 
concern to know how Icelandic rangelands would respond to several cold years in 
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succession, perhaps a whole decade similar to 1859-1868 (Scenario IT) with a 
mean annual temperature of only 2.4 C (only little higher than the value 
recorded for the extreme year of 1979, and nearly I C lower than the average for 
the period 1965-1983). To investigate such effects, particular attention should 
be paid to the northernmost parts and the high altitude regions of Iceland which 
are most sensitive to climatic cooling (see Section 1). To illustrate, mean carcass 
weight in the Arneshreppur district in northwest Iceland dropped from 16.22kg 
in 1978 (annual mean temperature 2.6C) to 13.70kg in 1979 (1.4 C) and rose to 
15.79kg in 1980 (3.6c). These years were followed by three cold years in suc-
cession, leading again to reduced carcass weights. There was a substantial 
decline in vegetation growth during these years resulting in overgrazing ((;. Val-
geirsson personal communication 1984). Thus a few cold years concurrent, with 
increasing sheep numbers apparently caused a drastic reduction in the carrying 
capacity of rangelands. 

From such considerations, a vital question arises concerning how to couri-
teract the greatly reduced carrying capacity of rangela.nds due to lowered teni-
perature. It can be argued, justifiably, that various developments in agriculture 
over the last few decades have reduced the vulnerability of, for example, sheep 
production to impacts of climatic change. These included increased hay produc-
tion from cultivated land, better indoor feeding and much reduced dependence 
on grazing in winter, more widespread use of cultivated pastures for grazing in 
spring and autumn, drainage of bogs and better rangeland management. The 
Oraefi district in southeast Iceland represents an outstanding example of an area 
where radical agricultural changes have taken place, mainly due to substantial 
land reclamation for hay production and grazing. Thus this district has become 
much less dependent on rangeland grazing which may partly account, for the 
relatively  small annual variations in carcass weight compared with the other dis-
tricts (see l'a6Ie 4.1). ft should he noted, however, that this area enjoys a rela-
tively mild and stable climate by Icciandic standards. 

While short-term cooling effects can he met without much difficulty, the 
implications of Scenario ii, with an annual mean temperature of only 2.4 C com-
pared with the national average of 3.3 C for the period 1965 - 1983, would prob-
ably call for some major and hitherto unprecedented adjustments of both 
economic and social importance. At lower altitudes, a decline in carrying capac-
ity could he offset to a certain extent by aerial fertilizer application of range-
lands, a costly procedure if needed for several years in succession. however, it 
seems more likely that a drastic decline in carrying capacity as a result of a 
shorter grazing season and reduced vegetation yield would have to he met by a 
substantial reduction in both sheep and horse numbers, perhaps by 30- 50, in 
order to maintain acceptable animal performance and prevent deterioratii in 
the vegetative and soil resourc.es of the rangelands. historical evidence certainly 
indicates that soil erosion in some parts of the country can he substantially 
enhanced under such low temperature conditions (Sveinsson, 1958). In marginal 
areas highly dependent on sheep production such changes could prove disastrous 
to the rural structure unless parallel policy adjustments were made. 

Abrupt changes in livestock numbers should he avoided if possible. One 
means of mitigating such fluctuations in the event of climatic cooling is to utilize 
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the lowland ranges more ciliciently, particularly drained bogs that are known to 
have greater carrying capacity than the upland ranges. Already there is a 
definite trend in this direction, for example, the grazing of horses has been elini-
mated on most common upland and mountain ranges where both soil and vege-
tation are most sensitive to excessive stocking and climatic stress. The widely 
practiced restrictions on the length of the grazing period for sheep on the corn-
inons also serves to reduce grazing intensity. Limits to the number of grazing 
animals may be enforced by law if necessary. 

4.9. Conclusions 

The results presented in this section point to a relationship between carcass 
weight of lambs and temperature, which appears to be a useful indication of 
climate-related changes in vegetation growth and carrying capacity. The carcass 
weight temperature relationship varies with location and is also affected by, for 
example, the variation in stocking rate and in nutritive quality of grazed herb-
age. It should therefore be interpreted with care. The design of a rangeland 
model is proposed and outlined, although lack of data does not allow its con-
struction at this stage. 

On the basis of the evidence available, it is postulated that each 1 'C 
change in annual meati temperature may result in a O.4-0.8 kg change in mean 
carcass weight and a 10-20% change in the carrying capacity of the rangelands. 
Thus any major climatic variations, particularly decreased temperatures, would 
certainly require substantial adjustments in terms of animal performance and the 
utilization and preservation of rangeland resources. Special attention should be 
paid to the possible effects of such changes on ecosystems at the higher altitudes 
and in northerly districts, for example, in relation to soil erosion. 

Against this background it is considered extremely important to implement 
long-term (10-20 years) grazing experiments representing extremes of rangcland 
conditions in conjunction with detailed monitoring of vegetation growth and 
recording of meteorological data. Such policies of preparedness and strategic 
planning to cope with the effects of climatic change on Icelandic agriculture are 
explored further in the next, concluding section of this report. 



SECTION 5 

Implications for Agricultural Policy 

5.1. Introduction 

There is little diversity in Icelandic agriculture, which is primarily based on grass 
cultivation, grazing and forage conservation, and the production of meat and 
milk from ruminants. Around 80% by value of agricultural production is 
obtained from sheep and cattle farming. The remainder is obtained from horses, 
pigs and poultry, potatoes and vegetables (including gla.sshoiise products). 

An objective of agricultural policy in Iceland is self.-sufliciency in those 
products that can be economically produced locally. To achieve this, it is neces-
sary to control fluctuations in production, such as those caused by climate, so 
that supply matches demand, thus avoiding shortages and overproduction. A 
further objective, arising from the isolation of the country, is to depend as little 
as possible on imported resources. One way to meet these goals is to ensure the 
retention of fodder reserves and other food products in order to buffer the effects 
of unavoidable or natural fluctuations. 

The influence of climate on agricultural output is largely the result of its 
effects on plant growth, both on cultivated pastures and on rangelands. As in 
other industrialized countries, it has been possible to mollify the effect of climate 
with various technological and economic measures. however, extreme weather 
conditions can still have considerable impact, as was shown during the late 
19603, when severe winter kill of grasses occurred. The wet summers which from 
time to time cause great losses to farmers are another example. These losses are 
caused by unsuccessful fodder conservation, especially during hay-drying, which 
is the main method of forage conservation in Tceland. In wet summers up to 30-
40% of digestible dry matter can be lost, whereas tinder favorable conditions the 
loss is only 7-10% (Gudmundsson, 1977). 

Figure 5.1 summarizes the effects of climate on sheep farming and shows 
how its effects on a particular farm can be modified. Success in moderating the 
effect of climate depends on the ability of the manager, the technological level of 
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Figure 5.1. Effects of climate on kelandic agriculture. In the case of specialieed crop 
cultivation, such as cultivation of fodder plants or vegetable production, certain effects 
do not apply, but otherwise the interactions are the same. 

the particular farm activities, the price of various materials and government 
actions. These points will he discussed later. 

5.2. Types of Effects and Responses 
With the prevalence of market forces in most industrialized countries, both 
beneficial and detrimental variations in climate have a considerable effect on 
market balance and hence on agricultural income. The response must conic from 
government, research and advisory institutions and from farmers themselves. 

Responses to climatic fluctuations can he divided into two categories 
according to the type of fluctuation. On the one hand there are short-term 
fluctuations lasting only a single season, or one to two years. On the other hand 
there are longer-term changes that persist more or less continuously over three 
or more years. The consequences of climatic fluctuations for agriculture and 
responses to them have been categorized in Table 5.1. Beneficial and detrimental 
variations are considered separately. 
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Table 51. The effects of climatic variations on k.elandic, agriculture and responses to 
them. 

F/ucttiaion 	 Effecls 	 Responses 

I. /)etnrnen/aI 

SHORT TERM 	Crop faili.ire 	 Fodder purchase (home/abroad) 
(1 or 2 years) 	More expensive products 	Increased fertilizer application 

Reduced income for farmers 	Cultivation of green fodder 
Pressure on rangelands 

Assistance to farmers 
Insurance 

LONG TERM Reduction of livestock due Importation of feed and 
(3 years and more) to feed shortages and agricultural products 

deterioration of rangelands 
More expensive products Changes in methods of 

cultivation, harvesting and 
Feeding (including breeding of 
plants and farm animals) 

Fewer farmers and depopu- State assistance to discourage 
lation of farming areas rural depopulation 

11. 	Beneficial 

SHORT TERM High fodder yield Accumulation of fodder reserves 
(1 or 2 years) Cheaper agricultural Accumulation 0f produce 

production reserves 
Higher income for farmers 
Increased production Reduced prices because 

of increased production 

LONG TERM As for A but also danger of Search for new markets 
(3 years and more) continued overproduction 

Potential for new fodder Farmers encouraged in new 
and food crops production possibilities 

Afforestation 

Farmers respond primarily to short-term fluctuations, whereas the advisory 
services, research establishments and government must react to lOnger-tCTM 
fluctuations. Short-term fluctuations, if they arc beneficial, would be expected to 
assist the running of farms by providing potential fodder reserves for use in 
poorer, detrimental years, for which every farmer must he prepared in Iceland. 

Longer-term fluctuations, on the other hand, require major adaptation to 
changed conditions. In good years the adaptation would probably occur through 
the initiative of farmers themselves, scarcely influencing the society as a whole. 
Conversely, effects of an unfavorable longer-term fluctuation are much more far 
reaching and serious. These are the changes which have had and will always 
have the most serious effect on the survival of farmers and which influence 
society most. For example, when a cold spell has lasted for many years in Ice-
land, the cumulative effects have sometimes ted to a shortage of farm products 
and the depopulation of farming districts. The cold spell after 1860 is an 
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Figure 5.2. The impact of a run of cool years on livestock farming in Iceland. The max 
imum number of cold years that can be tolerated by a local farm/community before iL is 
abandoned depends upon the economic strength of the farm/community and the ability 
of the manager to adapt production to changing conditions. 

illustration of this, when areas in the northeast became depopulated and people 
moved to North America. Again, during 1965 1970, agriculture was badly hit in 
the northeast and also in the western part of the north country due to cold 
weather. In the worst-hit areas hay yields were up to 50% lower than the mean 
yield for the period 1900 1968 (Gudleifsson, 1971). Figure 5.2, which 
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summarizes the effects of a cold period on sheep and cattle production, indicates 
that the climatic changes which concern farmers and governrricnt most are (hose 
associated with colder weather, especially if several cold years occur in succes-
sion. However, recent experience shows that a beneficial climate can also lead to 
serious problems, in this case due to overproduction. 

Under certain circumstances precipitation can have just as great an effect 
as temperature on the quality and, hence, the utilization of home-produced 
fodder (Gunnarsson, 1983). The most widely acknowledged negative effect in 
Icelandic agriculture is its effect upon haymaking. In Iceland, rainy summers 
occur more often and their consequences are more serious in the south and west 
than in the north and east of the country since the southerly air currents that 
carry most precipitation lose moisture on their way across the mountains. 
Excess rainfall can cause reduced quality of the hay and thus makes winter feed-
ing more difficult and more expensive because of the need to buy additional 
fodder. Poor haymaking conditions have the most serious effects if they follow a 
cold winter and spring, or if they occur during a long-lasting cold climatic 
period. Then a limited fodder supply and poor nutritional quality occur 
together. Experience shows that the impacts from heavy rainfall during hay-
making are primarily short-term fluctuations, according to the definition given 
above. 

5.3. A Summary of the Effects on Agricultural Activity and 
Agricultural Output 

5.3.1. The regression models 

Some of the more important quantitative relationships reported in detail in the 
preceding sections are summarized in Table 5.2, with some modification to allow 
comparison between results. 

Two estimates, based on different data sets, have been made of the effect of 
climatic variation on hay yield. Those reported in Section 2 are based on data 
averaged for the whole country and are collected by the government to estimate 
hay reserves and to make decisions in the event of hay harvest failure. In actual 
fact these figures vary considerably between different parts of the country. For 
example, Fridriksson (1970) has shown that fluctuations in hay yield are consid-
erably larger in the northern part than in the southern part of the country (Fig-
ure 5.5). Similarly, comparable differences in yield variation were found at the 
Icelandic experimental stations (see Section 3, Figure 3.2). The data are from 
experimental fields (kept for hay production and not grazed), which are generally 
better managed than farmers' fields and are less sensitive to climatic variations. 
In spite of these differences, however, the two estimates of effects on hay yield 
are broadly similar. 

5.3.2. The results 

The results of the Iceland case study have been analyzed in terms of the five 
main temperature scenarios described in Subsection 1.10 of this report and are 
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F'ignre 5. 3. Mean yearly hay yields (t/ha) in two districts in the north of Icelafld (Kal-
dranano.shreppur and Svalhardshreppur) and two districts in the south of Iceland (Kjs 
and Skeid) 1951 1968. (From Fridriksson 1.970 ) 

siimrnaried in 7ble 5.8. Four points concerning Table 5.1 should be stressed. 
Firstly, the results are an average over the whole country. Considerable devia-
tions can he expected from one location to another. 

Secondly, the results are given for average temperatures for each scenario 
not for individual years. It is not certain that the assumption of a linear effect of 
temperature on grass growth is justified. The averages may thus give a more 
optimistic estimate of results than would have been obtained if individual years 
had been considered. The investigations in Section 3, on deviations of individual 
years from the mean Indicate the importance of this point.. 

Thirdly, it is assumed that the farming technology used in the reference 
period (Scenario I) does not differ from that in the other scenarios. The interac-
tion between technology and ci mate, and the effect of the continual chaiiges in 
technology with time, are difficult, to estimate. however, both will have an 
irriportant impact upon agricultural output in the various climatic scenarios. 

FinaHy, the estimations (especially those drawn from Section 2) are based 
on the distribution of agriculture within the country as it has been over the last 
few decades. This distribution is constantly changing and adapts itself to, 
among other things, climatic conditions. 

1ffee.f.s of short-term rlmrna(c vanatwns (Scenarios II, II! and IV) 

According to the estimates in Table 5.1, under the colddecade scenario (II), 
average hay yields for the whole of Iceland could be 16-19% less than in an 
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average year under present-day conditions, though in particular areas yield could 
be reduced by much more. hay reserves would not go far to meet such a reduc-
tion over several consecutive years, but they could make adaptation easier. The 
first reaction to the yield reduction would he increased use of feed concentrates, 
the cultivation of annual fodder crops, and increased fertilizer on fields undarn-
aged by winter kill. Technically these measures could make up for production 
losses caused by a cold period, but farming costs would increase sharply, eroding 
profits, unless accompanied by a change in pricing policy. 

If a 16-19% shortage of feed were to be met by imported feed concentrates, 
the extra cost to the average farm would equal 29-38% of tile farmer's esttmate(l 
net income (based on a representative farm, as defined in drawing up the Agri-
cultural Price Agreement -. Sigthdrsson, 1974). This is the estimated average 

loss for a farmer in an average year under Scenario II, which means that individ-
ual farmers in particular areas would experience even greater cuts in income in 
some years. Few farmers would accept such losses for many years. Without 
public support, the hardship would quickly lead to depopulation of farming dis-
tricts. 

increased fertilizer could probably compensate for only a part of the fodder 
shortage, though it would he more economical to keep hay fields large and apply 
suboptimal rates of nitrogen in average years, in order to obtain the necessary 
hay reserves for the farm each year (Section 2). Assuming an average rate of 
80kg N/ha, half of the fodder shortage could be met by increasing nitrogen by 
26.6 kg/ha (Section 3). Official figures indicate that this could cost up to 5% of 
net income. The fodder that would still be lacking and would have to he supple-
mented by the purchase of feed concentrates would equal 15-20% of net income, 
so that these corn hined measures would cost something like 20- 25%  of net 
income. From this rough estimate it seems more economical to meet cold years 
by using increased fertilizer and supplementing with feed concentrates, rather 
than meeting them entirely with the purchase of feed concentrates. There 
appear to be good reasons, therefore, to study more closely the effects of nitrogen 
fertilizer in cold years and the possibilities of controlling grass growth by appli-
cations of fertilizer that are given according to the mean temperature of the 
preceding winter. 

Cold years do not appear to affect significantly the carcass weight of lambs 
(Table 5.) but do appear to affect the carrying capacit.y of rangelands (see Sec-
tion 4). This tends to hear out the experience of the last few years which have 
been very cold. In order to dimniish the gra7ing pressure on sensitive areas, it is 
important to protect those habitats which are at high altitudes and concentrate 
the grazing onto the lowland areas. In contrast, the effects of a warm period 
(represented by the ensemble of years in Scenario IV) would include increased 
hay yields (perhaps 13-18% above the baseline), higher carrying capacity and 
carcass weights, and would provide the opportunity in many lowland areas to 
cultivate barley and maybe even to plant trees successfully. The further implica-
tions are similar to those discussed in relation to longer-term warming discussed 
below. 
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Effects of longer-term chmat!c warming (Scenario V) 

The effects on agriculture of a considerable increase in temperature, such as that 
estimated for 2 x CO 2  conditions in Iceland (Scenario V), have been estimated 
by simple extrapolation of the modol relationships (Table 5.9) and should there-
fore be treated with caution. however, the consequences can be further investi-
gated by comparison with countries where comparable climates prevail today 
(see. Sections 1, 2 and 3). From the estirriates in Table 5.3 it seems that these 
conditions would enable cultivation of new fodder crops, and it shoud thus be 
possible to cultivate barley for grain every year in the lowland areas of the c.ouri-
try. In this way Iceland could become largely self-sufficient in feed barley (see 
Section 2, and Sigurhjörnsson, 1982). Additionally, the area experiencing mean 
July temperatures above 10YC would increase sharply (Table 5.5), opening up 
considerably more land for barley cultivation. 

It is estimated that the feeding period for sheep, under Scenario V would 
be shortened by at least two months, and indoor Iced requirements would be 
reduced by at least one-third (arid by a lesser amount for cattle). The competi-
tiveness of livestock farming, both locally and on foreign markets, would prol)-
ably become considerably stronger. 

The most obvious change under a warmer climate would probably be on 
the rangelarids, where more lush vegetation arid higher yields could be expected. 
Relatively small changes in temperature can have a considerable effect on vegeta-
tion in the rangelands, especially in areas of high latitude arid altitude, although 
the feeding value of fodder plants would probably he reduced (see. Section i). A 
warmer climate could also be expected to increase the danger of diseases both of 
plants (e.g., potato blight) and animals (e.g., parasitism), which might wcll 
reduce fodder crop yield and the volume of livestock production, and increase 
production costs. These effects are not considered in Table 5.3. 

Improved conditions in a warmer climate would not ne(:essanily reduce the 
risks that farmers take. The climnafe would still he variable and the risk would 
move to the new farming options, such as cultivation of the new fodder Crops, 
barley and root crops (see Section 3). 

5.4. Precautions Against Climatic Variations 

Predictions of climatic change are, as yet, unreliable. however, one can be cer-
tain that climate will continue to be variable, as it has been up to now. It is 
essential to keep this variability in mind when planning agricultural production. 
1"urthcrmore, it is clearly necessary to plan a response to maintain fodder and 
food production in the colder years. Finally, it should be noted that all long-
term fluctuations in the climate are likely to be felt through short-term condi-
tions. Effective reaction to short-term fluctuations can thus make the adaptation 
of the agricultural production system to longer-term fluctuations a lot easier. 

5.4.1. Mitigating the effects of a colder climate 

With the above points in mind, as well as the general principles outlined earlier 
(see Subsection 5.2), a policy for cold years can be formulated, as shown below. 
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Precautions on the farm 

It is most important for farmers to produce and maintain sufficient reserves of 
feed. Experience has shown that a reserve of at least 35% over and above the 
needs in an average year (1951-1980) should be available. An even higher target 
(40-0%) is perhaps required in the marginal areas, whereas 25-30% is probably 
sufficient where growing conditions are more favorable. In connection with this 
it is important to pay attention to the following points: 

Cultivated areas should be sufficiently extensive. Over the last few years 
there has been a reduction in the number of cattle and sheep, partly due to 
difficulties of marketing at a national level. Further reduction can be fore-
seen. This change enables improvement in feed reserves. Rather than 
allowing fields to fall into disuse, cultivation should he maintained so that a 
reduction in growth during cold periods can be met by using additional 
land at a low level of cultivation. 
The choice of fodder crops to sow during the renovation of hay fields should 
be aimed at supplying requirements in cold years. Farmers shou'd, for 
example, avoid narrow selection and include at least a proportion of hardy 
fodder crops. The farmers could benefit from the assistance of research 
bodies and advisory services. 
The hay storage facilities should be matched to the reserves which are 
necessary for the farm in addition to the annual needs. 

Planning of agru nil ural production 

Hardships resulting from crop failure caused by severe cold in the north and wet 
summers in the south affect farming districts to a variable extent in Iceland. It 
is therefore an essential safety measure to sustain farming production in the vari-
ous parts of the country. In this way the risk of complete crop failure can be 
spread, as can the detrimental effects of rain during the haymaking period. 

An operations research model has been derived, which allows one to study 
the most economical ways to meet fodder shortages in certain areas (Adalsteins-
son et al., 1978). Depending on the price of hay and concentrates, the econotni-
cal distances to transport hay and the optimum timing for reducing the nntnher 
of winterfed livestock can be estimated. In the future, this model could possibly 
be linked to growth models in order to facilitate an integrated assessment of the 
response to severe climate. 

Harvest insurance 

Better organization of harvest insurance is required than exists at present, par-
ticularly takng into account short-term fluctuations in climate. A powerful 
insurance fund should be established which, while bound to cause an increase in 
agricultural prices, would he a necessary consequence of a policy of self-
sufficiency. Direct payments into the fund from the government should therefore 
be considered. The operation of Bjargrádasjódur (The Emergency Fund) has 
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been based on these principles, but it has in the past been too weak to meet 
major disasters. For example, financial support for Fodder purchase following 
the cold winter and spring of 1983 in the north and ihe east was loss than a 
quarter of the estimated direct loss to the farmers (Ministry of Agriculture, 
unpublished data). 

Responsilnhty of govfrnmenl 

It is important that government action should encourage the collection and 
storage of fodder reserves as well as the maintenance of appropriate reserves of 
agricultural products. In this context, the following should be mentioned: 

Organized govcrnrrient support to maintain the cultivation of hay fields and 
the building of sufficiently large fodder storage facilities on farms. 
Support of grass-pelleting factories in order to enable collection of fodder 
reserves which can be stored from one year to the next. 
Support of farms to encourage grin(lirlg and pelleting of hay, both in order 
to reduce the problems of storage (by reducing hulk) and to improve the 
utilization of the hay, possibly with the addition of other foodstuffs to the 
pellets. 
Support for the storing of (imported) feed concentrates, so that a 2- to 3-
month reserve is always available. 
Improved production of fodder From locally produced raw materials, such 
as waste products Froiri fish processing, which can increase the reliability of 
local agricultural production - 
A target For agricultural production should he a limited level of overpro-
duction, determined so as to enable the nation to provide adequate returns 
in poorer years The surplus from better years may he exported, and 
reserves of agricultural goods would he available to even out short-term 
fluctuations. Even though prices on the international iriarkets are low, lim-
ited exports are economically justified for ensuring a sufficient supply both 
of lamb and, more importantly, milk in all years 

5.4.2. Taking full advantage of a warmer climate 

During a period of anomalously warm conditions, the main problem facing agri-
culture is to sell the extra production and perhaps also to curtail production. On 
the other hand, a warmer climate will open up various new possibilities, includ-
i ng: 

(1) Increasing the opportunities of cultivating new fodder crops such as barley. 
This would lead to local production of carbohydrates, the constituent of the 
fodder which is at present in shortest local supply. In this way the country 
could become almost selfsufficient in fodder. It is possible to prepare for a 
warm period with well-organized research into cultivation and utilization of 
crops that are now marginal such as barley. At present, about 70000 tons 
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of concentrates, mostly carbohydrates, are imported. This amounts to 
1113% of all fodder consumption (including grazing), or 1.2% of (NP (by 
value). 
Protecting the land and cultivating more sensitive vegetation in the range- 
lands as less land is required for hay production and grazing. Afforestation 
would he of particula.r interest, both to improve the quality of the land and 
for timber production. The irriport of timber makes up around 2% of total 
lce!a.ndic imports (0.7% of GNP). It is conceivable that these costs could 
he reduced by 10 15% with local timber production. 
Changes in the character of sheep farming, since sheep would probably 
require shorter periods under shelter, while the growing period of fodder 
crops could he extended. Winter feeding and the need for hay would 
decrease. On the other hand, with a longer grazing period, increased graz-
ing pressure might result if the pasture productivity does not increase to 
the same extent,. It is conceivable that beef production would provide 
increased competition to lamb production. Both beef and sheep Ia.rrns 
could extend over greater areas. Taken as a whole, the changes would 
probably reduce production costs for these rrieat products. 

.5. Research 

Cont.inioul research into climatic effects on agriculture is of vital importance for 
reinforcing our current knowledge and understanding (including the results of 
this study) and in preparing for likely changes in climate. It would be useful, for 
example, to examine the more detailed year-to-year effects of wea thier 01! agricfl I-
t.urc over individual regions as a refinement on the period-averaged impacts at a 
na tiona.1 scale that have been the focus of this report. Anot lri'r topic requiring 
further attention is the effects of climate on the cultivation of food crops such as 
pnt.a toes and oilier vegetables, many of wh irh are, or in igh t become, of rapidly 
increasing import.a nec in Iceland. Preliminary investigations indicate that, it may 
he d iliic!j It to tind reliable data on the cultivation and productivity of these crops 
that could he used to establish relationships with climatic factors. 

Much of the emphasis of research into the effects of climate on agriculture 
has hitherto concentrated mainly on temperature. however, other factors are 
also of importance, such as precipitation (which can have a marked effect on the 
(Iiiality of the hay and losses during harvesting), insolation (determining the 
growth and development of all productive vegetation), and windspeed and expo-
sure (of importance to both crops and livestock, alike). 

It seems likely that the provision of fodder for rurriinants will continue to 
form the basis of Icelandic agriculture in the foreseeable future. Therefore, to 
accommodate possible future climate changes, research in two main areas is 
required. Firstly, studies should focus on agriculture in unfavorable conditions, 
for example, at the northern boundaries of cultivation shown in Section 1 in this 
report (sse Fmgure 1.8). The knowledge and experience of plant selection, breed-
ing, cultivation and harvesting in present marginal areas could he of considerable 
value, for, should the climate become colder, most of the country might then 
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experience the climate which presently prevails in these marginal areas. tt is 
also necessary, as a complementary study, to estimate the carrying capacity of 
rangelands under unfavorable conditions and to determine how grazing pressures  
could he reduced by the cultivation of annual fodder crops and by grazing cul-
tivated land. 

Secondly, corresponding research should focus on those parts of the country 
which currently have the best growing conditions, for esample, those areas with 
a frost-free period greater than 140 days (Fqure 1.10). One important avenue of 
research would concentrate on barley cultivation with a view to obtain 
knowledge, experience and techniques that could he applied to larger areas of the 
country in the event of a warmer climate. The use of data and exI)erience from 
other countries with present-day climates analogous to a. warmer Iceland can 
also supplement domestic research (as shown in Sections 2 and 3). 

F'urthcr research into the use of nitrogen fertilizer, especially in a colder cli-
mate is of findamental iTriportance both for the biological and the economic suc-
cess of fodder production in Iceland (as demonstrated in Section 3). In addition, 
valuable insights into the effect of clirriate on carrying capacity of rangetand 
vegetation could he obtained through the development of a production model of 
the type proposed in Section 4. To achieve this, it may be necessary to initiate 
specialized long-term grazing experiments, particularly in marginal areas. 

An important research and development project for stabilizing kela.ndic 
agricultural production would he to find a method to reduce yearly fluctuations 
due to weather in order to save the cxpenc and inconvenience of shortages and 
over-production. One method of stabilizing hay yield from one year to another 
would he to use varied levels of fertilizer application (see Section 2), and this is 
currently being tested in an experiment where Fertilizer use each year is deter-
rriined with respect to mean October- April temperature preceding the harvest. 
(see Subsection 2.2.10). Other methods should also he sought. 

The following research projects, which are all concerned with improving 
growing conditions, are of special importance: 

The heating of soil with geothermal heat and/or electricit.y to assist cultiva-
tion of vegetables is already in a research and development phase. Geo-
thermal energy, along with the use of plastic covers, can increase the yield 
of vegetables, even in the colder parts of the country or under a consider-
ably colder climate, and could help the country to become self-sufflcient in 
vegetables. 
Shelterbelts can be used to permit, the cultivation of more sensitive crops 
(barley, potatoes and other vegetables) as well as providing shelter for graz-
ing animals and buildings. The cultivation of shelterhelts is in an initial 
stage in Iceland and is being encouraged by cooperation between The Agri-
cultural Society and the government., with direct financial support to farm-
ers already available from the government, on request. 
It is necessary to encourage research into forestry both for land improve-
merit and for timber production. Forestry will be increasingly important, 
especially if the climate becomes warmer and the land requirements for 
sheep farming decrease. Moreover, forestry initiated in a warm period 
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could conceivably moderate the effeds of a si.ihsequent SIIOTt-term and even 

longer-term cooling of the climate, especially at the microscale. 

It would also he interesting to perform some economic investigations as 
indicated below: 

In order to investigate the reaction of individual communities to a cooler 
climate, it would he necessary to map accurately the influence of cold years 

such as 1965-1970 on agriculture and poptilation in those parts of the coun-

try that suffered the most (e.g., A rneshrcppiir in the northwest, and dis-

tricts in the northeast). In this way it would he possible to obtain valuable 

recent information on the actual reaction of communities to climatic 

change. These findings could then be applied to the wider context of the 

nation as a whole. 

The research that is discussed here is concerned primarily with the agricul-

tural sector alone. A. next step would he to investigate the repercussions 

elsewhere in the Icelaridic economy and society that would accompany the 

changes in agricultural capacity and production due to climatic changes. 

Itistory shows that individuals and communities are quick to adapt to 

changed conditions, especially to improved conditions. But history also indicates 

that they are often quick to forget previous experience. This is an important 

point both for research and advisory agencies. A few good years should not 

cause us to forget the bad ones. These agencies must have readily available the 

resources and the know-how to help farmers if the climate were to become cooler. 

Agricultural colleges must provide continued education on climatic fluctuations, 

their effects on agriculture, and ways to coumiterac.t these effects. 

Of one thing we may he certain: variations in climate will continue to 

occur in the future, as they have in the past. 
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Abstract 

Cereal farming in l'inland is very sensitive to year-to-year variations in climate. Any 
changes in climate over the longer term are therelere likely to affect crop yields and con-
sequently cereal production and farm incomes. This case study attempts to quantify the 
effect of climate on Finnish agriculture and, in particular, to study how variations in cli-
mate influence yields, production and the farm economy. 

Three studies of yield respo .ses to climatic variatmns are reported. Each utilizes 
regression models to estimate yields for a particular climate (represented by a set of 
meteorological data). Four types of climate (scenarios) have been simulated in each 
investigation: 

The reference or baseline climate, representing present-day climatic conditions. 
A warm-period scenario (selected from the historical instrumental climatic record. 
A cool-period scenario (also taken from historical data). 
The climate estimated for doubled concentrations of atmospheric carbon dioxide, 
based on predictions by the Goddard Institute for Space Studies (GISS) general 
circulation model - 

Changes in the yields of barley, spring wheat and oats have been estimated for each 
climatic scenario relative to the baseline. The assessments have been conducted for sites 
hoth in northern and in southern Finland to illustrate the geographical contrasts in 
present-day climate, changes in climate and changes in yield. The variability of crop 
yields is also examined, to evaluate the likely reliability of crop yields (crop certainty) 
under changed climate. 

To assess the farm level impact of climate-induced changes in crop yields, the 
profitability of cultivating cereal crops is also investigated. The gross returns per unit of 
production are balanced against the variable expenditure and farmer's wages, to deter-
mine net returns under each climatic scenario, assuming 1980 levels of prices and costs. 
An assessment is also made at national level, based on 1984 prices. 

Results indicate that changes in temperature and precipitation implied in the 
climatic scenarios can have a marked effect on crop yields. A cooler climate generally 
leads to below-average yields both in northern and in southern F'inland, but this effect 
may be compensated, to some extent, in southern Finland by increases in precipitation 
that Wnl]ld remove the risk of summer drought. In the north of Finland precipitation 
excess, rather than deficit, depresses yields so that for climatic warming to he beneficial 
for yields in this region, precipitation totals should not he too high. In general, however, 
warmer conditions would raise crop yields (particularly those implied in the 2 x CO 2  
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scenario), and increase farm incomes if prices and costs do not change. This assumption 
is, however, questionable: Finland is already producing more agricultural products than 
the domestic market can absorb. An increase in yields would worsen the over-supply 
problem and the government mrght be forced to take further actions to cut production 
Nonetheless, for farmers the effects of an increase in temperature would be more tangi-
ble. Cultivation boundaries of certain crops will move northwards, crop selection will he 
less difficult and new, later developing varieties could be introduced into southern 
regions with implications for plant breeding and agriculture extension services in 
Finland. 



SECTION 1 

Introduction 

1.1. The Purpose of the Study 

Yields of crops vary in Finland from year to year owing to the variations in cli-
mate, particularly in temperature. Since the growing season is relatively short 
early sowing is important and this is sometimes delayed owing to late springs. 
Preparations of the seedhed cannot begin before the snow has melted and the 
soil has both thawed and dried sufficiently. Because of this, annual crops gen-
erally cannot benefit from the first 1- 3 weeks of the growing period. 

Drought in the early summer and frosts also lower the yields. Rains in the 
harvesting period are particularly damaging and have caused, perhaps, the 
greatest losses in yields. On the other hand, winter cereals and grasses also 
suffer From the length of the winter and sometimes from unpredictable thawing 
and refreezing of the soil in the early spring. Especially in areas with much snow 
in the east and the north of the country "low temperature" parasitic fungi are a 
problem. They are able to grow under the snow and to kill the overwintering 
plants. 

Boundaries of cultivation have shifted from time to time. For example, 
above-average summer temperatures in the 1930s coincided with wheat and rye 
cultivation in the northern parts of Finland. But climate only provides a partial 
explanation for suI)sequent retreat of these crops. Economic considerations are 
also important (see Subsection 1.i.1.). 

While the general effect of climate on yields is well known there have, how-
ever, been few quantitative studies of the effects of climatic variations on Finnish 
agriculture (Keränen, 1931; Ilustich, 1952). This case study estimates this effect 
by examining how variations in climate influence yields and by considering the 
economic consequences of these effects. Yield functions are estimated and are 
then applied to meteorological data from several warm and cool periods and, as a 
special case, to data describing the climate predicted for a doubled concentration 
of atmospheric carbon dioxide by the Goddard Institute for Space Studies (GISS) 
general circulation model (Hansen et aL, 1984). 
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1.2. Geography, Soil and Farm Structures 

Finland is situated between the northern latitudes of 60 and 70 degrees. Biologi-
tally and geographically the country is in the boreal zone. This biome is sparsely 
populated (the average density 16 inhahitants/km 2 ), and is dominated by coni-
ferous taiga forests. The Gulf Stream, which skirts around the Scandinavian 
peninsula, has a warming effect on the l"innish climate. As a result, nowhere 
cise is agriculture practiced extensively so far north (Figure 1.1). Climatic condi-
tions at these same latitudes in Sweden and Norway are suitable for agriculture, 
but the topography and soils are not as favorable as in Finland. 

Peat soils are characteristic of many areas (Figure LE), especially in the 
center and north (Ilvessalo, 1960). Tills are predominant in the central region, 
and most alluvial soils occur in the coastal areas of the south and southwest. 
Some degree of areal differentiation in the production capacity of the soils may 
be found in southern Finland between the coastal clays and the inland till areas, 
whereas a relatively high spatial homogeneity is typical of soil conditions in the 
north (Varjo, 1977). 

Nearly two-thirds of the country is under forest, whik less than a tenth is 
cultivated. Owing to rapid post-war urbanization and structural change the 
share of agriculture of the gross domestic product has decreased (from 16% in 
1950 to 4.6% in 1982). Over the same period, partly as a result of mechaniza-
Lion, the population engaged in agriculture has decreased from 46 0/,)  to 13%. In 
1981 the typical farm averaged 11.2 ha of arable land and 35.1 ha of forest (Farm 
Register, 1984) 

The country is divided into 18 agricultural districts, each served by a 
regional center (Figure iM. larniing in linland is based essentially on three 
elements: field cultivation, animal husbandry and forestry. Animal production 
(especially milk production) has typically been the backbone of the farm econ-
omy and has succeeded in providing reasonably stable incomes which do not 
fluctuate greatly from year to year in response to climatic variations. Despite 
the shortness of the grazing period, dairy cows are raised even in Lapland, in 
some cases being kept indoors throughout the year. The short grazing period is 
unfavorable for beef cattle and the number of these is small. Sheep breeding has 
almost totally disappeared despite many attempts to promote it. 

1.3. Agroclimatic Background 

Finland is the northern-most country where agriculture is practiced comprehen-
sively, although only a half of the year (in the north even less) is suitable for 
plant production. Climatic and natural conditions vary greatly from the south 
to the north. Permanent snow cover lasts from 100 days in the south to over 200 
days in the north lFicure 1.4(a)I.  It protects winter crops from frosts but causes 
damage in some years. Winter crops cover actually only about 3 5% of the total 
arable area, although milder winters would favor the expansion of their area. 

The length of growing season (the period of time with long-term mean daily 
temperatures above 5C) ranges from more than 175 days in the south to less 
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Central Finland, (14) Southern Bothnia, (15) Swedish Eothnia, (16) Oulu [16(n) Middle 
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than 130 in the north [Figure 1.((b)[. The total receipt of solar radiation is, how-
ever, about the carrie over the whole country in the middle of the summer owing 
10 the longer days in the north, and this compensates, in part, for the shortness 
of the growing season - The effective temperature sum (El's), calculated over the 
threshold temperature of S C varies, on average, from 800 to 1350 degree-days 
over the latitudes 60 67 ° N where arable crops farming is practiced. North of this 
area, in Lapland, the ETS value falls below 500 degree-days [fu'igm- e  

Mean annual precipitation varies from 100 to 650 mm and during the grow -
ing season (May September) from 250 to 370mm [J'igrlre  L(dfl. Autumns are 
normally welter than springs and early summer drought frequently impedes 
growth of cereals and grasses, especially in coastal areas in the south and in the 
west. Autumn rains often hamper harvesting and a sizeable amount of crops (ill) 
to 51000ha or 4% of the area of grains in some years) have had to be left. unbar-
vested. 

Long-term time series of both ETS and May October precipitation arc 
illustrated in Figure .1.5 for southern Finland (helsinki) and for the northi-ccntra.l 
region (Oulu). These climatic series form the basis for time selection of climatic 
scenarios in the case study (see Subsection 1.9). Sections 2, 3 and I include 
further information on the time series of recorded temperature and precipitation. 
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1.4. Trends in Finnish Agriculture 

1.4.1. Field crops 

There has been a marked increase in crop yields in Finland throughout much of 
this century (Figure 1.6 and Table 1.1). The greatest increases have been in 
spring wheat yields, especially in the west-.central region (Southern Ilothnia, 
4.8% p.a. over 1951-80) and in the extreme sonth-west (Varsinais-Suorni, 3.5% 
pa.). Increases were most marked during the 1960s, especially in Southern and 
Northern f3othnia, the trend being less pronounced from 1970 onwards. 

It should also be observed here that, although some similarity can he dis-
cerned between intcranniial fli.ictuations in yields and the tern peratitre conditions 
during the growing season (as reflected by ETS), the significant increase in yields 
over the longer term (Figure 1.6) is not dependent in any way on the hTS, but is 
due largely to the general progress made in crop husbandry methods. Nearly 
hail of the rise in yield levels has been attributed to the development of domestic 
plant varieties the other half to increased fertilizing (Elonen, 1983). 

Recent agricultural development has seen a shift From cattle farming to 
crop production, particularly in south and southwest Finland. This has led to a 
reduction of grass and an increase in cereals and nilseed (Figure 1.?. The share 
of barley has increased most, particularly in the south and southwest of the 
coun try. 

Figures for cropped area, average yields and total production in 1982 are 
given in Table 1.2. These values, howcver, can be regarded only as an approxi-
mate indicator of present land use because large year-to-year fluctuations in pro-
duction have been a characteristic of recent years (kettunen, ]985a). Feed 
grains (barley and oats) account for the largest part (48.8%) of arable land kept 
in production; 33.7% is used for cultivation of grasses (leys), while 7.8% is under 
the bread grains -- wheat and rye. In 1982 an additional 8% of total agricultural 
land was in pasture, 3% in fallow and 8% uncultivated. The area mentioned last 
consists of soils with poor quality. It could be recultivated if the Finnish prod uc-
tion policy were to be changed. 

Grasses are commonly grown throughout the country, barley up to latitude 
66'N (sometimes up to the latitude 67N or even 68'N), oats up to 65"N, spring 
wheat and rye up to 63 'N and other crops only in the southwestern part of the 
country. Finland is, in fact, the only country in the world where widespread 
grain crop production extends north of the Arctic Circle. There is evidence for 
rye and barley being commonly grown in Lapland about 25 km north of the Arc-
tic Circle during the early eighteenth century (Outhier, 1714). Small-scale bar-
ley production is practiced in that area today, but the limit for rye now lies 
much further south. 

Shifts of the limits of crop cultivation since 1930 are shown in 1rgure 1.8. 
Having extended its area of cultivation up to 1930, harley appears to have 
altered its position very little recently (Valle and Aario, 1960; Varjo, 1977, 1980). 
However, much more extensive changes have taken place in the cultivation of rye 
and spring wheat. While rye was grown in the middle of Lapland in the 1930s, 
its limit had shifted southward by 1975 to the level of Vaasa in the west and 
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Figure 1.5. Three-year moving means of principal crop yields, 1951 81. 

Table 1.1. Average annual changes in yields (%) obtained from the major grain crops 
in Varsinais-Suomi, Southern Bothnia, Northern Bothnia and Lapland, 1951-80. 

Grain 
Varsinais- 

Suomi 
Southern 
Rolhnia 

Northern 
Bothnia 	Lapland 

Spring wheat 3.5 4.8 1.8 	 - 

Rye 1.4 1.4 0.7 
Barley 2.4 3.2 2.7 	 1.5 
Oats 2.1 3.1 3.2 	 2.8 



-- - 
Area 

(000 ha) 
Yield (kg/ha) 

(rounded values) 

Winter wheat 15.7 3090 
Spring wheat 127.2 3040 
Rye 16.3 2150 
Barley 540.4 2960 
Oats 459,3 2870 
Potatoes 39.1 15370 
Sugar beet 32.4 23340 
hay 445.3 3790 
Silage 244.4 17670 
Oil seed 63.7 1510 
Other crops 64.3 

Tota' production 
(000 t) 

48.5 
386.9 

35.0 
1598.5 
1319.9 
601.1 
756J 

16894 
4319.2 

96.3 
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Figure 1.7. Arabia land use in Finland, 1880-1983 (J. Mukula, unpublished data, 1985). 

Table 1.2. Area, yields and production of major crops (1982). 

Total 	 2048.1 	 2526 

Pasture 	 205.4 
Fallow 	 74.2 
Uncultivated 	 188.9 

Total area 	 251E36 

50944b 

aFeed units per hectare without straw (1 feed unit is equivalent to the energy content of 1kg 

b nIeY) 
Million feed units without straw. 

Source; Monthly Eevtew of AgrsctdUiral Statüties, 1982. 
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Figure 1.8. Geographical changes in the northern limits of widespread cultivation (more 
than 1% of held area) of certain crops, 19301975 (Varjo, 1977). 

Joensnu in the east. The limit for spring wheat had similarly been pushed as far 
north as southern Lapland by 1950, hut retreated to around the central parts of 
the Lake Region and the vicinity of Vaasa in the west by 1975. More or less the 
same trend may also be noted for oats, a crop that was still common in northern 
fapland in 1950, but has since retreated to Southern Lapland and Kainuu (Fig-
ure 1.8). 

These shifts seem to have less to do with changes of climate than changes 
in the relative prolitabilities of the crops. For instance, in terms of the annual 
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Figure 19. Yiel(k of oats and rye in 1074 76 (Varjo. 19t10) and isopleths for effective 
temperature sums of 900, 1000, 1050 and 1100 growing degree-days in 1911 60 (Ko!kki, 
4969). 

ETS at which harvests were obtained the limits within Finland in 1974-1976 
would correspond to approximately 1000 degree-days for oats and 1100 degree-
days for rye (Fqure 1.9). Cultivation of oats and rye is apparently restricted in 
Finland to those places where harvests usually exceed 1500kg/ha. however, the 
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past cultivation limits bear little relation either to shifts in the isolines of ITS or 
to changes in yields. More important may he other climatic and/or CCOrioniic 
factors. These are considered further in Section 4. 

1.4.2. Animal husbandry 

Livestock account for about 70% of the total value of agricultural production 
(Kettunen, 1985a), milk and beef alone contributing about 50%. The number of 
cattle has declined from a peak of 2.2 m in 1963 to 1.7 rn in 1981 (Talrnan, 1978; 
Monthly Review of Agricultural Statistics, 1985). The highest densities, over 45 
cows per 100 ha of arabic land, are found over extensive areas of eastern and 
southeastern Finland and the inland lake region, in contrast to the more arabic 
areas of the south and southwest (Varjo, 1983). Southern parts of the country 
where farms are larger have recently seen a shift to crop production, while 
smaller farms in the north have maintained an emphasis on livestock, particu-
larly milk production (which is labor intensive and well suited for smnafl farms). 
Levels of animal production for the years 1980 1984 are shown in Table 1.3. 

Table 1.3. Animal production in 1980 1984 

Product (millions) .1980 1981 1982 1983 1984 

Milk (1) 3171 3082 3086 3136 3129 
Beef (kg) 114 122 117 118 127 
Pork (kg) 169 179 181 177 169 
Eggs (kg) 79 80 82 83 88 
Poultry (kg) 15 17 17 18 19 
Other meat (kg) 2 2 2 2 2 

Source: Kc1tuncn 1985a 

1.5. Finnish Agricultural Policy 

Agricultural productivity in Finland is inFluenced to a great extent by national 
policies of agricultural support. The effect, of climate on productivity would 
therefore he determined in part by adjustments in these policies. The main goals 
of Finnish agricultural policy are to safeguard the supply of food, to secure an 
acceptable standard of living for farmers while keeping consumer prices at a rea-
sonable level, and to maintain the rural population (Kettiineru, 1981). These 
partly conflicting goals have led both to surpluses in animal products (Table .1.) 
and also to high producer prices, well above world market prices ('l'ahle 1.5). 
Exports of agricultural products therefore have to he subsidized in order to sup-
port farmers incomes and these subsidies place a. heavy burden on the state 
budget. Consequently, an aim of agricultural policy has been to restrain the 
growth of production and ultimately to reduce output. There are two types of 
restrictions on production. The first involves collective quotas for milk, meat, 
eggs and feed grains. If these collective quotas are exceeded, farmers get only 
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Table 1.4. SeIf-sulfIciency of the main agricultural products 
(production expressed as a percentage of requirements; 100% in-
dicates self-sulJicienc.y), 

Product 1080 1981 1082 1988 

Bread grains 70 40 56 93 
Milk 129 125 122 133 
Beef 102 113 110 115 
Pork 120 128 126 117 
Eggs 140 153 159 165 

Source: 	KetLiinen, 1985b. 

Table 1.5. 	Producer and world market prices for main products 
in .January, 1985, Finnish Marks (FJM)/kg t . 

Domestic World morket 
Product price prier 

Wheat flour 1.90 0.82 
Butter 37.05 7,59 
Pork 14.89 7.10 
Beef 23.29 3.66 
Eggs 12.82 5.00 
a1  US Dollar 	6.64 FIM (January, 1985  
Source: Anon., 1985a, 

the world market, price for the excess production. The farmers' share of extra 
costs is collected by a complex system of marketing fees and taxes (Kettunen 
1 985b). E"rorri the beginning of 1985 a second type of restriction was applied: 
individual farm quotas for milk. For excess production above quotas farmers 
receive only the world market price, thi5 "penalty" being calculated for each 
individual milk farm. 

These restrictions on production mean, in fact,, that, there is no room for 
any increase of agricultural production. If the productivity increases (i.e., pro-
duction per hectare improves), arahie land has to he reduced accordingly. We 
shall see later that increases in produc:t.ivity under scenarios of a warmer climate 
indicate a need for substantial adjustment of agricultural policy and land use to 
avoid increased overproduction. 

1.6. Choke of Areas for Impact Studies 

Finland is marginal for the cultivation of all types of cereals, particularly in the 
extreme north. Since reliable data are not available for the north the present 
study is restricted largely to southern and middle parts of the country. Study 
areas have been chosen to illustrate, in particular, the regional contrast between 
north and south, although comparison of crop yields between east and west is 
also undertaken in Section 3. Some of these regional differences are exhibited in 
Thble 1.6. 
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Table 1.6. Regional differences in agriculture and forestry. 

Average area of: 

Yield of 	Arable 	Forest 	Average net farm 
barley 	land 	 land 	income of agricultere 

(kg/ha) 	(ha/farm) 	(ha/farm) 	 1981 

South and west 	3415 	14.7 	26,8 	 25 358 
East 	 2732 	9.9 	 40.6 	 19 443 
North 	 2520 	9.6 	 56.4 	 16 731 
Source: Central Statistical Office of Finland, 1983. 

1.7. Choice of Crops for Impact Studies 

Section 2 focuses on the effects of possible climatic changes on barley, the most 
extensive annual crop in Finland. Section 4 considers effects on regional yields of 
both barley and oats to examine the impact on profitability of raising these 
crops. 

Spring wheat cultivation in Finland has been increasing recently and a pos-
sible future amelioration of the climate might be expected to accelerate this 
trend. Section 3 considers the effect of temperature and precipitation change on 
wheat yield and crop certainty zones for different climatic scenarios. 

1.8. Impact Models and Data 

In Sections 2, 3 and 4, regression models are used to estimate the effect of 
climatic variations on yields of spring wheat, barley and oats. The dependent 
variable was crop yield, while several explanatory climatic variables were 
included in the regression equations. In Sections 2 and 4, to investigate the con-
trast in conditions between northern and southern Finland, long-term time series 
of climatic and yield data were analyzed for Oulu (65 N, 25 CE), in the subdis-
trict of Northern Bothnia, and Helsinki (6O°N, 25°E), in Uusimaa district (see 
Figure .LS). Monthly data for both ETS and precipitation exist for the periods 
1846-1983 at Helsinki, and 1883-1983 at Oulu (see Figure 1.5). Information on 
barley yields was also available for these areas and time periods, enabling a sim-
ple regression model to be developed in Section 2. However, the temporal resolu-
tion of the climatic data (monthly) was not sufficient to reflect those weather 
variations that are important for explaining barley yield, so this niodel was dis-
carded in favor of another, based on daily data, for the period 1959-83. In this 
second model, the growing season is divided into several periods according to the 
growth stages or "phases" of the crop, and detailed daily meteorological data are 
allocated to each phase. A selective regression estimation method was applied 
on the climatic and annual yield (deviations from the trend) data to determine 
the statistically significant climatic variables. 

In Section 3, a similar procedure was used for estimating spring wheat 
yields. Climatic and yield data from nine crop districts in southern Finland, for 
the period 1959-83, were used to develop the model. In both Sections 2 and 3, 
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the influence of non-climatic factors (such as increased use of fertilizers and 
chemicals, and technological improvements) on yields are eliminated by concen-
tratirig on resuluals from the yield trends. The approach can thus be character-
ized as a residual analysis. 

In Section 4, regression models of a different nature are presented for both 
barley and oats. These have been developed on the basis not only of temporal 
variations in climate and yields (the analysis uses data for the period 1979-81), 
but also on spatial variations between regions in Finland during these years. 
The long-term climatic, records for Helsinki and Oulu arc used in the construc-
tion of climatic scenarios in this application, and experiments have been con-
ducted to simulate impacts in those two regions. 

1.9. Choice of Scenarios for Impact Studies 

In common with the other case studies in this volume (in Saskatchewan, Canada; 
Iceland; northern European USSR; and Japan), climatic scenarios were selected 
to reflect issues of particular concern in Finland, simulating typic.al short-term 
climatic anomalies and their relation to possible longer term, CO 2-induced 
climatic change. The scenarios chosen in this study were of two broad types: (i) 
an extreme weather-decade or period of weather-years taken from the historical 
instrumental record, and (ii) the climate simulated by the Goddard Institute for 
Spare Studies (GISS) general circulation model for doubled concentrations of 
atmospheric CO 2  (Hansen el al., 1984). 

1.9.1. instrumental scenarios 

Instrumental meteorological data are used for two purposes in the Finnish case 
study. Firstly, data were required to construct the climatic scenarios. Long-
term time series of monthly temperature and precipitation at Helsinki and Oulu 
have been taken to represent the climatological "histories" of southern and 
northern Finland, respectively. These are the records from which historical 
"cool" and "warm" periods have been selected. They are also required in con-
structing the 2 x CO 2  scenario, and provide reference data against which to 
assess all the climatic information used in the impact experiments. Furthermore, 
they are the representative sites for which several of the climate impact experi-
mnents have been conducted. 

Secondly, data were needed both to develop and to run the impact models. 
The specific requirements of certain models necessarily limited the length of 
period for which data were available (sze Subsection 1.8), and therefore re-
stricted the selection of the instrumental climatic scenarios. Nonetheless, 
scenarios and reference periods have, wherever possible, been used consistently 
throughout the case study. 

The major climatic constraint on cropping, particularly in the more north-
erly regions of Finland, is temperature, through its effects on the duration and 
intensity of the growing season. historically, several of the more notable 
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episodes in Finnish agriculture such as famines and production surpluses have 
coincided with unusually cool or warm sequences of years. Thus, temperature 
has been used as the governing criterion for selecting the instrumental scenarios. 
In order to reflect better the growing season temperature conditions for field 
crops, mean daily temperatures have been converted to values of ETS, and these 
were used to choose the scenarios. 

Long-term records of annual ETS for the period 1946-1983 at Helsinki and 
Oiilii are presented in Figure 1.10. Temperature data for the 1-Icisinki station 
(Kaisaniumi, in the city center) are corrected for the warming effect of urbaniza-
tion. Since this report was prepared, the data have been further modified 
(Mukula personal communication) hut the changes are minor and do not affect 
the results or conclusions of the investigations (Finnish Meteorological Institute, 
unpublished data). The Oulu station site is surnciently rural in nature for any 
similar effects to he ignored. On average, ETS values at Helsinki are about 
200 300 degree-days higher than at Oulu, but the fluctuations depicted on the 
two plots correspond quite closely. A number of periods of anomalous tempera-
tures can be identified at both stations, in particular, sequences of cool years 
from the late 1850s to the 1900s, in the 1920s and during the late 1950s and early 
1960s, and warmer-than-average periods, especially in the 1930s and 1910s. 

CooI period scenario 	 Warm p.riod scenario fflLGlSS 2XCO2 

— 	 qterence period 

1igure 1.10. Anneal effective temperature slims, 1461983, at Ilnlsinki (upper plot) 
and Oulu (lower plot) and the position of the climatic scenarios used in impact experi-
ments. El'S values for the CISS 2 x CO 2  scenario are as described in Section 4. 
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Table 1.1. Mean annual effective temperature sum (growing degree-days) and 
May-October precipitation (mm) for the period 1951-80, and percentage deviations 
from these for the reference, warm period, cool period and 2 x CO 2  scenarios used in 
different sections of the Finland study. 

helsinki 
Mean May Oct 

ClssnaUc scenarsos Section of report 	Mean annual ETS precipitation 

Reference periods 
1951 80 1 	 1255 CDI) 344mm 
1959-83 2,3 	+1% -1% 
1971-80 4 	-2%  

Warm periods 
1931-40 2,4 	+13% -2% 
1966-73 2,3 	+2% -3% 

Cool perwds 
1861-70 4 	-10% +1% 
1921-30 2 	-3% -25% 
1974-82 2,3 	- 4% 

2 x CO 2  scenario 2,3,4 

Oulu 

Mean May-Oct 
Climatic scenanos Section of report 	Mean annual ETS precipitation 

Reference periods 
1951--80 1 	 1068 CD!) 313mm 
1959-83 2,3 	+1% 0 
1971-80 4 	+2% -8% 

Warm periods 
1931-40 2,4 	+11% +11% 
1966-73 2,3 	+4% -9% 

Cool periods 

1861-70 4 	0 -- 
1921-30 2 	-0% +6% 
1974 -82 2,3 	- 1% .1 2% 

2 x CO 2  scenario 2,3,4 	f46%a +58% 

aETS calculated according to the method described in Section 4 

The 1860s was a period of famines in Finland, and the decade 1861 70 was 
chosen in Section 4 as a cool period scenario. Decadal mean values of ETS are 
well below the 1951-80 average in southern Finland although around average in 
the north. May-October precipitation was slightly below average in the south 
white data are not available for Oulu, in the north (Table 1.7). Unfortunately, 
the relevant daily meteorological data for this period, required as inputs to the 
impact models in Sections 2 and 3, were not available. Instead, alternative cool 
periods were selected: 1974-82 and 1921-30 (Table 1.7). 
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The obvious choice for a warm period scenario was the decade of the 19303 
(1931-40). This represents a very large positive temperature anomaly in both 
the south and the north (ETS values 13% and 11% above the 1951-80 mean, 
respectively), while precipitation was a little below average at Helsinki, but con-
siderably above average at Oulu (Table 1.7). This scenario was used in Sections 
2 and 4, but an alternative warm period (1966-73) was also employed in Sections 
2 and 3 because of constraints on data for the 1930s period. 

Limitations of data also help to explain the choice of reference periods. 
The common baseline period 1951-80 (used in the other case studies in this 
volume, and for comparison in this section - see Table 1.7 and Figure .1.10) could 
not be applied to model experiments in Sections 2 and 3 because appropriate 
daily meteorological data were available only for the period 1959-83. (flata for 
the period 1920-58 were subsequently made available for further scenario experi-
ments in Section 2, but arrived too late to allow for a complete reworking of the 
analysis.) In Section 4, it was found convenient to conduct model experiments 
for 10-year sequences rather than for longer periods, thus explaining the selection 
of 1971-80 as the baseline period. However, the differences between the ETS 
and precipitation values for these three periods (1951-80, 195983, and 1971-80) 
are slight, with the exception of Oulu precipitation in 197 1-80, which is consider-
ably lower than for the other two periods (Table 1.7). 

1.9.2. The GISS 2 x CO 2  scenirio 

Outputs from the GISS general circulation model, in common with the other case 
studies in this volume, were used to simulate a 2 x CO 2  climate in Finland. 
(Details of the GISS general circulation model are described in Part I, Section 3 
of this volume.) Data were provided on a 4 latitude x 5 longitude network of 
grid points for an area encompassing the whole country (Figures .1.3 and i.). 
Values of mean monthly temperature ('C) and precipitation rate (mm/day) were 
required for the Finnish study, and information on these was obtained in three 
forms: 

GISS model-generated 1 x CO 2  equilibrium values. 
GISS model-generated 2 x CO 2  equilibrium values. 
(GISS 2 x GO 2 ) -- (GISS 1 x G0 2 ) values (change in equilibrium climate 
for a doubling of G0 2 ). 

Before using the GISS 2 x CO 2  data for developing the 2 x CO 2  scenario, it was 
first necessary to evaluate the performance of the GISS model in simulating 
present climatic conditions in Finland. For this purpose, monthly values of tem-
perature and precipitation generated in the 0155 model 1 x CO2  equilibrium 
run were examined to see how closely they reproduced the observed conditions 
over the period 1951 80 at Helsinki and Otilu. The GISS I x CO 2  grid point 
values were interpolated to the two station locations using a simple averaging 
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procedure. Since both stations lie very dose to the 25 E longitude line., the fol-
towing weighting factors were used: 

Interpolation to Oulu (65' N, 25' E) = (3 C! 16625  I Cl'62  
Interpolation to Helsinki (60' N, 25' F) -= (CP6225  + GP5825 )/2 

where GP is the grid point value at latitude i and longitude j. 
Observed values are compared with G1SS I x CO 2  and GISS 2 x CO2  

values of mean monthly temperature in Figure 111, and of monthly mean pre-
cipitation rate in Figure 1. 12. The observed winter temperatures at both sta-
tions are quite well reproduced by the GISS model (Figure 1.11), hut the arnpli-
tude of the annual cycle is badly underestimated, giving much lower summer 
temperatures than are observed 'eg., estimated mean July torriperature at Oulu 
is almost 7'C below the observed value Figure 1.11(a)I. In fact, the observed 
summer temperatures exceed even the GISS 2 x CO 2  estimates, although in 
winter the GISS estirriates are considerably higher than the observed (one result 
of the much greater warming in winter than in summer predicted by the GISS 
model). 

The pronounced summer maximum of precipitation observed at Oulu, and 
the autumnal maximum at Helsinki are not well matched by the G1SS 1 x CO 2  
values (see Figure 1.12). Annual rainfall estimates are both greater in quantity, 
and more evenly distributed throughout the year. At Oulu, the winter and 
spring precipitation estimates are as much as double the observed values l Figure 
112(a)!, and the late-spring values are grossly exaggerated at IJelsinki l Figure 
1.12(b)1. The GISS 2 x CO 2  precipitation estimates are, in all cases, greater 
than the 1 x CO 2  values, with the most pronounced increases estimated for the 
slimmer months (in contrast to the temperature increases). 

The poor correspondence of GISS model I x CO 2  estimates to observed 
conditions in Finland implied that the 2 x CO 2  estimates, if used mlirectly in 
impact experinients, were likely to he similarly unrealistic in representing local 
agroclimatic conditions under doubted CO 2 . For this reason, as in the other case 
studies, it was assumed that the change between GISS-generated 1 x CO 2  and 2 
x CO2  equilibrium conditions could be taken to represent the difference between 
the observed present-day climate and a future 2 x CO2  climate. Thus, in each 
of the subsequent sections (2, 3 and 4) the 2 x CO 2  scenario has been con-
structed by adding the difference between 1 x CO 2  and 2 x CO 2  temperature 
and precipitation values to the mean values for the appropriate reference period 

the "differences" technique: 

T2c0TG.1SS 2xCO 2  TGISS 1xc02 1 f 	TR EP  

2xCO 2  (P ss 2xCO 2  CISS ixc0 2 j 1'REF 

Note that the adjustment of precipitation values differs from the "ratios" method 
used in the Canadian and Icelaridic case studies. 
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Figure 1.11. Comparison of observed mean monthly temperatures (1951-80) with CTSS 
model-generated I x CO and 2 x CO 2  equilibrium temperatures at (a) Oulu, and (b) 
Helsinki. Observations at Helsinki are not corrected for urbanization effects. (Source: 
Finnish Meteorological Institute, unpublished data.) 
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Figure 1.12, Comparison of observed monthly mean precipitation rate (1951-8D) with 
GISS model-generated 1 x CO2  and 2 x CO 2  equilibrium precipitation rates at (a) 
Oulu, and (b) Helsinki. (Source: Finnish Meteorological Institute, unpublished data.) 
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In Sections 2 and 3, period-mean daily temperatures (1959 83) for specific 
locations have been adjusted using niterpolated monthly differences and then 
converted to daily ETS values. Only growing season (April October) precipita-
tion totals were required in impact modeling. A different method of adjusting 
ETS values is reported in Section 4, where differences in mean annual tempera-
ture have been mapped for the whole of Finland, and values for helsinki and 
Oulu interpolated by eye. A simple conversion factor of temperature change ('C) 
to change in annual ETS is employed to adjust the annual ETS observations 
during the reference period 1971-80 (and also to adjust the 1951--80 mean values 
in Table. 11. In addition, May—September precipitation values are required as 
inputs to the impact models. 

The 2 x CO 2  scenario values for helsinki and Oulu are compared with 
observed monthly values for the 195180 period in Table 1.8. Note how the 
amplitude of 2 < CO 2  temperatures at Otilu is much greater than that, at Hel-
sinki, and annual precipitation is approximately the same at both locations, 
reflecting the greater changes in con ditions implied by the GISS model for north-
ern Finland relative to the south. 

Finally, it is interesting to compare the climatic conditions implied by the 2 
x CO 2  scenario with climates found in other regions of Europe at the present-
day. Examination of climatological statistics for the 1931-60 period suggest that 
the 2 x CO 2  climate of Oiilti might resemble the present climate in southern 
Norway (Oslo, 60'N, It 'E), and that of Helsinki, the climate in southern Ger-
many (Fricdrichshafen, 48 'N, 10 'E; see Table 1.8). These analogne regions" 
might offer some clues to assist in assessing the potential agricultural activities 
and productivity in Finland, under a 2 x CO 2  climate. 

1.10. Policy Considerations The Mapping of Future Field 
Crop Zones 

In a marginal agricultural area such as Finland, changes in the climate can affect 
revenue from all branches of farming. Arable cropping is a valuable component 
of Finnish agriculture, therefore the impact of climatic change on arahle crops 
merits the most careful study. 

At present, useful guidance on the choice of different crops and varieties for 
different areas in Finland can be obtained on the basis of field Cropping zones 
(Figure 1.13; Mukula, 984). These zones are essentially geographical indicators 
of ripening limits, beyond which a certain variety of cereal crops will not reach 
maturity during an average growing season. The zoning is based mainly on the 
known close dependence of crop development rates on temperature (ETS), but 
also incorporates information on precipitation, soil type, altitude, effects of lakes 
and the sea, etc. The system is widely utilized in Finnish agriculture and, 
together with a comprehensive series of long-term field experiments with 
different cereal crops, forms the basis for practical extension work at the farm 
level. 

The field cropping zonation has been developed using long-teun average 
climatic data. As such, the zone boundaries are hypothetical, for climatic 
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conditions are not static but vary from year to year, as well as over the longer 
term. Zone boundaries can be expected to shift in space in response to climatic 
variations. For example, the impact of probable future climatic warming due to 
the "greenhouse effect" could be crucial in Finland, where the northern limits of 
different cereals would undoubtedly move northwards. Under these conditions 
new crops like winter barley, maize, soybean, sunflower, etc. may be introduced 
in Finnish agriculture. Therefore investigations such as those presented here - 
connecting climatic, biological and also economic aspects -- will have their use in 
the policy making at national, regional, and Farm level in Finnish agriculture. 

It is with these considerations in mind that Sections 2-4 examine, through 
a number of experiments, the impacts of various climatic scenarios on certain 
aspects of Finnish agriculture. The experiments, and the structure of the Fin-
land case study, are illustrated schematically in Figure 1.14. 



SECTION 2 

The Effects 
on l3arley Yields 

2.1. Introduction 

In Section I several scenarios based on instrumentally observed historical 
climatic data, and on results frorn a general circulation model (CISS), were 
selected. In this section we use models to estimate the impacts associated with 
these scenarios on barley yields in Finland. 'l'wo methods were used, one based 
on the longest available temperature and precipitation records expressed as 
monthly averages and the other one on more detailed daily meteorological 
records for the years 1959--83. Two study areas were selected: Uusimaa pro-
vince, covering the area around Helsinki at latitudes 60-61 'N, to represent 
southern Finland; and the Talousseura region, centered on Oulu in the agricul-
tiiral siil>district of northern Both nia, at latitudes 63 '50'-66 'N, to represent the 
northern limit of the present barley growing area (Figure 1 M. 

Barley is the oldest cereal crop cultivated in Finland. Cultivation spread 
from south to north with the settlement of the country. At the beginning of the 
eighteenth century, the Finnish settlers brought barley cultivation up to the 
coast of the Arctic Ocean in Alta Fjord at latitude 70'N in Finnmark, part of 
Norwegian Lapland (Siindbârg, 1895). In Finnish and Swedish Lapland the 
northern limit of occasional barley cultivation reached latitnde 69' 50'N on some 
individual farms in the middle of the eighteenth century (Rein, 1867; liellstenius, 
1871; Grotenfelt, 1897; Hellströin, 1917). 

At present, barley is commonly grown in Finland between latitudes 60' and 
66'N, less commonly up to 67'N and occasionally up to 68'N Figure 2. f(a)I. It 
is usually cultivated in rotation with other field crops, in the Helsinki region 
mostly in clay soils, in the Oulu region mostly in sandy or peat soils (cf. Figure 
1.2). 

Until the 1950s, the area annually under barley was 0.1-0.2mha. In the 
1970s this area increased to 0.4-0.5mha and in the 1980s to 0.55mha, 
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T'gnre 2.1. (a) Estribution of harJey cultivation by rnunicipaflties (Alias of Finland, 
1982). () Regional distribution of compensation paid to farmers for crop losses caused 
by night frosts in 1952 (Valmari, 1966). 

corresponding to 20 -25% of the country's arabic field area. In early times barley 
was used mostly For human consumption. Nowadays, the major part of the crop 
is used for animal feed on farms, 10% for rnalting and 7 8% for seed; only 1.5% 
is hulled for food. Present production meets domestic demand. 

The average barley yield was less than 1000kg/ha until the 1920s, exceeded 
1500kg/ha in the 1930s and reached an all-time record of 3206kg/ha in 1983. 
This remarkable improvement has been a result of intensive plant breeding, 
improved cultivation techniques, increased use of fertilizers, etc. This trend 
shows no signs of abating. The yearly deviations from the average barley yields 
have been as much as 15-25%, except in the Helsinki area during the period 
1870--1930, where they were less than 10% (cf. Figure 9.3). 

Owing to restrictions imposed by the climate, only spring barley can be 
grown in Finland. Winter barley is not hardy enough to survive the long Fin-
nish winter. The great majority of the barley cultivars currently grown in Fin-
land are domestic varieties, adapted to long days and a short, cool growing sea-
son. The first Finnish cultivars were selected from a local six-row strain in the 
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1920s. The earliest of them, OUr, needed only 77-78 days or an ETS (base tem-
perature 5°C) of 700 degree-days to ripen. 0111 was also cultivated in Chipiny, 
USSR., at latitude 67°44N during the 1930s (VaiJe, 1935) and is still cultivated 
in Alberta (ValIe, 1959; Valle and Carder, 1962) and in other Canadian pro-
vinces between the latitudes 530  and 57°N (Williams, 1974a). 

The present Finnish barley ciiltivars need 80 95 days to ripen. The 
required 1TS is 750-800 degree-days for the earliest cultivars and about 1000 
degree-days for the latest ones (Lallukka ci al., 1978). In a cool climate the Fin-
nish barley needs more time and a higher ETS to ripen than in a warmer cli-
mate. On the other hand, long growing days speed up ripening and reduce the 
ETS requirement, especially when long days are combined with high ETS to 
increase the photothermal resources available (Nuttonson, 1957; Valle arid 
Carder, 1962). 

Late summer night frosts often damage barley in northern and central Fin-
land before the grains have ripened (Valmari, 1966; Kolkki et al., 1970). This 
seldom occurs in southern Finland as indicated by the lack of compensation paid 
to farmers [Figure 2.1(b)l but early summer droughts in the south frequently 
result in losses. In addition, a wet harvesting season is a potential risk for barley 
prod iiction throughout the cot.intry. 

2.2. Description of the Study Areas 

2.2.1. Helsinki region 

Temperatures in the Helsinki region are favorable for the cultivation of barley, 
much more so than elsewhere in the country. The long-term (18461983) nniean 
ETS for this area is 1242 degree-days and is assumed to increase up to 1730 
degree-days under the 2 x CO 2  G1SS scenario (using methods described in Sub-
section 1.9.2). Tire average moirthJy precipitation of the present growing season 
(from April to October) varies from 33 to 73 mm. I)uring the early summer 
months (May--june) the present precipitation does not usually meet the 
optimum requirements for barley. According to the proposed 2 x CO 2  scenario, 
the monthly precipitation of the growing season would, however, increase up to a 
range of 62-108 mm. 

The soil in the Helsinki region is silty clay, and is therefore particularly 
sensitive to drought and excess moisture. It is less suitable for barley than for 
some other grain crops because barley has poorly developed roots that make it 
particularly vulnerable to early summer drought. High temperatures in the early 
suinrrier accentuate the moisture stress, while excess moisture in clay soils often 
prevents oxygen from reaching the plant roots. 

The area under barley in the Helsinki region was only between 10000 and 
12000ha until the 1960s, after which it started to increase rapidly, rising to 
49200ha, or 22.0% of the arabic field area of this region by 1983 (FigrLre 2.2). 
The old Finnish land-race barleys were replaced during the 1930s and 1940s in 
the Helsinki region by the Danish two-row cultivars, Binder and Balder, which 
had stronger straw and a considerably higher yield. Binder and Balder were in 
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turn replaced during the 1950s and 1960s by several six-row cultivars developed 
in Finland. These new six-row varieties had even stronger straw and higher 
yield. The most important of them were Pirkka and Porno. Since then two-row 
varieties have been cultivated in the helsinki region only in small quantities for 
malting purposes. 

The rising trend in barley yields started as early as the 1920s and, with the 
exception of the wartime slump, continued at a growing pace tip to the end of 
this study period in 1983 [Figure 2.3(a)[. One important reason for the excep-
tionally early upswing in the Helsinki region was the stabilization of agricultural 
and political conditions and the improvement in the social status of tenant farm-
ers, who acquired possession of their s!nahlholdings after the First World War. 
Even more important was the breakthrough in animal husbandry in this area, 
providing more manure for the fields. The favorable trend in the helsinki area 
was strengthened by the warm period of the 1930s, by increasing use of chemical 
fertilizers and by the adoption of high-yield ctiltivars. 

2.2.2. Oulu region 

In the Oulu region, the climate is unfavorable for agriculture because the grow-
ing season is short, the average temperatures for May and August are low, and 
night frosts are frequent (Valmari, 1966; Kolkki et aL, 1970) [Figure i..(b), Table 
1.81. The present long-term mean ETS (1883 -.1983) in the Oulu region is less 
than 1.100 degree-days, but is 1455 degree-days under the GISS 2 x CO 2  
scenario. The monthly precipitation of the present growing season 
(May September) in the Onlu region varies from 37 to 65mm, which is sul!icient 
for barley production in the conditions in this area. Under the GISS 2 CO 2  
scenario the monthly precipitation of the now longer growing season is between 
54 and 101mm per month (.see Subsection 1.9.2). 

Until the end of World War II, only about 8% of land in the Oulu region 
was under barley. Mter the war, much of the agricultural population of the 
ceded territories of Finland was resettled in the region, and between 1945 and 
1960 45000 ha, mostly in peat soils, were added to the arahie area. Land recla-
mation for barley proceeded steadily after 1960, and in 1983 it covered 203% of 
the total farmed area of the region. 

The rising trend in barley yield began later in the Onhu region than in the 
south [Figure .3(b)1. Initially, this was because the early ripening barley cul-
tivars were not available. In addition, the old Finnish land-race barleys had 
weak straw, as did the bred-cultivar Olh. in the 1930s, however, the Tarnrni cu)-
tivar, which ripened sufficiently early in the Oulu region, was developed from 
0111. Its straw was slightly stronger and it produced a 20% higher yield than 
0111. The next improvement was Otra, developed from Tarnmi in the lOhOs. It 
ripened even earlier and raised the yield by a further 10 1o. Thus in 30 years 
plant breeding resulted in a 30% rise in barley yields in the Oulu region (Kivi, 
1960). 
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2.3. Weather and Yield Data 

2.3.1. Mteorologiea1 data 

Data on daily mean temperatures and precipitation were obtained for the period 
1846-1983 for the station at Helsinki, and for the period 1883-1983 at Oulu. 
These were the longest periods for which both weather variables were available 
together with the yield records. For part of this study, daily temperatures were 
converted into monthly ETS values, and precipitation was expressed as monthly 
totals (Eigure 1.5, Tables 1.7 and 1.8). More detailed daily meteorological 
records are available since 1921 for Helsinki (Kaisaniemi) and since 1959 from 
several other meteorological stations in Finland (Finnish Meteorological Insti-
tute; lielno and Ilelisten, 1983). These are used in further experiments reported 
be low. 

2.3.2. Yield data 

Records of grain yields, expressed in kg/ha, have been published annually in the 
Official Statistics of Finland since 1920 (Central Statistical Office of Finland, 
1983). Yields expressed as "grain indices" were published in the yearbook from 
1861 to 1919. Older, less accurate, estimates from 1811 are available in the Fin-
nish State Archives (Annual Reports of Proencial Governors, 1846--1860). 

The grain index indicates the number of harvested grains obtained from 
one seed grain or the number of grain barrels obtained from a barrel of seed 
grain. The grain indices were converted into kg/ha by using historical records of 
sowing densities and volume weights of barley. This method has previously been 
used by Kerãncn (1931), Hustich (1952) and Soininen (1975). For the present 
study, the original records were carefully revised since some systematic errors 
were found in the figures for sowing densities and volume weights for the barley 
from northern Finland. To improve accuracy when converting the grain indices 
into kg/ha, some corrections were made by using records from neighboring agri-
cultural districts or provinces and from the respective latitudes in Sweden (cf. 
SundMrg, 1895). Table 2.1 shows the adjusted sowing densities and volume 
weights used in this study. The sowing densities for Oulu are lower than those 
recorded by Ilöcker (1834-1835) and used by Soininen; the volume weights are 
also lower than those suggested by Soininen. 

The published records of yields from 1920 onward are more accurate and 
reliable than the grain indices, with the exception of the years around World 
War II. Yield data for these years are evidently inadequate and too low. Some 
systematic errors in the published yields may also exist because the sampling 
methods were adjusted every 10 years up to 1972. Furthermore, during the first 
decade after the war yields were often collected as hI/ha and converted into 
kg/ba without detailed surveys on yearly or regional variations in the volume 
weights. 
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Table 2.1. Adjusted sowng densities and volume weights of barley 

Variable Region 1846 1864 1910 19E0 
Sowing density (kg/ha) Helsinki 3.1 3.0 2.8 3.1 

Oulu 3.5 3.3 3.1 3.0 

Volume weight (kg/hi) Helsinki 57 58 60 60 
Oulu 52 54 56 58 

2.4. Description of the Models 

In the first stage of the analysis of the yield records, linear yield trends were cal-
culated in order to eliminate the variation caused by long term factors as distinct 
from seasonal weather conditions. Deviations from these trends were then exam-
med. For optimum consistency, the diagrams depicting the yield (Fiqure 2.3) 
were divided into two periods according to the transition in the yield trends in 
the respective areas as follows: 

Helsinki: 	846-1919 and 1920 1983 [Fiqure 2.3(a)]. 
Oulu: 	1883-1958 and 1959 1983 lFigure 2.3(b)]. 

This method of fitting long term yield trends by a pair of straight lines has previ-
ously been used, e.g., by Waggoner (1979) and Dennett (1980). As stated previ-
otisly, the trend in the yield of barley rose substantially in the Helsinki region 
already in the 1920s, whereas in the Oulii region the change was delayed until 
the late 1950s. 

Two statistical approaches (Methods I and 2) were developed and tested. 

2.4.1. Method 1 

1)eviations from the trend (d Y) were evaluated with selective multiple regression 
analysis, where effective temperature sum in month I (ETSi), monthly precipita-
tion (Ps), monthly P/ETS ratio (Ii), and total annual ETS (2ETS) were the 
independent variables. 

This method produced the following two equations where the numbers fol-
lowing each letter symbol denote the month: 

Helsinki: d V = --433.4 -- 1.2ETS7 	 (2.1) 

r2  = 0.058 

Oulu: d V = —23.215 f 2.63 ETS8 f 0.52 LETS 	 (2.2) 

r2  = 0.300 

The equation for Helsinki explained only 5(%  of the variation, although statisti- 
cally its significance was satisfactory (F = 7.11, Prob. < 0.01). Only a high July 
temperature seemed to slightly reduce the yield, but this effect was less than 
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would have been expected in the light of previous studies (Mukula ci aL, 1977b). 
It seems unrealistic to draw any specific conclusions from this equation. 

The explanatory value of the equation for the Oulu area was considerably 
better (30.0), with a good degree of significance (F = 10.09, Prob. < 0.01). 
Low temperature combined with high precipitation in May (15) reduced yields in 
Oulu. Evidently crop sowing was delayed under such conditions. A large tern-
perature sum for the entire growing season (SETS), and particularly in August 
(ETS8), increased yields, apparently by ripening the crop in time. 

In conclusion, as far as the applicability of the Method 1 is concerned, in 
southern Finland the calculations based only on monthly ETS and average 
monthly prec.ipitation data do not seem to explain consistently the effects of 
climatic variations on barley yields. One of the difficulties is that between the 
beginning and the end of June the thermal anti moisture requirements of barley 
change quite radically. At the beginning of June (the tillering stage of barley), 
cool and rainy weather is favorable. At the end (the shooting stage, when phio-
tosynthesis and development of the leaf area is at a maximum), warm weather is 
roost advantageous (Mukula ci aL, 19771); Lallukka et al., 1978). These effects 
can be hidden if monthly ETS and averages of precipitation for June are used. 
It proved necessary to try another method in which more detailed daily meteoro-
logical data would be used and the number of variables increased. 

2.4.2. Method 2 

In this method more detailed daily meteorological records from 1959 to 1983 
were used. The growing season was divided, not into months, but into succes-
sive 'phases", based on the phenological development of the barley crop, consist-
ing of steps of 100 degree-days and 88 degree-days for the areas of Helsinki and 
Oulii, respectively (represented schematically, for cereal crops in general, in fly-
ure 24). These ETS values were selected to fit the transition from one phase to 
another at a specific phenological growth stage of the crop. The average rate of 
growth of cultivars per unit temperature in the 0uiu region is faster than that of 
cultivars in the Tlelsinki area. Hence, the length of the phases had to he shorter 
(88 degree-days) in the Oulu area than in the Helsinki area (100 degree-days). 
This method is a simplification of another method previously used, e.g., by 
Williams (1974a). Several additional variables, such as the mean maximum 
daily temperature of each phase, the lowest minimum and the average daily 
minimum, etc., were also included in the model. 

This revised approach highlighted a new problem. While early summer 
drought is the most important crop-limiting factor in the south, other factors 
(especially low temperature) become increasingly important farther north. Since 
the Oulu area is almost at the northern-most limit of barley cultivation, even a 
small decrease in the temperature sum causes crop losses; and since there is a 
strong negative correlation between precipitation and temperature at Ouhi, 
greater than normal rainfall in early summer is usually accompanied by a 
reduced temperature sum. Another climatic difference is that night frosts are 
common in the Oulu region but rare in the Helsinki area see Etgure 2..l(b). 
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however, the long-term meteorological records used in Method I for the Oulu 
region were obtained from the neighborhood of the city of Oulu, which is close to 
the Gulf of Bothnia, and is not affected by night frosts, typical of the inland area 
of the Oulu region. (The location of the station has varied during the long 
period represented by the Oulu record, but at I values are corrected to be con-
sistent with the recent station data from Oulu airport.) To improve the accu-
racy of Method 2, it was considered necessary to include in the calculations 
meteorological records from another station, Ahtãri, located in the night frost 
area southwest of the Oulu region. No suitable station for this purpose was 
available in the Oulu region itself. 

Similarly, for the Helsinki region, the long-term meteorological records from 
the Kaisaniemi station in the city of helsinki were replaced by records from two 
neighboring stations, Vantaa and Tikkurila, which better correspond to the aver-
age climatic conditions of the Uusimaa district as a whole. The use of station 
data from other locations also avoids possible trends in the long-term climatic 
records at both Oulu and helsinki due to urbanization effects. 

This method produced the following estimated function for the Helsinki 
area: 

dY 	—1772.8 •f 359.6P3  - 68.2S4  -I- 72.4 Tx6  

- 140.1C7  - 112.6C 4 116.1 Tn10  4 130.2S 	 (2.3) 

= 0.72 
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and for the Oulu area: 

dY = —2528.0 -4- 1.07.27'x 1  + 42.57'n3  - 6.0SF4  
+ 74.2S5  r 35.2 Tx7 	 (2.4) 

r2  = 0.56 

where: 

d V = the deviation of the barley yield from the trend 
= precipitation in phase i 

Cli= average daily temperature in phase i 
Ti = maximum daily temperature in phase i 
Tr =- minimum daily temperature in phase i 
S 	-= Tx - Tn in phase i 
SP1 - sum of precipitation over the first i phases (P1  -t- P2 	 ... - 1113 

The equation for the Helsinki area explaiiiecl 71.8% of the variation, and its 
significance was good (F 13.84, Prob. < 0.001). As was expected, high precipi-
tation in early summer (1)3 ) increased the yield in this area. Similarly, high 
maximum temperatures during the ripening stage (T) seemed to have a favor-
able effect on the yield. In the harvesting season, calm, clear weather, well 
represented by the difference between Tx and Tn (Sfl) (see Section 3.3), is of 
importance for avoiding harvest losses due to lodging. 

The explanatory value of the equation for Oulu area was also satisfactory 
(55.8%), and its degree of significance was good (F 11.09, Piob. < 0.001). 
Excess rainfall during the early summer (SF 4) seemed to reduce the yield 
significantly in this area, while calm, clear weather before the ear formation of 
the crop increased the yield (3 5 ). In this respect the results are in agreement 
with the findings of Elomaa and Pulli (1985); at the time of intensive photosyn-
thesis and the most active growth of the leaf area, the light requirements of 
plants are at their maximum (Figure 2.4). 

2.5. Model Validation 

The validity of the model used for the Helsinki area in Method 2 was tested by 
using independent data from the Agricultural l)istrict of Satakunta, located on 
the western coast of Finland, between latitudes 61N and 62N (Flgure 1.1, Dis-
trict 5). Climatic conditions in Satakunta differ slightly from those in the lid-
sinki area and the soil is more sandy. 

The annual yield variations estimated by the Helsinki model were in good 
agreement with the observed yearly variation in Satakunta (Figure 2.5). The 
differences from observed values were greatest in 1974 and 1981, which is prob-
ably explained by exceptional flooding in Satakunta during these two years. 
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Figure 2.5. Validation of Method 2 (Helsinki equation): model yield estimates and ob-
served yields at Satakunta. 

2.6. The Effect of Climatic Variations on Barley Yields 

2.6.1. Base case yields 

Equations (2.3) and (2.4) from Method 2 were used to estimate barley yields 
under changed climate. As a point of departure against which to compare each 
of the climatic scenario results, mean values of the climatic variables for the 
period 1959-83 were substituted into equations (2.3) and (2.4) and, by adding 
the trend term, yields were projected to 1983. The average "base case" yields 
were therefore calculated as: 

helsinki area (1959-83 mean climate): baseline yield = 3075kg/ha 
Oulu area (1959-83 mean climate): 	baseline yield = 2560kg/ha 

In addition, because daily meteorological data for the Oulu region were not avail- 
able for years prior to 1959, equation (2.2) from Method 1 was used to compute 
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yields for the warm and cool decade scenarios 1931-40 and 1921-30, respectively. 
The "base case" yield projected to 1983 in equation (2.2) was: 

Oulu area (1883--1983 mean climate): baseline yield -n  2570kg/ha 

Note that this is 10 kg/ha greater than for the 1959 83 baseline climat.e calcula-
tion using Method 2. 

2.6.2. Efrects of the GISS 2 x CO 2  scennrio on barley yields 

The procedures described in Subsection 1.9.2 were used to simulate the change 

in climate between the present base case and the CISS model 2 x CO 2  estimates. 
I)ifferences in mean monthly temperatures between the CJSS model estimates for 

1 x CO 2  and 2 x CO 2  equilibrium climates were added to the daily maximum, 

minimum and illean temperatures over the period 1959--83 for eack location. It 
was assumed that the diurnal temperature range would not change unde.r 2 x 
(11 0 2  conditions. A similar procedure was employed for precipitation: differences 

between mean daily precipitation rates for each month in the growing season 

under I x CO 2  and 2 x 0 2  (flSS-modeled climates were added to daily precip-

itation totals over the period 1959-83. The adjusted daily mean temperatures 

were transformed into daily ETS values and these were used to divide the grow-
ing period into phenological phases (Figure 2.4). The adjusted climatic data 
were allocated to the appropriate phases in a form suitable for application in 

equations (2.3) and (2.4). Outputs from Method 2 are in the fortri of deviations 
from trend yields (d V). Adding the trend yields gives the estimated yields in a 2 
x CO2  climate projected to 1983. 

The results of applying Method 2 in the Uetsinki and Oulu regions are 

shown on Figure 2.6 arid in Tulle 2.2 (where standard deviations of annual 
yields and coefficients of variation are also given). In the Helsinki area an 
increase in barley yield under the GISS 2 x CO 2  scenario of 270kg/ha is 
estimated (9% above the baseline yields), in the Oulu region an increase in 
yields of 554 kg/ha (14%) is estimated. Since calculations have been conducted 

for yearly data, it is possible in addition, to compare the estimated interannual 

variability of yields under 2 x CO 2  conditions with present-day variability. The 
coefficient of variation (standard deviation expressed as a percentage of the 

mean) of barley yields at present in the Helsinki region (14%) would he reduced 

to about 8%, whereas in the Onlu region the calculations imply an increase in 

variability from 17% to 20% (see Table 2.2). 

2.6.3. The effects of warm and cool decades on barley yields 

To enable comparison with the results for spring wheat (Section 3), the same 

years, 1966-1973 and 1974-1982 were selected to represent a warm and a cool 
decade, respectively (see also Subsection 1.9.1 and Figure 1.10). Deviations from 
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Figure 2.6. Yield estimates for barley at (a) Helsinki and (b) Oulu under different 
climatic scenarios. The "normal" yields projected to 1983 are indicated by a horizontal 
line; the vertical bars are standard deviations. Estimates are by Method 2 except for 
the 1921-30 and 1931-40 scenarios at Oulu, calculated using Method 1. 

the reference climate (1959 83) of both the mean ETS and the mean precipita-
tion during the growing season for both periods can be computed from Table 1.7. 
The warm period (1966 73) is characterized by above-normal ETS values in 
both Oulu and Helsinki regions (3% and 2% higher, respectively) and below-
average precipitation (-9% and —3%). ETS values in the cool period (1974-82) 
are below-average in both areas (2% and 5% lower, respectively) and precipita-
tion in both regions is higher than normal (2% and 6% higher). 

Subsequently, daily meteorological data for the period 1921-59 were made 
available for the Helsinki region, and this permitted experiments to be conducted 
using Method 2 for the same warm decade (1931-40) as is employed in Section 4, 
and for an adjacent cool decade (1921- 30). The same scenario periods were also 
selected for experiments in the Oulu region, employing Method I rather than 
Method 2 in the absence of daily input data for these decades. The period 
1931-40 was one of the warmest in this century in both helsinki and the Qulu 
regions (ETS values 11% and 13% above the 1959-83 baseline, respectively), 
while precipitation was lower than average in the Helsinki region (-.2%), but 
considerably above average (11% higher) in the Oulu region (Table 1.7). 

The meteorological records from the extreme decade periods were entered 
into the regression equations for each period in turn, providing estimated devia-
tions from the trend. The yields were then projected to the 1983 level. Note 
that for the 1920s and 1930s decades, due to data limitations, daily meteorologi-
cal values from helsinki Kaisaniemi station were used to represent the Helsinki 
region in equation (2.3). Results of these analyses are given in Figure 2.6. 
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Table 2.2. Estimated means, standard deviations and coefficients of variation of barley 
yields under different climatic scenarios in the Ilelsinki and Oulu areas, using Method 2 
(unless otherwise stated). 

Helsinki area 

Barley yields 
May- Oct - 

ETS precipitahon Mean 
Climatic scenarios (degree-days) (mm) (kg/ha) S D CV (%) 

Base line 
1959-1983 1263 342 3075 428 14 

Cool periods 
1921-1930 1218 431 3369 321 10 
1974 1982 1202 364 3200 500 16 

Warm periods 
1931-1940 1417 337 3092 416 13 
19661973 1285 333 2840 310 11 

2 x CO 2  1730 512 3345 270 8 

Oulu area 

Barley yields 
May Oct 

ETS precipitation Mean 
Climatic scenarios (degree-days) (mm) (kg/ha) S D CV (%) 

Baseline 
1959-1983 1080 313 2560 429 17 

Cool periods 
1921-1930 1067 331 2577a 335 13 
1974-1982 1060 320 2540 260 10 

Warm periods 
1931 	1910 1188 346 2775a 361 13 
1966-1973 1111 286 2630 260 10 

2 < CO 2  1455 496 2930 586 20 

aF t i mates  using Method 1 

When comparing the yields obtained by the "warm-decade" scenarios with 
those obtained by  the 2 x CO 2  GISS scenario in the helsinki area, marked 
differences are found. The "warm-decade" scenario (1966-73) resulted in 
reduced yield while the still warmer decade (1931 .40) and the 2 x CO2  scenario 
increased yield. These differences are apparently due to a combination of 
differences in mean precipitation and contrasts in interannual weather variabil-
i ty. 

Estimated yields increased under the "cool-decade" scenarios, especially for 
the 1921-30 conditions where the above-average precipitation contributed to a 
mean yield estimate higher than that calculated for the 2 x CO 2  scenario. 

In the Oulu area the effects of warm and cool decades were reversed, i.e., 
the warm periods increased the yields relative to the baseline, while the cool 
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periods produced little change in yields. Under the 2 x CO 2  scenario estimated 
yield was markedly higher than the baseline value. 

2.7. Discussion 

2.7.1. Summary of impacts on barley yields 

In southern Finland, warmer than average periods lead to slightly decreased or 
slightly increased yields, depending on annual precipitation conditions, while in 
the Oulu area in northern 1'inland warm periods increase yields. Cool periods 
have a reverse effect in both areas. 

Under the considerably warmer and also more moist climate estimated in 
the GISS model-derived 2 x CO 2  scenario, the present (1983) trend yield of 
3075 kg/ha increases by 9% in the Helsinki area. The present trend yield of 
2560kg/ha in the Oulu area increases by 14%, according to the best-fitting 
method used in this study. Neither of these predictions allow, of course, for 
future improvements in plant breeding and cultivation techniques or for the pos-
sible direct effect of increased atmospheric carbon dioxide concentrations on the 
photosynthesis and water use efficiency of crops. The 2 x CO 2  scenario pro-
duces a decrease in the yearly variation coefficient for barley yields in the Hel-
sinki region, but a slight increase in the Oulu area. 

2.7.2. Implications of climatic warming in southern Finland 

Although it was difficult, with a single model, to estimate yield levels that are 
representative of the wide range of barley cultivars that are grown in southern 
Finland, some interesting observations emerge from this analysis. In southern 
Finland low temperature alone seems not to he a growth-limiting factor for bar-
ley. More harmful in this area is the lack of moisture during the early summer, 
and the less suitable soil type for barley. 

Therefore, barley would not benefit greatly from a warmer 2 x CO 2  cli-
mate. However, other crops with higher temperature requirements, such as 
spring wheat, would probably benefit more. This is discussed in Section 3. 

2.7.3. Implications of cliinatk warming in northern Finland 

In northern Finland, as represented by the Oiilu area, present-day temperature 
is already a growth-limiting factor. Here barley production would inevitably 
benefit from a warming of the climate. However, if warming were accompanied 
by increased precipitation as suggested by the GESS model, harvest losses might 
increase. Nevertheless, longer growing seasons would allow earlier sowing and 
consequently earlier harvesting and also more flexibility in the proper timing of 
both sowing and harvesting of crops. Even the higher yielding cultivars, which 
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need higher temperatures and longer growing periods, may become suitable for 
this area. 

A significant warming of the climate would also allow the extension of 
widespread cultivation of barley to northern Lap!and i.e., up to latitudes 
67-69N. The soil and topography are suitable for this purpose along the river 
valleys and on the swamp area5. 

2.7.4. Adaptation 

A slow change of climate, such as might be expected given a continued gradual 
rate of accumulation of atmospheric CO 2 , may allow sufficient time for plant 
breeders to develop crop varieties that are suited to altered climate. But we 
know little about the possible effects of long-term climatic changes ori the 
incidence of pests and diseases. These and other implications are discussed in 
Section 5. 



SECTION 3 

The Effects 
on Spring Wheat Yields 

3.1. Introduction 

In this section we consider the effects of the same three climatic scenarios (a 
warm period, a cool period, and a "2 x ('O2 ' climate) on spring wheat yields. 

Winter wheat can be grown only in a small area in southwestern ¶inland, 
while spring wheat extends over much of the south aiid center of the country, 
covering 0.10-0.I5mha (Figure 3.1). Average yield rose from 1000 1500kg/ha 
to 2500-3000kg/ha between 1920 and 1983, largely a result of plant 1)reeding, 
better cultivation techniques and increased use of fertilizers. 

At, present, average spring wheat yields of marketahle quality are highest 
(2400--2500kg/ha) in southwestern and southeastern Finland (FgureS. s!). In 
the best years the yield rises to 3400 -3500kg/ha in southern Finland and 
2800kg/ha in the north. In poor years, the yield falls to about 1700kg/ha even 
in the most productive regions. high yields are found on the west coast as fa.r 
north as 63 N, crops being grown there on the best arable land (Figurc 31. 

Most of the spring wheat cultivars grown in Finland are of domestic or 
Scandinavian origin, and are suited to short, cool summers. Their growing 
period is about 110 days. The earliest varieties require an ETS of about 900 
degree-days and the latest varieties 1110 degree-days (Mukula ci aL, 1977a; 
Kontturi, 1979). In general, varieties with the highest yields are those requiring 
the longest growing time but only, of course, when the growing season is 
sufficient for the variety to ripen. For example, while late cultivars (which have 
a higher yield than early ones) are preferred in the south of Finland because of 
the region's longer growing season, the yield of these cultivars in a cool year 
drops more than that of early-maturing cuttivars. 

The quality of spring wheat depends to a large extent on weather condi-
tions during the harvesting season. Since the major component of wheat eudo-
sperm is starch, at least one of the enzymes of the grain may he expected to he 
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Figure 8. 1. The distribution of spring wheat ciiltvation in Finland by municipality (Al-
las of Finland, 1982). 
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Figttre 82. Mean yields (kg/ha) of spring wheat estimated for 1950 83 climate and ad-
justed to 1983 technology. 

suitable for the digestion of this substance. Two forms of starchhydrolyzing 
enzyme are known to be present, cE-amylase and fl- amylase. The former is highly 
destructive of starch and sound wheat should contain very little; it is abundant 
in wheat which is beginning to germinate. Rain tends to increase a-amylase 
activity during the ripening stage or even results in the sprouting of grains on 
ears. Under normal weather conditions the grains seldom dry out sufficiently in 
the field and usually need artificial drying after harvesting. 

3.2. Weather and Ye1d Data 

The yield data, which refer only to yield of marketable quality [Official Statistics 
of Finland, 1950- 1983 (Central Statistical Office of Finland, 1983)1,  were col-
lected from 15 agricultural districts (districts 1 -15, inclusive - see Figure 1.8). 
Daily weather data were obtained from 19 observation stations, providing 
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averages for each of the 15 districts. They comprised daily mean, minimum and 
maximum temperature and daily precipitation for the period 1959-83 (see Sec-
tion 1). 

3.3. Development of the Model 

A regression analysis was performed in order to assess the degree of variation 
between deviations from the yield trends and climatic variables. Regional linear 
trends in the yields were first determined for the baseline period 1959-83. 

The rate of development of a crop is closely related to the sum of effective 
temperatures (El's) over the growing season (Davidson and Campbell, 1983; 
Bauer et aL, 1984; Russelle et al., 1984). For the purposes of this study, the 
growing period is assumed to extend from April 1 to October 31, and the 
development of wheat is described by dividing the growing period into phenologi-
cal stages on the basis of El'S. The procedure is the same as that illustrated in 
Figure 2.4. This allows for synchronization of weather conditions with the 
plienological stages of wheat development, and for estimation of the impact of 
weather conditions on the yield. The length of the first phase (I) was defined as 
40 degree-days on the basis of the sowing dates for 1959 1983 (Official Statistics 

of Finland). This phase represents conditions before sowing. The following 
phase (11) amounts to 60 degree-days, and comprises sowing and subsequent 
emergence. The length of the following phases (lT1-Xll) is determined by region 
on the basis of the ETS for the entire growing season, so that at least 10 phases 
are obtained for each year, in addition to the pre-sowing and pre-emergerice 
phases (I, 11). 

The length of the phases III XII together varies from 100 degree-days for 
late cultivars to 89 degree-days for early cultivars. The late cultivars are grown 
in the south (districts 1, 2, 3, and 4 in Figure 1.3), where the length of a phase 
was defined as 100 98 degree-days. J)istricts 5-9 at latitudes 61 62' N have a 
phase length of 97 94 degree-days, and districts 10-15 at latitudes 62 64' N, 
where early cultivars are grown, have a phase length of from 93 degree-days to 
89 degree-days, depending on the variety. Very little spring wheat is cultivated 
in the northern-most districts of the country. 

The amount of precipitation for the phases was calculated, as were the 
means for the following variables: mean, maximum (Ti) and minimum (Tn) 
daily temperatures. Since no radiation data were available, the variable S = Tx 

Tn was used as a substitute index for radiation. This is because when the 
daily variation in temperature is high, cloudiness is assumed to be low i.e., 
there is a high incoming radiation by day, and large long-wave radiation losses 
by night. Logarithmic modifications had to he made to the precipitation figures 
because of the skewness of the distributions. 

Multivariate selective regression analysis was applied to explain deviations 
in yield by meteorological variables. The analysis was applied to the meteorolog-
ical vr.rsus yield characteristics in each of districts 1--9, in which most of 
Finland's spring wheat (>97%) is grown. 
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3.4. Description of the Model 

The regression analysis resulted in a model which explained 81.5% of the varia-
tion in wheat yields (F 	95.0; Prob. < 0.001). The model equation is: 

dY = —3812 + 0.99 . Trend 	264.0!'2 	65M52  

+ 30.1Tn3  - 50.5C4  -f-  2.2SF4  + 72.7Th5  
(3.1) 

- 37.lTx7  -f 79.97z10  I 551 Tn 10  

+55.7SII  1 122.9512 r 29.6 Tx12  

where: 

d V 	= the deviation of spring wheat yield from the trend 
Trend = technology trend indexed to years (e.g., a value of 1983 

represents 1983 technology) 
C- 	= average daily temperature in phase i 
Tx1 	maximum daily temperature in phase i 
Tn 1 	= minimum daily temperature in phase i 
5, 	= (Tx1  - TnJ in phase i 
P 	= total precipitation in phase i (logarithmic modilkation) 
SP, 	- sum of log (precipitation) over the first i phases (P 1  I P7 -'- 

P,) 

We can interpret the importance of each climatic variable shown in e.qiiaiion 
(3.1) in terms of the requirements of a wheat crop (Table S.i). 

3.5. Model Validation 

The model was tested in North Karelia (district 12, latitude 63N), a region 
sufficiently distant from the area in which the model was formed to he regarded 
as suitable for independent verification (Figure 1.3). The differences between the 
observed yield and the model estimates are small (Figure 3.3). They are largest 
in years of early night frosts (such as 1961, 1974 and 1978, indicated by arrows 
in Figure 3.3) when the observed yield was higher than that estimated by the 
model, probably as a result of the local ameliorating effect on minimum tempera-
tures of many lakes in the region. 

3.6. The Effect of Climatic Variations on Wheat Yields 

3.6.1. Scenario inputs 

As described in Sections 1 and 2, the 2 x CO 2  scenario involved the addition of 
changes in mean monthly temperature and precipitation, as simulated by the 
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Table 3.1. Requirements of a spring wheat crop at different phases of growth. 

Important 
c1matic 

Phase 	variable(s) 

Influence 
on 

yzdd 	Phase characteristics 
Sowing and germination occurs during this phase. 

S - 	L 	Precipitation must be low so that crops can he 
H sown under favorable conditions. 	Excessively high 

P -- 	,J 	temperature can form a crust, particularly in loam. 

III 	Ta - 	Floral initiation. 	Low temperatures are harmful. 

Growth development should not be too rapi(l at this 
C - 	phase. 	As temperature is decreased, duration of the 

vegetative and spikelet phases of apex development is 
prolonged, resulting in an increase in total spikelets 

IV formed and kernel number. 	Low minitnurn temperatures, 
however, are harmful. 	SuffIcient nioistiire in the early 
summer guarantees safe sprouting conditions. 	Kernel 

SP + 	number is fixed and the roots become strong enough to 
withstand drought. 

T + 	Stem elongation and hooting. 	Minimum temperatures 
should not be too low. 

VIE 	Tx - 	Anthesis. 	Excessive maximum temperatures are harmful, 

Tn ) 	Ripening tune. 	The plants are very sensitive to 
X frost.. 	High temperatures accelerate ripening and 

Tx + 	) 	improve grain quality. 

XI 	S + 	Weather conditions at harvest time determine 
the final yield volume and quality. 

S + 	A cool northerly air current is best for harvesting 
XII in Finland. 	Then the weather is clear and bright, 

with little precipitation.  

GISS general circulation model, to the daily normals for 1959 53 (ic., the base-
line scenario). Adjustments were made by interpolation of the GISS model-
derived changes to the 19 station locations in districts 1 15 (see Figure 1.3). 
The new data thus obtained were divided into phases as for the baseline climate, 
the sole difference being that the length of each phase, beginning with phase II, 
was extended by 10 degree-days. The growth phases were lengthened on the 
assumption that later ripening cultivars requiring a higher temperature sum - 
would be sown as the growth period lengthened. 

The first phase in the scenario began as soon as the temperature reached 
the effective level (40 degree-days), i.e., 2 3 weeks earlier than under the baseline 
climate. Because of the short growing period in Finland, sowing must take place 
as early as possible. Under the GISS 2 x CO 2  scenario winter temperatures 

would rise by 5 6C, shortening the winter season to the period from January 
until March or April. Temperatures in April would be some 4 C higher than at 
present (see Table 1.8) contributing to a reduction in the duration and severity 
of soil frosts. 
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Figure 3.5. Model validation: model yield estimates, and observed spring wheat yields 
in North Karelia. 

The other two (instrumentally derived) scenarios were for two periods 
described in Sections 1 and 2 and shown in Figure 1. 10 and Tab(e 1.7: a "warm" 
period (1966-73) and a "cool" period (1974-82). Climatic data for these 
scenarios were applied to the original phenological phases described above (Sub-
section 3.3). 

The meteorological data are presented by growth phases in Figure 34. It 
is important to note that these data are only comparable with respect to the 
modeled growth phases and are not coincident in calendar time. So, for example, 
2 x CO 2  temperatures in Phase I of crop development probabJy represent tem-
peratures from March or early April, whereas "cool-period" temperatures may 
well reflect a late start to the growing season in May. Comparison of "cool", 
"warm" and 2 x CO 2  scenarios showed that early growing season temperatures 
were practically identical. Early growing season precipitation under the 2 x 
CO 2  scenario was almost double that of the warm-period scenario. In the middle 
of the growing season, average temperatures were 1-2 °C lower under the cool-
period scenario than under the warm-period scenario: at harvest time the 
differences were even greater (from 2 to 3C). Temperatures were higher still 
under the 2 x CO 2  scenario: relative to the warm-period scenario, the difference 
from ear formation to ripening was around 1 C in Uusimaa l Figure 5.4(a)[ and 
between I and 2C in North Karelia [Figure 8.40)!. At harvest time (phases 



572 	 Effects of climatic variations in Finland 

(o UUnprnoo D,strct 	 ( 	North - KortH, Ditrkt 

U 

0 

4 

I 

tint 

tint, 

ttt.o.. 

am 

PHASES 	 PHASES 

Figure 3.4. Mean daily temperature and precipitation at different phenological growth 
stages for the three scenarios at (a) Uusimaa (helsinki) and (h) North Karelia (for loca- 
Lions, see Figure 18). 

XE XII), the differences were much greater, from 4 to 7C. The highest precipi-
tation under the 2 x CO 2  scenario was in the second half of the growing season, 
being as much as twice that during the warm-period scenario. 

3.6.2. The effects of the baseline climate on wheat yield 

Meteorological data from each year of the baseline period (1959-83) were input 

to equation (3.1) to obtain annual yield estimates for each meteorological station 
location in the study region. These location-specific yields were then ranked 
from highest to lowest to obtain the 5 and 95 percentile yields. Period-mean 
yields were also computed for each location. Values of each of these three meas-
ures of baseline yield could then he located on a map and isolines constructed 
[Figures 3.5(a), 5.6(a) and 5.7(a)]. 

3.6.3. The effects of a "2 x CO2" climate on wheat yield 

tinder the 2 x CO 2  scenario the yields of spring wheat increase by an average of 
6 20% jFigure 8.5(b)]. The yields rise about 10% (to 2750kg/ha) in the coastal 
areas of southwestern Finland, but less in the east because assumed increases in 
precipitation indicate losses due to heavy rains at harvest time.. The yields for 
the "best" years (5 percentile) rise the most (by 15%, or 450kg/ha) in the north-
ern parts of the present cultivation area IFigure 3.6(b)]. Yields in southern Fin-
land increase by no more than 2-5%. The yields for the "poorest" years (95 per-
centile) rise by 25-40% in the south and by 10 15% in the north. In general, the 
greatest yield increases under the 2 x CO 2  scenario occur in the regions that 
have the lowest yield at present. 
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Piqnre,9.5. Effects of dimatic scenarios on mean marketable spring wheat yields 
(kg/ha): (a) average climate, 1959-83; (M CISS 2 x CO 2  scenario with variety having 
thermal requirement; 120 GF)l) greater than present varieties; (e) warm scenario 
(1966- f973 type) with present-day varieties; (d) cooi scenario (974- 1982 type) with 
present-day varieties. 
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Figure 36. Effects of climatic scenarios on highest (5 percentile) marketable spring 
wheat yields (1g/ha): (a) average climate, 1959-83; (b) GISS 2 x CO 2  scenario with 
variety having thermal requirement 120 GDD greater than present varieties; (c) warm 
scenario (1966-1973 type) with present-day varieties; (d) cool scenario (1974-1982 type) 
with present-day varieties. 
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Figure 3.7. Effects of climatic scenarios on lowest (95 percentile) marketahic spring 
wheat yields (kg/ha): (a) average climate, 1959 -83; () GESS 2 x CO 2  scenario with 
variety having thermal requirement 120 ODD greater than present varieties; (c) warm 
scenario (1966-1973 type) with present-day varieties; (1) cool scenario (1971-1982 type) 
with present-day varieties. 
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3.6.4. The effects of a warm period (1966-73 type scenario) 

Under the warm-period scenario wheat yields are highest (2825kg/ha) in 
southwestern Finland. In such a period the yields for the "best" years would risc 
most -. by 5%, or 130kg/ha-- in the northern parts of the country j1,' i qttrP, •9.(c)1. 
In southern Finland, however, early summer drought during warm summers can 
reduce yields by 10%. Yields in these years in southeastern Finland do not 
exceed 3000kg/ha in the south. I)uring the "poorest" (95 percentile) years of a 
warm period, however, yields increase by as much as 50 70%. The difference is 
greatest inland, where yields are 800 kg/ha hgher than "normal" I Pug r9. 7( c)1, 

3.6.5. The effects of a cool period (1974 82 type scenario) 

tinder the cool-period scenario average yields are 115 350kg/ha, or 5 15% below 
normal [Figure 3.5(d)[. In the best years (5 per(-,entile) of the cool period "nor-
rnal" yield levels are achieved in southern Finland, hut yields are reduced toward 
the north in line with the fall in mean yields [Figure 9.6((1)1. In the worst years 
(95 percentile) of the cool period the possibility of total crop failure is evident. 
Even in southern Finland the yields can fall by 35% to 800 900kg/ha l Figure 
9. 7(d)[. Departure from the normal is least in the western coastal area. 

3.7. Discussion 

On the basis of the experiments for the CISS 2 x CO 2  scenario, changes in tein-
perature and precipitation caused by an increase in carbon dioxide can be 
expected to have a marked effect on spring wheat yields and on plant production 
in general. With the rise in temperature, winters in particular would heconic 
milder. The snow cover would not last as long as it does now, and soil frost 
would decrease. The cultivation of winter crops could be increased and their ciii-
tivatiori area, could be extended to central Finland. Cultivation of fodder crops 
may be transferred to the central and northern parts of the country. 

higher temperatures would allow sowing 2 3 weeks earlier than at present, 
thus enabling the cultivation of spring crops with a longer perio(l of vegetative 
growth. The brevity of this period is at present one of the obstacles to increasing 
yields in Finland. Moreover, under the warmer climate, both spring and winter 
crops could make better use of early spring radiation, which is barely exploited 
at present owing to snow and soil frost. 

According to the model experiments, the vegetative growth of spring wheat 
under the 2 x CO2  scenario takes place in temperatures almost identical to base-
line values (see Figure 9.4), while from the shooting stage on, temperatures differ 
from the "warm period" temperatures by only 1 'C. This observation assumes 
that wheat varieties with higher heat requirements are substituted for present-
day varieties in southern Finland. In the north of the country, in contrast., the 
thermal conditions would resemble those at present found in the south. Soils are 
not generally limiting to cereal cultivation in the north, so it is possible that 
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present-clay quick-ripening spring wheat varieties could be cultivated there. 
However, over the whole country under the GISS 2 x CO 2  scenario high rates of 
precipitation in early summer could delay growing and in the late summer could 
increase the risk of losses due to wet weather during harvest. higher rates of 
evaporation might he a countervailing factor, but excess moisture could remain a 
long-term problem. 

In this section we have not considered the "direct effects" of increased con-
centrations of atmospheric carbon dioxide on wheat yields through increases in 
croj> photosynthesis (Eemon, 1983; Sionit et at., 1981). However, we can con-
clude from the model experiments that the indirect effect of increased CO 2  on 
the climate will improve crop cultivation conditions in Finland. 

Under the warm-period scenario yields vary considerably less about the 
mean (+ 10-15%) than during the cool period (+ 27 32%). In cold years, ripen-
ing often does not occur until September, which increases the risk of night frost 
before harvest. llighcr relative humidity greatly hampers threshing and 
increases harvesting costs in autumn. Ixcessive moisture in aulunin also 
obstructs the operation of heavy harvesting machines. Cool summers normally 
result in good yields of spring wheat in southern Finland (60 N, districts 1-4). 
Between latitudes 61 and 62° N (districts 5 9) the yield level may be high in cool 
years, although the probability of very low yields increases also. Further north, 
in districts 10-15, the low ETS prevents the attainment of good yields in most 
years. 

During a warm period, crop yield "certainty" increases. In the best years 
yields of spring wheat may be fairly similsr throughout the country. However, in 
the worst years yields are red uced much less than they are in a cool period. 

Cool periods tend to result in underproduction in Finland, and wheat has 
to be imported. Warm periods result in overproduction. The implications of 
this for national agricultural policy are discussed in Section 5. 



SECTION 4 

The Effects on the 
Profitability of Crop Husbandry 

4.1. Introduction 

Sections 2 and 3 of this case study have considered the effects of climate on crop 
yields. There is, however, no simple relationship between yield and profitability 

and yet it is profitability that ultimately determines which crops are grown, 
and where. In this section we consider the elTect of changes in climate on yields 
of barley and oats in two regions of Finland, and go on to examine likely changes 
in the profitability of cultivating these crops. 

4.2. The Variability of Gross Margins 

We may define "profitability" as the income that remains for the farmer once his 
variable cxpen(Iitllrc, i.e., the costs of seed and fertilizers, use or hire of 
machinery, wages paid to outside workers, etc., have been deducted (Varjo, 
1974). We shalt term this gross margin in order to distinguish it from net return 
(Pmqurr 4.1). 

The data required here to determine the gross margin per hectare for a 
given crop are the marketable quality yield per hectare, its market price and the 
variable expenditure in its cultivation, which are published by the Association of 
Agricultural Centers (MKL; Varjo, 1977). In addition to the marketable yield, 
the farmer will, at least in some years, be left with a certain amount of grain of 
inferior quality owing to adverse weather conditions which can be fed to livestock 
on the farm. Because of this, grain cultivation can often prove profitable even 
though the gross margin may not be sufficient in itself to assure a farmer of a 
reasonable wage for his work excluding state agricultural subsidies. 
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Figure 4,1. Gross return, gross margin and principal cost factors per hec.tarc for the ciii-
tivation of barley in 1980. The numbers refer to average national costs per farm in Fin-
land in 1980. 1 US$ 3.6 FIM in 1980 (MKL, 1980). 

The manner in which the marketable yield, the cost and the selling price 
mentioned above affect the profital)ility of arabic farming is illustrated in Figure 
4.. Comparison of the marketable barley yield (Official Statistics of Finland 
SVT UI), variable expenditure and gross margins for 1965, 1975 and 1980 in 
Lapiand and Varsinais-Suonii shoWs harvest yields to have increased by about 
1200kg/ha in both areas over the period 1965- 1980, most of this increase occur-
ring between 1975 and 1980 in Lapland but between 1965 and 1975 in 
Varsinais-Suorni. With the variable expenditure increasing and the market price 
decreasing in real terms in a roughly similar manner in both areas (Table 4.1), 
the outcome was a pronounced decline lU the profitability of barley cultivation in 
Lapland, which had in any case been low. For the sake of simplicity, the values 
employed here are those for central Finland, which deviate from those for 
Varsinais-Suorni and Lapland by less than 3%. 

Thus the gross margin, which had been negative in Lapland in 1965, at 
230 ElM/ha, reached figures of --900 FIM/ha or worse by 1975. Later, how-

ever, the rapid rise in yields, together with a reduction in costs, meant that 
profitability improved markedly, so that by 1980 the gross margin in Lapland 
was just over 400 FIM/ha. By comparison, the trend in Varsinais-Suomi is seen 
to have been more much more favorable throughout. The gross margin in 1965 
was 1975 FIM/ha, of which about 750 FIM represented a direct net return. 
Again profitability declined up to 1975 on account of the lower market price and 
increased costs, being 1720 ElM/ha in that year. Nevertheless, since the propor-
tion of this gross return accounted for by wages decreased more rapidly than did 
the market price of barley, partly as a result of increased mechanization, the net 
return obtained increased to almost 1400 ElM/ha, approximately the same figure 
as that recorded in 1980. Thus the difference in the gross margin for barley cul-
tivation between Lapland and Varsinais-Suorni diminished from some 
2200 F1M/ha in 1965 to around 1300F1M/ha in 1980. This still means, however, 
that the figure for Varsinais-Suomi was more than four times that for Lapland, 
suggesting that although the great difference in temperatures between southern 
and northern Finland naturally does contribute to the differences in harvest 
yields, this effect is overshadowed as far as the profitability of crop cultivation is 
concerned by the very considerable influence of economic factors and agricultural 
policy measures. This also explains why the substantial increase in yields 
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Figure 4.. Profitability of the cultivation of barley and principal factors in its calcula-
tion in Varsinas-Suomi (V-S) and Lapland (L) in 1965, 1975 and 1980 (MKL, 1980). 
For location of the two regions, see Figare I . S. 
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Table 4.1. Trends in producer prices, variable expenditure and producer's wages 
between 1965, 1975 and 1980 adjusted to 1980 prices. 

i>ro ducer  price Variable expenditure Wage for former 
(FIM/kg )a (FJM/ha) (flM/ha) 

Crop 1965 	1975 	1980 1965 1975 1980 19651975 1980 

Spring wheat 2.31 	1.27 	1.41 1596 1975 1405 300 280 360 
Rye 2,32 	1.46 	1.56 1129 1911 1606 360 310 400 
Barley 1.57 	1.07 	0.96 1129 1622 1247 300 280 360 
Oats 1.47 	096 	0.88 1129 1607 1606 300 280 360 

1 US dollar = 3.6 FIM in 1980. 
Source: MKL (1965, 1979, 1980) 

achieved all over Finland in recent years has not led to any extension of cultiva-
tion in northern Finland, nor even to an improvement in profitability in every 
case (see Figures 1.6 and 1.8). 

The considerable difterences in harvest yields from one year to another 
serve to emphasize the difference in profitability of crop husbandry between 
northern and southern Finland. This is evident in F'gure 4.3 which shows the 
marketable harvest yields for spring wheat., rye, barley and oats, the gross mar-
gins for these crops and their labor costs expressed in kilograms of grain. The 
figures given apply to four regions over the period 1953 -1983. The yields 
obtained in Varsinais-Suomi are seen here to have been sufficient to cover the 
variable expenditure in all years except for some rare cases such as oats in 
1953-1956, barley in 1951, spring wheat in the early 1950s and in 1977 and 1978. 
The gross margin also served to cover the labor costs in almost all cases, gen-
erally leaving a substantial net return. Thus the prolit.ahility of crop husbandry 
in this area may in general be regarded as good. 

However, profitability decreases progressively further north, so lb at even 
by the latitude of South flothnia (see Ftgure 1.3) the cultivation of spring wheat 
has become a much more uncertain undertaking on account of the frequent, and 
sometimes consecutive, years of crop failure with only occasional intervening 
years in which an actual net return is achieved. In North l3othnia, where spring 
wheat is no longer grown on any large scale, years of crop failure occurred regu-
larly during the period examined, with only very exceptional years in which the 
gross margin succeeded in covering the farmer's wage requirement. Lapland is 
the least favored of all the regions, wheat being cultivated only in very excep-
tional cases. 

The yields of rye are also much lower in South tlothnia than in Varsirais-
Suomi, frequently failing to cover the farmer's wage requirement and sometimes 
not even meeting the variable expen(liture. This latter state is more or less the 
rule in North Bothnia except in a few of the most recent years examined when 
rye has even yielded a small net return. The trend in Lapland is unusual 
because, while rye cultivation was just as successful here as in South Hothnia 
over ca. 1953-65, it has frequently failed in recent years. 

A similar pattern may also he discerned in the fodder grains, barley and 
oats, in that while their cultivation proved economically profitable almost 
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Figure 4.3. 	Profitability of crop husbandry in 1953-1983 in Varsinais-Suomj, South 
Bothnia, North Bothnia and Lapland (MKL, 1980). 	For district locations, see Figure 
I.S. 

without exception in Varsinais-Suomi, and has been extremely profitable since 
about 1970, their profitability became increasing uncertain from South Bothnia 
northwards owing to the progressively greater frequency of crop failure and the 
smallness of the gross margin. In this case, too, the most recent years proved 
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more favorable, to the extent that these fodder crops even gave a small net 
return. This is exceptional, however, it being common for their profitability to 
be extremely low, especially in Lapland, but also to some extent in North Both-
nia. The fact that, despite this, they continue to be grown in Lapland (although 
oats admittedly only in the south of the region) can be explained by their impor-
tance for use as fodder on the farms themselves, in which case their tow 
profitability is of little consequence, as it can be compensated for by improved 
returns from animal husbandry. It does mean, however, that oats and barley are 
seldom grown in excess of the farm's own requirements, which leads to the 
importation of much more cattle Fodder into Lapland from elsewhere than would 
be absolutely necessary were the region's lull production capacity to be realized. 

4.3. Climatic Variability and Marketable Yield 

Variations of climate are readily reflected in agricultural performance in the form 
of fluctuations in yields, particularly in the north of Finland. Data on climate-
induced changes in crop yields are available in Finland from the early nineteenth 
century onward (Ker.nen, 1931; Hustich, 1945, 1950, 1952; Soininen, 1974; and 
see Section 2). The value of these figures for statistical analysis is nevertheless 
doubtful since the variables are few in number and since a considerable increase 
in yields has been observed recently which cannot be attributed to any climatic 
change. it is thus necessary to distinguish between changes in yields resulting 
from climate effects and those brought about by the development of more pro-
ductive strains of cereals, more intensive use of fertilizers, etc. At the same time 
the uncertainties of the statistics, especially those for marketable yield in the 
nineteenth century, and to some extent also covering more recent times, mean 
that the figures for individual years would in any case be inadequate for proper 
statistical analysis. The difficulties encountered in attempting to relate barley 
yields to climate over such a long period have already been discussed in Section 
2. 

Another method is available, however, which avoids this problem by using 
commune-specific forecasts for marketable yields and relating these to effective 
temperature sums and May-September rainfall figures. By restricting the examni-
nation to a short period of just a few years, the effects of advances in agricultural 
technology are reduced. The yield forecasts are inexact, being based on visual 
inspection of the fields by specially appointed assessors in the individual com-
munes. However, the assessors have many years of experience in crop forecast-
ing behind them and the data can be taken as at least a good indication of ulti-
mate yields (Varjo, 1980). 

As described in Section 1 in this study, ETS and rainfall data for the mdi-
vidual communes in the calculations were obtained from maps by interpolation 
between the corresponding isopleths. The analysis is applied to data from 1979, 
1980 and 1981, years with quite different summer weather (average, warm and 
dry, and cool and wet conditions, respectively). This gives a total (over 3 years 
and for more than 370 communes, nationwide) of 1123 observations for barley 
and 11117 for oats. 
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The influence of ETS on marketable yields of barley and oats was examined 
first, with the climatic and yield data divided into three parts, representing for 
each year the communes receiving a precipitation of less than 250mm, 
250300mm and over 300mm. Correlations between yields per hectare (F) and 
ETS were then calculated for each group and each crop separately, using the 
G!MMS cartographical program (Waugh and McGalden, 1983). The results 
were as follows: 

Barlry 

<250 rum N = 	73 Equation not significant R 2  = 0.01 
250-300mm N = 506 V = 1.6 	ETS - 	530.2 P 2  0.33 (4.1) 

> 300mm N 541 Y 	2.5 	El'S 	1014.7 1?2 0.28 (4.2) 

Oats 

<250mm N 74 Equation not significant H 2  0.0i. 
250 300 min N -.504 V = 0.9 	ETS 	1328.4 R 2  0.13 (43) 

100mm N 539 V 	1.7 	ETS I 	164.0 P 2  0.39 (4.4) 

As may he seen from the above figures, changes in temperature sum do not seem. 
to affect the marketable yields of the crops concerned when rainfall during the 
growing season remains below 250 mm, whereas with a rainfall of over 250mm 
they show a clear positive correlation with the ETS. 

The effect of rainfall during the growing season on harvest yields was then 
examined in a similar fashion, by dividing the data sets into three groups with 
reference to the ETS values and determining the correlations between precipita-
tion (P t) and yields per hectare in these groups. The following results were 
obtained: 

Barley 

< 1000 G1)i) N -r  360 V 	6.1 . P-t f 	3271.0 P 2  = 0.11 (4.5) 
1000-1300 CDI) N 530 V -= 	6.1 . P t f 3271.0 P2 = 0.10 (4.6) 

> 1300 GDD N - 228 Equation not significant p 2  = o.00 

Oats 

<1000 CDI) N S 363 V = 	4.1 . P t + 3154.6 H 2  = 0.25 (4.7) 
1000-1300 CDI) N - 530 V = -1.2 	P-I f 2679.3 R2 = 0.10 (4.8) 

> 1300 GDD N S  230 Equation not significant P 2  = 0.04 

These figures suggest that at temperature sums below 1300 growing degree-days 
(GDD), increased precipitation led to a marked decline in marketable yields of 
oats and barley per hectare; whereas in warm summers, with effective tempera-
ture sums of over 1300 CDD, increased precipitation had no effect on harvests. 

According to the above both ETS and precipitation during the growing sea-
son appear to affect, the marketable yields of barley and oats independently of 
the other. In order to ascertain their combined influence, a statistical 
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multivariant analysis program was employed (lirown et aL 1981). The calcula-
Lion for this gave the following equations for estimating the marketable yields of 
barley and oats given in the above variables: 

3755.7 	13.12P- 	79.9 

	

PjJj  i± ITh 	
2 	

(4.9) 
1100 	100 	100 

I?2 	0.56 (standard error of est. 552.4) 

V0 	3219.4 - 8.4P-t 1 56.17 -  2.7 	
2 	

(4.10)ETS  
100 100 	100 

R2 	0.31 (standard error of est. 537.4) 

in which: 

YR 	== Marketable yield of barley per hectare 
V0 	- Marketable yield of oats per hectare 
P 1 	-- May September precipitation (mm) 
ETS 	Effective temperature sum (CI)!)) 

It is important to note that the formulation of equations (4.9) and (4.10) involves 
the pooling of two types of weather variability: variability over space 
(differences between regions) and variability over time (differences between the 
three weather-years). It is therefore assumed implicitly that the response of 
yields to given weather conditions is the same at all locations, regardless of 
regional differences in management practices, technology and soils. 

4.4. Model Sensitivity Analyses 

By systematically entering a range of arbitrary values of growing season precipi-
tation and El'S into equations (4.9) and (4.10) an indication of the modeled sen-
sitivity of yields to each of these climatic variables can be assessed. The results 
of this analysis are shown in Figure 4.4. The positive effect of high ETS values is 
evident for yields both of barley and oats, with high precipitation exerting a 
negative influence on yields under low temperature conditions, but proving 
beneficial to yields during the warmest summers. 

4.5. Comparison of Model Results with Observations 

Hearing in mind the reservations expressed above, concerning the pooling of 
spatial and temporal climatic information, the regression equations can be used 
to depict trends with time at a given place or areal differences occurring at a 
given point in time. As an example of the latter we have calculated the areal 
pattern of marketable barley yields in 1979 by means of equation (4.9), using 
commune-specific ETS values and May-September rainfall figures (Figure 4.5). 
In this year we estimate that the highest yields (over 2400kg/ha) occur along the 
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sooth coast and in a few communes of Northern J{are!ia (district 1 2 in Figure 
1.), Even in the north, yields of over t800 kg/ha are estimated for almost all of 
Kainnu (district 17) and some communes in central Lapland. 

The accuracy of the estimates for 1979 can he checked by reference to the 
observed yield and cultivated area data for that year (SVT Ill, l979). These 
data are available only for agricultural center districts and not for communes, so 
it is necessary to sum the estimated total yields and field areas under barley for 
the communes in each district to calculate mean yields for the districts. More-
over, since information for 179 was used to construct the original model equa-
tion and does not constitute an independent temporal data set this method of 
model verification is not ideal. It does, however, provide some indication of the 
correspondence of model estimates to real conditions in Finland. 

Table 4.2 shows the predicted national yield to be quite similar to the 
observed figure. Discrepancies in the values for the individual agricultural 
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Figure 4. 5 . Estimated marketable yield of barley by commune in 1979 (kg/ha). 

centers are in general small, the only exceptions being the Kuopio, Kainnu and 
Lapiand Agricultural Districts. In the lirst two cases, the explanation may lie in 
the custom of concentrating the cultivation of barley on the tops and slopes of 
hills on account of their more favorable rnicrocliniate (cf. F{ivincn, 1941), so that 
conditions would be more advantageous and yields greater than one would 
expect from the ETS values and rainfall figures. In Lapland the low summer 
temperatures in 1979 may well have caused the occasional frost which would 
have reduced the yields more than would be predicted from the ETS and rainfall 
data (ci. Uuovjla 1974). 
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Table 4.2. The predicted and observed marketable yield for barley, discrepancies 
between these and the cultivated area of bailey in 1919. 

Marketalile yield Perrentege 
(kg/ha) differences Area of 

from the barley 
Agricaltural district Obsenied Predicted official yield (000ha) 

Uusimaa 2480 2410 —3 43.1 
Swedish Uusimaa 2570 2360 - 8 19.5 
Varsinais-Snomi 2320 2280 -2 91.0 
Economic Society 2560 2520 -2 5.6 
of Fnland 
Satakunta 2290 21130 - 	 13 513.1 
Pirkanmaa 1950 2140 -110 261 
llama 2140 2210 14 58.4 
East-Hrne 1950 2140 110 21.0 
Kymi 2220 2320 - 4 38.9 
Mikkeli 2170 2240 i-4 18.2 
l{u0pio 2620 2230 -15 356 
North Karelia 2440 2290 - 	 13 19.8 
Central Finland 2020 2210 +10 21.6 
South Bothnia 2330 2210 -5 80.2 
Swedish South 1othnia 2310 2340 - 	 - 	 -1 2 35.4 
Oulu 2110 2200 -1 5 	- - 	54.3 
Eainuu 2320 1810 -22 5.5 
Lapland 1650 1940 -I 18 2.0 

Finland 2270 2250 -. 1 633.1 

Source of observed data: SVT 111 (17 

4.6. Effects of Climatic Variations on the Profitability of 
Crop Ilutthandry 

The effects of three scenarios of climatic change were considered: a cool period 
(characterized by the observed meteorologica.l record for the period 1861 70), a 
warm period (data for 1931-40) and a "2 x CO." climate derived from the (3155 
general circulation model simulations (see Subsection 1.9). Impact experiments 
were conducted utilizing the long-term temperature and precipitaUon records for 
Oulu and Helsinki (see Ftgnre 1.5). Unfortunately, due to a deficiency in the 
source material, precipitation values were not available for the "cool" scenario 
period (1861--70) at Ouhi. 

As described in Subsection 1.9.2, the 2 x CO 2  scenario was constructed by 
first mapping the changes in mean annual temperature ('C) and May -September 
precipitation (mm) between (3[SS I x CO 2  and 2 x CO 2  equilibrium conditions 
(Figtre 4.6. As may be seen, the increase in mean annual temperature is 
4.0-4.5C in southern Finland and 5.0-5.5'C in northern Finland. In order to 
calculate the change in effective temperature sum (ETS) implied by these tem-
perature changes, an approximate conversion factor was adopted of 100 degree-
days per 1 C change in mean annual temperature. This provides only a rough 
estimate, but if we bear in mind that the (MSS model-generated data include 
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only four grid points within, and about 12 others adjacent to, the national boun-
dary of Finland, from which to construct isopleths of temperature change, these 
figures may be regarded as an adequate regional basis for the development of the 
2 Y CO 2  scenario for the purposes of this iiwestigation. 
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Transformation of the ETS values observed for the period 1931-60 (Figure 
.1.4(c)( in accordance with the method described above, gives mean annual ETS 
values as shown in Figure 4.7. Note how the 1300 degree-days isopleth shifts 
about 800km from the south coast to a line running through Central Lapland. 

The impact experiments required data on ETS and May-September precip-
itation for Oulu and llelsinkL Each scenario was designed to represent a decade 
of weather, so for ease of comparison with the instrumental scenarios, the decade 
1071-80 was selected as a reference scenario, and the 2 > CO 2  scenario was con-
structed correspondingly by adjusting ETS and precipitation relative to this 
reference (see Figure 1.10. 

4.0.1. Effects ol'an 1861---70" type climate 

The 1860s are renowned in Finland for having been a cold period, with very 
many years of crop failure, usually due to the occurrence of night frosts before 
the grain had ripened. The mean ETS for the period was about 100 degree-days 
lower than during the period 1971-1980 in southern Finland, although there was 
very little difference in the Dulu area (ci. Figure 1.10, Table 4.8). The May---
September rainfall figure in Helsinki averaged around 290mm, although with 
considerable variations from one year to another. 

The estimated mean yield of barley in the Helsinki area under the 
1861-1870 scenario is 2120kg/ha and of oats is 2270kg/ha, about 200kg and 
220kg lower, respectively, than the means for .1971-1980. Employing the price 
and costs figures for 1980 (Table 4. 1), it may he shown (Figure 4.8) that both 
barley and oats would have given very poor returns in Helsinki except in 186!, 
1865 and 1868. 

4.6.2. Effect.s of a "1931 40" type climate 

This period differs radically from that considered above in its temperature condi-
lions, with an exceptionally high mean El's especially in the south of Finland, 
the figure for Helsinki being about 190 degree-days higher than in 1971 -1980 
(Table 4.9). The period was also somewhat drier than that of 1971-1980 in the 
Helsinki region, hut very much wettet in Oulu. As a result, estimated barley 
yields are 260kg higher in }llsinki but about 120kg lower in Oulu, than the 
mean for 1971- 1980. Similarly oat yields are 150kg higher in helsinki, but about 
50kg lower in Oulu than for the baseline I)eflod. Thus oats give a high return in 
all years, except 1935 in llelsinki and returns on barley are excellent in all years, 
better than for 1971 1980, easily covering the variable expenses arid farmer's 
wage requirement and allowing an ample net return on its cultivation (Figure 
4.8). 
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Table 4.3. Mean values and standard deviations of ETS and May-September precipita-
tion at Helsinki and Oulu, and estimated marketable yields of barley and oats for the 
scenarios 1971-80 (baseline), 1861 70 (cool decade), 1931-40 (warm decade), and 2 X 
(11 ) 2  (GISS model-derived). 

ETS 	May- September 	Estimated yields 	Estimated yields 
(degree-days) 	Precipitation (mm) 	barley_(kg/ha) 	oats (kg/ha) 

Scenario Mean S D Mean 	S D 	Mean 	S D 	Mean 	S D 
helsinki 

1971-1980 1231 120.3 275 78.1 2315 328.7 2386 173.8 
(baseline) 

4861-1870 1130 151.1 287 74.4 2119 414.4 2265 235.7 

1931 1940 1417 155.5 252 68.7 2584 284.8 2540 146.2 

2 x CO 2  1638 126.3 427 78.1 2808 293.8 2821 194.8 

OtLln 

19711980 1094 133.9 226 40.1 2359 194.9 2386 109.9 
(baseline) 

1861 1870 1068 128.4 -- - -- - - -- 

1931-1940 1188 150.1 275 74.5 2238 449,9 2335 258,2 

2 x CO 2  1562 133.9 389 40.1 2679 270.5 2707 184.4 
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4.63. Effects of the GISS 2 x CO 2  scenario 

Under the GISS model-derived 2 x CO 2  climate described in Suhsecton I ).2 
and above, the mean ETS at Helsinki is estimated to be about 410 degree-days 
higher, and at Oulu nearly 470 degree-days higher than in the reference period 
(1971-1980). May-September precipitation is also greatly enhanced at both sta-
tions. Because of the greater sensitivity of barley to high precipitation, yields of 
oats are slightly higher than those of barley under the warnier, wetter 2 x CO 2  
climate in the two areas (Table 43), yields of both crops being considerably 
higher than for the hasetine period. Barley yields are about 510kg higher in Ifel-
sinki and 320kg higher in Oulu; oats yields, respectively, 430kg and 320kg 
higher. However, the higher producer price for barley than for oats, cumbined 
with lower variable expenditure on barley (Tahl 4.1) given 1080 prices and 
costs, provides farmers with a greater profit margin for barley than for oats in 
most years (Figure 4.8). 

In interpreting these results, it is important to note that the climatic condi-
tions simulated by the 2 x CO2  scenario for any single location in Finland lie 
well outside the range of conditions recorded historically at that location, Thus, 
although the regression models (4.0) and (4.10) have been developed on the basis 
of climatological data from many different parts of Finland, their applicability 
for estimating crop yields in those regions (particularly in southern Finland) 
where the 2 x CO 2  climate is analogous to the present climate in regions further 
south in Europe (see Table 1.8), is somewhat unccrtain being dependent on 
extrapolation of the derived equations. 

4.6.4 Mapping zones of productivity and profitability 
under the G1SS 2 x CO 2  scenario 

On the basis of equation (4.0), it is possible to map the national distribution of 
yields estimated for the GISS 2 x CO 2  scenario according to the approximate 
pattern of ETS and precipitation conditions (Figure 4.9). The analysis ignores 
the significant differences in May September precipitation averages between cast 
and west Finland Fignre 1.4(d)I,  which are enhanced under the 2 x CO 2  
scenario (Figure 4.6). A marketable yield of barley averaging approximately 
3000kg/ha would be obtained near the coast of southern Finland, approximately 
2480kg/ha around Oulu and approximately 1850kg/ha in man (northern Lap 
land). These yields would be sufficient to provide a gross margin, covering the 
farmer's wages and the net return, of about 1620 FEM/ha in the south, decreas 
ing northwards to only about 530 FIM/ha in man, a figure some 28% higher 
than the mean obtained in 1980 (see Figure 4.). In the case of oats the yield 
close to the coast of southern Finland would also be nearly 3000kg/ha, 
corresponding to a gross margin of about 1000 FIM/ha, or 620 FIM less than for 
barley. At the latitude of Oiili, in central Finland the marketable yield would he 
about 2620kg/ha and the gross margin approximately 700FIM/ha, about, 
430 l'tM/ha less than for barley, and in Inari the yield would be about 
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Figure 49. harvest yield per hectare and gross margin for barley and oats in certain 
effective temperature sum regions for the GISS 2 x CO scenario. 

2170kg/ha, ahoul. 320kg/ha higher than for barley, and the gross margin around 
300 FIM/ha, some 230 FIM/ha lower. Thus barley would appear to be a more 
profitable crop to cultivate across the whole of Finland under the coridiLions of 
the 2 x CO 2  scenario (and assuming 1980 costs and prices). Ilowever, if expen-
diture on oats cultivation were to fall or prices to rise relative to barley, then 
oats (the higher yielding crop in northern Finland) would become the more 
profitable. Equally, any further increase in predpitation would probably he 
more detrimental to barley than to oats yields, and might favor oats cultivation. 
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4.7. Conclusions 

The results of the foregoing analysis are shown in Figure 410 where the ETS 
values for the various dimatic scenarios are depicted on the horizontal axis and 
the net returns from the cultivation of oats and barley according to 1980 price 
and cost levels on the vertical axis. The limits of variation in each case are 
expressed as the means for the three best and three poorest years. These details 
are presented for the FleLsinki area in the Lower diagram, which shows the 
difference in mean ETS between the coldest three years in the period 1861-1870 
and the warmest three years in 19314940 to have been nearly 650 degree-days, 
while the mean ETS for these periods differed by about 290 degree-days. Values 
for the period 1971-80 fall in between the 1931-40 values and 1961-70 values, 
both the extreme and mean ETS values being about 100-150 degree-days 
warmer than in the 1861-10 peciod, and 150-200 degree-days cooler than in 
1931 -40. 
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The Oulu area (upper diagram) differs markedly from the Helsinki area in 
that, temperatures in the periods 1931-40 and 1971--80 were fairly similar (Fgttrc 
4 . 10). In terms of ETS, the 1930s did not constitute the same kind of "warm 
period" in the Ouhi area as was the case around helsinki, but instead featured 
conditions in many ways comparable with those that prevailed in helsinki in the 
period 1861 -1870. 

The period 1971 80 was very much cooler in the Ouhi region than in hid-
sinki. the difference in mean ETS being more than 140 degree-days. However, 
with low rainfall figures during the growrng season, the marketable yields of bar-
ley and oats are similar in both areas (Table $S). Annua.l fluctuations in bar-
vests are small in Oulu, and similar net, returns are achieved as in the helsinki 
area; better returns in the cooler years. Indeed, the baseline scenario is more 
favorable for both crops in the Oulu area than the warm-period scenario, espe-
cially with respect to estimated returns in the coolest years, although slightly 
higher returns are achieved in the warmer years of the 1930s than in 1971-80. 
The returns estimated for the warm-period scenario in the Helsinki region, in 
contrast, are higher and less variable than under the bascline conditions. 

A warming of the climate to the extent envisaged under the 2 x CO 2  
scenario increases yields and thus net returns of both crops. The mean net 
returns in the cooler years at Helsinki are only a little greater than those 
obtained in the poor years within the period 1931-40. This is mostly a conse-
quence of the high rainfall figures predicted by the CISS model, which serves to 
reduce marketable yields considerably in cool summers. 

It can be assumed that effects on other grain crops are similar to those 
described for barley and oats, and it scorns likely that greater diversity would he 
introduced into the crop combinations growing on farms in Finland as the more 
1emanding species came to be grown further north. Thus the rise in ETS under 
the 2 x CO 2  scenario could bring about, an extension of winter wheat cultivation 
in northern Finland as far north as Itovaniemni (latitude 66.5 N - FiqlLrc 1.5) and 
would enable spring wheat and rye to he grown commercially at still higher lati-
tudes. Temperatures now experienced at the south coast of Finland would then 
prevail in southern Lapland and Kainuti, allowing widespread cultivation of 
grains at present restricted to the south. 



SECTION 5 

Conclusions and Implications 
for Policy 

5.1. Summary of Results 

5.1.1. The exJ)crinlcnts 

The purpose of this study was to estimate the effect of selected climatic varia-
tioris on crop yield and farm profitability in Finland. In Section 2, yield-weather 
functions for barley were estat)lisllcd for two regions (Itetsinki and Ouhi) using 
data for l46 1983. At first, monthly climate data were employed, but since the 
results were not satisfactory, new yield functions were developed using daily data 
for 199- 1983. The same method was used for spring wheat in Section 3, but For 
a network of locations in southern and central Finland. Daily values of F1'S and 
precipitation, as well as minimum and maximum daily temperatures were allo-
cated to 12 growth phases of the crop and used as explanatory variables in these 
studies. In Section 4, yield functions for both barley and oats were developed 
using cross-sectional data from different locations over much of Finland for the 
period 1979-1981. In this case the explanatory variables were only effective tem-
perature sum and growing season precipitation. 

TO illustrate the impact of climate on yields, the estimated yield functions 
were applied to simulate yield levels unde.r different climatic conditions at 
present technological levels. The effect of cooler- or warmer-than-normal condi-
tions was studied by applying the estimated functions to meteorological data 
which characterized warm and cool periods recorded in the recent past. in addi-
tion, outputs from the Goddard Institute for Space Studies (GISS) general circu-
lation model were used to derive climatotogical information on the possible con-
ditions in Finland under doubled concentrations of atmospheric carbon dioxide. 
'these data were also employed in the yield simulations. 

F99 
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5.1.2. Results: Effects of climatic variations on cereal yields 

The results of the model experiments conducted in Sections 24 are summarized 
in Tafle 5.1. Although different baseline periods and study areas have been used 
in separate experiments, the dIfferences are slight and (h) not affect the general 
conclusions that can be drawn from a comparison of the results in each region. 
However, an apparent discrepancy between estimates of barley yields for the 
baseline periods used in Sections 2 and I does need to be accounted for. in Sec-
tion 2, estimated yields are significantly higher in southern than in northern I'in-
land, whereas in Section 4 the estimated yields are slightly higher in the north. 
The climatic data show a greater contrast in temperatures between south 
(warmer) and north (cooler) for the Section 2 base.hne (1959- 83) than for the 
Section 4 baseline (1971- 80), but a smaller contrast in growing season prec.ipita.-
tion (drier in the north than the south). Since barley yiclds are particularly sen-
sitive to precipitation, low temperatures and wetter conditions in the north corn-
bine to give low yields for the Section 2 baseline climate. The higher Section 2 
yield estimates for southern Finland are mainly a result of the trend yields for 
the regression model being calculated relative to 1983, while in Scetion 4 yields 
were assessed at 1979-81 levels. 

These irtconsistencies apart, the impacts of the climatic scenarios may still 
he compared by expressing each as a change in yield relative to the appropriate 
baseline. The results for "cool period" scenarios indicate that spring wheat and 
oats yields are reduced under cooler and wetter-than-average c.onditines, prob-
ably rcecting a dominant effect of temperatures on yields. In contrast, esti-
mates of the response of barley yields, while partly contradictory, suggest a 
greater sensitivity to precipitation anomalies especially in the drier south of Fin-
land. Cooler average conditions are often associated with high inte.rannual varia-
bility of climate in Finland, and this helps to explain the increased variability in 
many of the yield estimates (expressed as percentage changes in the coefflcient of 
variation relative to the baseline). Only during the 1921 30 and 1974-82 periods 
at Oulu and the 1921-30 period at Helsinki are yields (in each case of bar)ey) less 
variable, but these are relative to a highly variable baseline period. 

Warm periods are characterized, in general, by higher-than-normal yields, 
with reduced interannual variability. The exceptions to this rule (see Table 5.1) 
are attributable to precipitation anomalies, particularly with respect to barley 
yields, in southern Finland, where precipitation is below average (as in 
1966--73), the effects of drought may outweigh the positive influences of higher 
temperatures on crop yield. Conversely, in northern Finland, it is precipitation 
excess that often tends to reduce yields despitc considerably warmer tempera-
ttires (as demonstrated for both barley and oats in Section 4). In addition, the 
highly variable climate of the 1930s   in northern Finland (see Table 4.9) leads to 
estimates of high yield variability, the extent of which is somewhat obscured in 
Table 5.1 by the contrasting variability in the different baseline periods. 

The considerable climatic changes simulated for the 2 x CO 2  scenario give 
rise to increased yields of all the three cereals studied both in southern and in 
northern Finland. Interestingly, the impact experiments indicate that yields 
would become more stable in southern Finland but variability would increase in 
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the north. This suggests that, even if increases in mean yields are greater in 
northern than in southern Finland under 2 x CO 2  conditions (an arguable point 
from these results - Table 5.1), the comparative advantage for cultivating cereals 
on the basis of climate alone would still lie in southern Finland, where year-to-
year variations in yield WoUld be signiflcantly lower than in the north. 

5.1.3. Results: Effects of yield changes on farm profitability 

Assuming that other factors remain constant, increases (or decreases) in yields 
due to a change in the climate will improve (or worsen) the profitability of farm-
ing. The increase of the net income in plant production is simply the quantity 
multiplied by the producer price of the crop. No extra costs need to be taken 
into account. Thus, the increase in the net income is much greater than in cases 
where the yield increase is a result of increasing the use of inputs (e.g., fertili'ers, 
pesticides, etc.). 

Some examples of this are given in Section 4 and summarised here in Table 
5.2. Net returns are calculated simply as gross return (i.e., producer price) 

Table 5.2. Summary of profitability estimates for barley and oats production (average 
net return and variability) under different climatic scenarios in flelsinki and Olu (see 
Section 4). 

Barley oats 

May-Sept Mean Net relurnh Mean Net re t nrnb 
Climatic Mean precip. !Jield yield 
se.enario ETSa (mm) (kg/ha) Mean S D (kg/ha) Mean S LI 

Helsinki 

1971-80 
(baseline) 1231 275 2315 616 316 2386 134 13 
i861-70 
(cool) 1130 287 2119 427 398 2265 27 201 
1931-40 
(warm) 1417 252 2584 873 273 2540 269 129 
2 x CO2  
(future) 1638 427 2808 1089 282 2821 517 171 

Oem 

1971-80 
(baseline) 	1094 	226 	2359 	657 	187 	2386 	134 	97 
1861-70 
(cooT) 	1068 	- 	- 	 - 
1931-40 
(warm) 	1188 	275 	2238 	542 	432 	2335 	89 	227 
2 x CO2  
(future) 	1562 	389 	2679 	964 	260 	2707 	416 	162 

bJM!ha 
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mintis the sum of vanabk expenditure and farmer's wages (all fixed at 1980 lev-
els - see Subsection 4.2). 

In southern Finland, profitability of both barley and oats increases for the 
warm period scenario (1931-40) and the 2 x CO 2  scenario, but decreases, rela-
tive to the baseline, during the cool decade (1861-7(}). Oats apparently provide 
more stable income than harky, both on an interanrinal basis and for the 
different scenario periods, but the mean levels of net income are considerably 
higher for barky, mainly as a result of lower production costs. 

In northern Finland, estimated incomes from both crops are similar to 
those in the south for the baseline climate, in line with yields that are enhanced 
by dry growing season conditions. The wetter conditions of the 1931-40 warm 
period lead to reduced and highly variable net incomes for both crops, while the 
2 x CO 2  conditions would improve farm incomes to slightly higher levels than 
those estimated for the warm-period scenario in the south. Again, it should be 
noted that estimated yields of oats in the north are higher than those of harIy, 
and a narrowing of the difference in production prices and costs between the two 
crops relative to the 1980 values might well be an inducement to plant oats 
rather than barley, especially since the former gives more stable yields. 

Some other implications of climatic change for farm incomes in Finland are 
examined in Subsection 5,3. 

5.2. Implitations of CO 2-Indueed Warming in Finland 

Under the GISS 2 x CO 2  scenario the average annual temperature in Finland is 
4-5 'C higher than at present (see P;ure 4.6). This can be expected to result in 
an increase of crop yields I)rought may, however, slightly lower the yields in 
the southern parts of Finland. It is difficult to estimate the average rise of the 
yields in the whole country, since all crops were not studied and since the struic-
ture of cultivation may change. Grassland for hay and silage now covers about 
34% of the total cultivated land, barley about 26% and oats about 22% (see 
TaWe Li). The area under grain production may increase thus lowering the 
grassland share, and resulting in a rise in the average yield level. Winter crops 
may also give higher yields than spring crops. 

The variation in crop yields has increased in recent years. Since the fit of 
the estimated functions is not very good, the standard error of the estimate of 
the estimated functions is relatively large. Thus the statistical confidence limits 
of the results from the scenarios are also large, which means that the range of 
variation in likely yields is substantial. Finnish farmers thus have to be 
prepared for greater uncertainty, similar to that they experienced recently when 
(in 1981) the average cereal yields fell by about 23% from the long-term trend. 

As a result of the warmer climate the boundary of viable cultivation would 
move slightly northwards. This would have some effect in the case of wheat, rye, 
oilseeds and sugar beet, the present growing area of which is limited to south 
Finland and which compete for land in the south. Thus the warming-up of the 
climate could be expected to improve self-sufficiency in bread grains, which has 
been under 100% in recent years (see Table /.; Kettunen, 1985b). 
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The cultivation of winter crops is likely to increase owing to milder winters. 
Nev varieties can he bred and introduced because of the longer growing season. 
The quality of grain crops would improve since temperatures in the harvesting 
period will be higher, and since there will he more winter crops which are har-
vested earlier than spring crops. 

The increase in yields would improve regional farm income distribution and 
thus affect the conduct of regional policy. however, the problem of oversupply 
of foodstuffs would be aggravated. These issues are discussed in Subsection 5.4. 

5.3. Effects on Production, Income and Regional Policy 

We may estimate the economic effect of climatic changes on farm income by gen-
eralising from the results of yield effects reported in Sections 2, 3 and 4. The rise 
of yields has a direct, effect on the growth of income in agriculture When the 
growth of plant production takes place without any increase in inputs, the incre-
mental income can be calculated from the increase in quantity multiplied by the 
producer price. To be exact, there are some extra costs due to the additional 
production, i.e., those caused by harvesting, drying and transporting of the addi-
tiona! output. Sirie most of the plant production is used as an intermediate 
input, in animal production and since these intermediate inputs (such as hay or 
silage) usually do not have any market price, the assessment of the effect of 
higher yields in money terms is difficult. A rough estimate can be obtained by 
calculating the increase of production in feed units and using some estimate such 
as the price of a feed unit. In Finland the feed unit (lu.) refers to the energy 
content of each product, the basic unit being the energy content of a kilogram of 
bar Icy. 

The average ("norm") yield for 1984 is estimated to be 2580 f.ii./ha (Ket 
tunen, 985a). Since the arabIc land area is 2.26 million ha, the total production 
is 5830 million f.u. One percentage point of this is 58.3 million Lu. The producer 
price of barley may he used as a common measure for the value of each feed unit 
(minus additional cost for drying and harvesting, estimated to he about 
(LOS FIM/kg). The present (1986) target price is 1.59F'IMfkg. Thus. the 1% 
increase in yield makes a 89.8million FIM increase in farm income. Total farm 
income was 6764 million ViM in 1984. The final result of this rough calculation 
is that a 1% increase in yield raises the farm income by about 1.3%. This figure 
can be applied to the results given by the scenarios above. 

The estimates above refer to an average across the whole country. Under 
the GISS 2 x. CO 2  scenario, the increase in yields is, in some cases, grea.ter in 
north Finland than in south Finland. This would tend to assist in the achieve 
ment of a particular goal of regional policy which is to reduce existing differences 
in farm incomes between north and south (Anon., 1985b). At present, prices of 
inputs are subsidised in the north (llanhilahti, 1980). Assuming that this 
regional policy is not altered, northern farmers would benefit if yields rise more 
in the north than in the south. It should be noted, however, that these regional 
differences in yield changes are far from certain (see Sections 2 and 4). 
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Thus far it has been assumed that the increase in yields will not have any 
effect on prices. This assumption is based on the present price policy of the 
Farm Income Act which subsidizes rises of costs due to the rise of input prices 
(Kettunen, 1981). In addition, the Farmers' Union and the state negotiate on 
the increase of farm income (which compensates the farming family's own labor 
and capital inputs). There are no ruks for raising the farm income but a general 
practice has been to look upon the increase in wages and salaries in other sectors 
of the economy and to apply the same to agriculture (Kettunen, 1981). 
Although it would henet farm incomes, the rise of productivity in agriculture is 
not taken into account in these negotiations. Increases of yields would therefore 
mean a sizeahic increase in farm income. 

'rhese increases in income may, howevgr, he less than is at first apparent 
because Finnish farmers obtain only the world market price for an increase in 
production, and world market prices have been less than 50% of the Finnish pro-
diicer prices (see TaMe 1.5), because Finnish agriculture already produces more 
food than is needed by the domestic population. In 1983, the self-sufficiency 
ratio (production divided by consumption) for milk was 133%, for pork 117%, for 
becf 1t% and for eggs 165% (see Table 1.4; Kettunen, 19851)). There was also 
sufficient production of bread grains, and a part of these was exported from the 
harvest of 1983. Finnish agricultural policy is struggling with the problem of 
excess supply, because the state must subsidize exports and this is seen as an 
unwanted burden on the taxpayer. Attempts to curtail production have met 
with poor results. 

The budget expenditures caused by agricultural overproduction have been 
regulated by setting so-called production ceilings or export ceilings for milk, 
meat, eggs and grains (Kettunen, 1981). If production ceilings are exceeded, 
agriculture must export the excess amount at its own cost, i.0., farmers get only 
the world market price for that production, and it is much lower than the domes-
tic producer price. Production costs are higher in Finland than the price received 
at the world market, so extra production gives no income increases in normal 
conditions. however, if the increase in production is obtained as a 'gift from 
heaven" (with no extra costs) it also gives extra incomes, but only calculated to 
world market prices. If, however, production has been adjusted to consumption, 
or no marketing lees are collected from farmers for export costs, the income 
effect can be calculated to the domestic market prices. 

Although the consumption of agricultural products is not expected to grow 
from the present level (Rouhiainen, 1979), the structure of consumption is likely 
to change a little. Meat consumption should increase slightly, but consumption 
of milk products (except that of cheese) will probably decrease. Consumption of 
plant products is expected to be static. Thus the present excess supply can be 
abolished only by lowering production. In this sense, the higher yields will make 
the conduct of agricultural policy more difficult. Without a warming of the cli-
mate yields are expected to grow by about 1% per year as a result of develop-
ments in technology. The effects of a warmer climate on production suggest that 
control of supply would become an even more important objective of state agri-
cultural policy. However, the detection of such trends is also hampered by the 
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large variation of yields from one year to another, making it difficult to act at the 
right time and in the right manner. 

In general a warming of the climate will mean an extra jncrease in yields. 
This increase may be hidden by a larger upward trend in yields due to technol-
ogy. In order to keep excess supply at a manageable level the cultivated area 
will have to be further reduced or export subsidies raised correspondingly, Large 
variations in yields can also be expected, but food stocks are already sufficient to 
cover these effects 

Finally, if the state retains semi-official production targets (they have never 
been officially accepted by the parliament), plant production potential has to be 
decreased - for example, by fallowing or by other set-aside programs. That will, 
in turn, hamper structural policy making since less land will be available for 
increasing the size of farms, which is itself a major means of increasing farm 
income. 

In conclusion, we have seen that while post-war Finnish agriculture has  
developed to a position of self-sufficiency and even excess supply of many food 
products, crop productivity and farm incomes remain seuitive to short- and 
medium-term variations in climate. Moreover our results suggest that under a 
future warmer climate mean crop yields would increase substantially, while 
interannual variability of yields would decrease. Cultivation boundaries of cer-
tain crops would move northwards and additional varieties could be introduced 
into southern regions. A real challenge is presentcd for plant breeders to 
develop new crop varieties, for the extension services to supply timely informa-
tpon and advice to farmers, for the farmers themselves to respond quickly to 
exploit the changing condtons, and for the government to manage the transition 
in an economical and regionally equitable manner. 
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Abstract 

Despite considerable increases in Soviet agricultural output during the post-war period, 
crop production has remained quite sensitive to interannual variations in weather condi-
tions. Furthermore, in regions toward the northern limit of widespread crop cultivation, 
termed the "subarctic farming zone", limited thermal resources exert a major constraint 
on crop productivity. However, measures of the hioclimatic potential of this zone indi-
cate that it should be possible, through appropriate land management and crop selec-
tion, to raise productivity considerably above the present level. Moreover 1  model esti-
mates of future climatic change due to enhanced concentrations of "greenhouse" gases 
imply substantial warming in the northern USSR, which would have profound impacts 
on agriculture in the subarctic zone. 

This case study seeks to evaluate the present-day sensitivity of agriculture, partic-
ularly crop yields, to climatic variations in the northern European USSR, and to assess 
the likely impacts of future climatic change. Studies that consider three different 
aspects of this issue are reported, each conducted in a different region: effects of climate 
on spring wheat yields in the Cherdyn region; on winter rye yields in relation to the 
wider natural environment in the Leningrad region; and on regional production and crop 
allocation for a range of crops in the Central region (around Moscow). Each vtilizes 
mathematical models to convert climatic anomalies to estimates of impact. Four types 
of model are employed: a regression model and two dynamic crop—weather models to 
estimate crop yields, a global ecological model for evaluating environmental impacts, 
and a regional agricultural planning model for assessing the costs of adjusting CrOp allo-
cation strategies to optimize production. 

Several approaches have been used for simulating possible future climate, with a 
major emphasis directed towards CO 2-induced climatic change. Each climatic scenario 
hears comparison with a reference or baseline scenario representing present-day climatic 
conditions. 

Two methods were utilized for simulating the ttansition between baseline climate 
and an altered climate. Some experiments considered this transition as an instantaneous 
step-like" change, others simulated the time dependent "transient" nature of change 

over a prescribed period into the future. The scenarios include: 

(I) An empirically derived scenario developed by Vinnikov and Groisman linking 
recorded global temperature changes to regional changes in temperature and pre-
cipitation 

(2) Arbitrary changes in temperature and precipitation, used mainly for testing model 
sensitivity. 
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The climate estimated for doubled concentrations of CO 2 . based on predictions by,  
the Goddard Institute for Space Studies (GISS) general circulation model. 
A transient change scenario combining elements from (1) and (3). 

Two of the study areas are in the subarctic zone, and were chosen to illustrate the 
contrast in agroclimatic conditions between the wetter western part (Leningrad) and the 
relatively dry eastern part, near to the Ural mountains (Clierdyn). The third area is to 
the south of this zone (Central region) and was selected to demonstrate the use of the 
regional planning model. 

Results show that under present-day climate, above-average temperatures during 
the growing season are favorable for yields both of winter rye in the Leningrad region 
and of spring wheat in the Cherdyn region. Fluctuations in precipitation, however, corn-
pletely alter this assessment. A surplus of precipitation during the growing period has a 
strong negative impact on Winter rye yields in the Leningrad region, but a positive effect 
on spring wheat yields at Cherdyn. 

A more extreme, impulsive step-like" change in climate, simulated using the 2 x 
CO 2  G1SS model-derived estimates, would cause a slight decrease in spring wheat yields 
in Cherdyn, the benefits of increased temperature and precipitation being outweighed by 
a significant reduction in the vegetation period. Winter rye yields would also be reduced 
under this scenario in the Leningrad region, predominantly because of greatly increased 
precipitation. 

Further results indicate that climatic warming up to the end of the century 
(assembled from different scenario experiments) would be beneficial to yields of both 
grain crops in the subarctic zone as well as the more heat-requiring crops, like corn or 
winter wheat, in the Central region, but unfavorable in this latter region for crops 
adapted to moister, cooler conditions. Over the longer term (1980-2035) in the Len-
ingrad region, even given a significant increase in fertilizer applications, simulated soil 
quality is degraded in response to gradual increases in temperature and precipitation. 
Yields of current winter rye varieties would increase lip to the year 2010, but then 
unfavorable soil conditions combined with the direct effects of the more extreme climatic 
changes would cause reductions in yields. 1-ligher precipitation would also 'ead to rising 
groundwater levels and increased surface water pollution from agricultural watersheds. 

Finally, several possible adjustment measures are tested for effectiveness in miti-
gatinig the adverse impacts of climatic change. These include substitution of new crop 
varieties, development of improved drainage systems, increased fertilizer applications, 
and increased allocation of crops performing well at the expense of those recording 
reduced yields. The implementation of these, and other alternative measures, is dis-
cussed within a framework of centralized decision-maling at the regional and state level 
in the USSR. 



SECTION 1 

Introduction 

1.1. Aims and Background 

The purpose of this case study is to quantify the effects of specified climatic 
changes on crop yields in selected parts of the USSR and to consider the adjust 
Tnents in land use and land managmnent that represent the most appropriate 
responses to these effects. In common with other case studies of the 
1IASA/UNEP project a nninber of scenarios of both long-term and short-term 
climatic changes have been adopted. Different types of imiodels have been used to 
examine both the potential impacts of these scenarios and some possible 
responses. The methods, results and implications are considered with respect to 
agricultural productivity in three regions of the northern European USSR. 

l)uring the post-war period, considerable attention has been paid in the 
Soviet Union to the intensilication of agricultural production. This has led to 
increases in the amounts of mineral fertilizer applied, the numbers of tractors, 
corribine harvesters and other machinery in use, and expenditures on energy. 
I)ue to these efforts, average agricultural output has been considerably increased 
(Table LI). 

However, crop production has remained quite sensitive to variations in 
weather conditions, which is reflected by the variability in graiil output from one 
year to another (Table 1.2). 

There are at least three contrasting grain producing regions iii the Soviet 
Union. Most grain is produced in the chernozem soil belt which includes the 
traditional grain growing areas (the Ukraine, Moldavia and part of Belorussia), 
and in the 'new lands" developed during the 1950s in the cooler, drier eastern 
areas of Kazakhstan and Western Siberia. The third region, in the non-
chernozem zone of the cool and rrioist northwest, has become increasingly imnpor 
taut in recent years. The sigmuficance of these regional contrasts for total pro-
duction is that poor conditions in one area are usually compensated by more 
favorable conditions in another - the so-called Regional Compensation Effect 
(Tarrant, 1985). This is considered in further detail below. 

623 
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Table 1.1. Five-year averaged Soviet agricultural output, 1961-1980 

Index 1961 _196,t 1966-1 970 1971 -1975 1976-1980 
Gross farm output 
(in comparable 1973 prices - 
000 million roubles) 82.8 100.4 113.7 123.9 
Grain (in tons) 130.3 167.6 181.6 205.0 
Raw cotton (in tons) 5.0 6.1 7.7 8.9 
Sugar beet (in tons) 59.2 81.1 76.0 88.7 
Vegetables (m tons) 16.9 19.5 23.0 26.3 
Meat slaughter 
weight (in tons) 9.3 11.6 14.0 14.8 
Milk (rn tons) 64.7 80.6 87.4 92.7 
Eggs (000 m) 28.7 35.8 51.4 63.1 

Source: The USSR Economy for the Penod 1922-982. 

Table 1.2. 	Variability of Soviet grain production by five-year period, 1961-1980. 

Grain output (in tons) Varabzls.ty (maximum-minimum) 
Annual Percentage of 

Period 	average 	Maximum Minimum Million tons average 
1961-1965 	130,3 	152.1 107.5 44.6 34.2 
1966-1970 	167.6 	186.8 147.9 38.9 23.2 
1971-1975 	181.6 	222.5 140.1 82.4 45.4 
1976-1980 	205.0 	237.4 179.3 58.1 28.3 
Source: Yakunin (1982) 

The most damaging effect of climate on total grain production in the USSR 
comes from drought during the growing season. The period 195 1-80 was marked 
by severe droughts in 1954, 1955, 1972, 1975 and 1979 which affected large areas 
of the grain producing regions (Ulanova, 1984). In contrast, the most favorable 
agroclimatic conditions, in terms of total grain production, occurred in 1956, 
1958, 1966, 1968, 1970, 1971, 1073, 1976 and 1078, when average grain yie'd was 
between 11% and 25% above the trend (Ufanova, 1984). These averages, how 
ever, mask considerable regional variations which can be idcntifled by examining 
production data for individual oblasts (Tarrant, 1985). For example, in 1975 
positive anomalies of spring and summer temperatures combined with low pre-
cipitation (Figure 1.1) led to severe drought over most of the grain growing 
regions, and Soviet grain production was only about 140 million metric tons, the 
lowest total for over ten years (Table 1.2. However, the positive anomalies of 
temperature contributed to above-average production in the northwestern region 
of the subarctic zone (Figure 1.2). 

The reverse effect was evident in 1966 and 1968, when anomalously wet 
and cool summers led to above-average production in the southern and eastern 
grain growing areas, while in the western part of the subarctic zone (from the 
Leningrad region to the Ural mountains) grain production was well below trend 
jsee Figures 1.2(5) and 1.2(c) for grain production by oblast in 1966 and 1968, 
respectively, and Figure 2.2 for winter rye yields in the Leningrad region. 
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Figure 1.1. Spring (March-May) and summer (June-August) anomalies of precipitation 
and air temperature in the Soviet grain producing regions in 1975. Anomalies are calcu-
lated (where data are available) relative to the average values from the period 1951-83 
(from Tarrant, 1985). 
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Figure 1.2, Grain production in the Soviet Union by oblast: deviations from trend in 
selected years; (t) 1975, (b) 1966, (c) 1968 (from Tarrant, 1985). 
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Following the mode of analysis adopted in other case study areas 
(Saskatchewan, Finland, Iceland and northern Japan) this case study considers 
possible impacts of climatic changes on some features of high latitude agricul-
tural activity. The study focuses on crop production in the subarctic farming 
zone of the European USSR, where severe winters and a short growing season 
impose limitations on the range of crops cultivated and their productivity. 
There is also a noteworthy tendency for levels of grain production in this zone to 
run counter to those in the other major production regions of the Soviet Union. 
Thus, any change in climate, particularly iii average temperatures, might have 
significant impacts on crop yields in these regions, as well as economic irnplica-
tions extending well beyond the boundaries of the regions themselves. 

Recent research into the possible effects of increased concentrations of 
atmospheric carbon dioxide suggests that high latitude regions may undergo con-
siderable warming during future decades (Hofin et al., 1986). it is this CO 2-

induced warming effect that forms the basis of the climatic scenarios developed 
in this study The scenarios are used as inputs to impact models that indicate 
likely responses of crop yields in the study regions. In addition, adaptive mea-
sures to cope with climatic change are investigated by simulating possible 
responses such as the introduction of new crop varieties, and the adjustment of 
land allocation strategies. 

The remainder of this section provides background material on the 
influence of climate on Soviet agriculture, and describes the selection of study 
areas and choice of crops in each area, the development of climatic scenarios, 
and the selection of impact models. Sections 2 and 3 examine the effects of 
climatic change and variability on winter rye yields in the Leningrad region, and 
spring wheat yields in the Cherdyn region, respectively. In Section 4, the effects 
of climatic warming on the yields of a number of crops are investigated, and the 
optimum land allocation is calculated that fulfills planned objectives under the 
changed climatic conditions. Finally, the results are summarized in Section 5, 
where they are interpreted in terms of their implications for policy and planning. 

1.2. Agricultural Planning and the Problem of 
Weather-induced Crop Yield Fluctuations 

Economruc activity in Soviet agriculture is carried out on the basis of planned 
assignments which involve the state procurement of crops and livestock prod-
ucts, delivery of material and technical resources, centralized investment into 
industrial and non-industrial sectors and state involvement in other schemes 
such as land reclamation. Details of the plan are refined throughout its dura-
tion. The agricultural units (i.e., collective and state farms) examine the propos-
als in the plan and submit their demands for material and technical resources, 
being guided by the need for maximum profit and operational production capac-
ity. The state planning bodies, taking into account the budgeting and allocation 
of resources throughout the regional economy, calculate the preliminary targets 
for all items for each producing unit and inform the regional authority of these 
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targets Any discrepancies that appear between units' demands and authorities' 
proposals, due to competing interests or disagreement over the necessary criteria 
governing their development, are dealt with in an iterative process involving 
compromises arising from the detailed scrutiny of each proposaL 

Market levers have been little utilized until recently. At present cost-
accounting in agriculture is being strengthened and the role of economic levers is 
being increased in order to promote a rise in production efficiency (M. Gor-
bachev, 982). For example, procurement prices are revised every few years fol-
lowing significant changes in the profitability of agricultural products. As a 
result, there is weakening of cost-accounting incentives, but a strengthening of 
administrative niuthods of nla.nagemenrt. Because there exist both highly 
profitable crops ((.g., grain, sunflower, cotton, grapes, etc.) alongside marginally 
profitable and sometimes unprofitable crops ((!.g., until 1982, meat, milk, pota-
toes, sugar beet, etc.), collective and state farms are inipelled to understate the 
required output of some products and to overstate the output of others. The 
influence of the previous years' weather is also used as one of the argi.iments in 
the dialogue between producing units arid the local authority. One of the ways 
to achieve a compromise between planning bodies and production units is to 
establish a combination of profitable and unprofitable products in the plan that 
are suitable for both sides. Other ways of compensating for losses from 
unprofitable prod ucis include additional delivery of resources to production 
units, or an increase in state investment, or writing off a part of any debts, etc. 

The main measures for stabilizing crop output during individual seasons 
include irrigation, breeding of new crops resistant to stresses such as drought or 
low temperatures, selection of crops with different physiological characteristics in 
a single region to minimize the risk of simultaneous impact from the same 
adverse event, and dispersion of crops over several regions of the country to 
decrease the risk of low output because of unfavorable weather in single 'core" 
regions for the given crop. These methods are used widely at present although 
their scientific grounds can still be improved substantially. 

The determination of optimal capacities for harvesting, transportation, 
storage and processing of crops (activities termed the "harvest procurement sys-
tem") can play an important role in saving high crop yields for storage in favor-
able years. The existing planning practice is to prepare for each harvest using a 
set of indicators (namely, the demand for material and technical resources, for 
harvest machinery, for transport facilities, and for storage, and an estimate of 
the processing capacities for agricultural products) that are based on the average 
trend of production (Frure 1.3, line A). 

However, in the past even this level of development of the system had not 
been achieved. For example, when an average or somewhat above-average liar-
vest occurs, harvest laborers can usually be transported to the regions in 
sufficient numbers to complete the harvest without large losses (Figure 1.3, line 
B). With harvests that promise substantially above-average productivity, the 
losses are increased. The optimal level of development of the harvest procure-
merit system (Figure 13, line C) has to be determined in the planning process 
takimig into account two factors: 
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Fignre J.9. Harvesting capacities in relatiun to annual agricultural production (solid 
curve) A base capacity related to trends in average production; [3 maximum ca-
pactty related to deployment of additional resources during surplus years; C - optimum 
capacity to accommodate high production Levels in most years (schematic). 

By developing the capacity of the system estimated on the basis of average 
production, there are likely to be large losses, and the average procured 
harvest over the long term will he lower than the average biological produc-

tion. 
By tailoring the capacity to accommodate high production levels, large-
scale investment would he necessary, in the full knowledge that this capac-
ity will not be used completely during most years of the planning period. 

As it consequence of the second strategy, there is an increase in the cost of each 
additional harvest unit saved. 

To Iind the optimal level of development of this system it is necessary to 
examine the relative importance of several indicators that are difficult to inca-
sure, such as the comparative importance of the different investment strategies 
in the national economy, social effects al-ising from failure to satisfy fully the 
public demand for food products in particular years, and the deficit of foreign 
currency to compensate for bad harvests at the expense of foreign trade. Under 
existing planning practices, these problems are not formalized and remain the 
subject of heuristic decisions. Thus, at the national level, the capacity of the 
harvest procurement system depends on the investment which the state can allo-
cate for this purpose, but in the regions these capacities depend on the compara-
tive efficiency of regional agricultural production. 

in view of these considerations there are two main stages of planning which 
merit special investigation: planning at the state and at the regional levels. 
These are considered within a modeling framework in Section 4 of this study. 
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1.3. Agrodimatic Conditions in the Subarctic 
Farming Zone of the USSR 

The northern boundary of intensive farming in the European territory of the 
USSR coincides with the J400 degree-days isoline of effective accumulated tem-
peratures during the warm period (above 10°C). 1'hroughout this caSe study, 
two measures of thermal resources are employed. The lirst, termed effcc!.ne 
accumulated temperatures, refers to the annual accumulated sum of air tempera-
tures above 0°C during those days when daily mean air temperature is greater 
than a specified baseline (usually 10°C or 5°C). This measure is also used in the 
Japan case study (Part VJ, this volume). The second, referred to as effective 
temperature sum (ETS), describes the annual accumulated sum of air tempera-
tures above a specified threshold temperature that represents a minimum 
requirement for the commencement of active plant growth (corninoiily '('). 

The measure is employed in all other case studies in this vohzme. To the north 
of that line, farming activity is insignificant, mainly comprising localized cultiva-
tion of oats and vegetables itt the valleys of the larger rivers. The southern 
boundary of the subarctic farming Sone is normally drawn along the 1800 

degree-days isoline of effective accumulated temperatures. The zone stretches 
for 2500 kin from the coast of the Gull of 1inland eastward to the Urals. it cov-
ers most of the Leningrad and Novgorod regions, the Vologda and Perm regions, 
the southern part of the Karelian ASSR (Autonomous Soviet Socialist ftepublic) 
and Arkhangelsk region, and the northern part of the Kirov region arid the 
Udinurt ASSR Fiqure 1.(a) and (b)). 

Woodlands, essentially coniferous, occupy 00- 70% of the area .oik are 
podzols and turfy podzols, interspersed with many lakes, rivers, and peat hogs. 
The abundant rainfall (500-800mm annually), combined with low evaporation 
and relatively Hat topography, leads to problems with waterlogging Figure 

Although the zone is relatively uniform with regard to heat supply, it can 
be divided into two subzones, the western and eastern, with respeut to water 
supply and winter conditions. The boundary between these suhzones runs from 
north to south, crossing the Vologda region at the longitude of the White Lake 
Fiqure 1.(a). The western subzone has conditions of excessive moisture but a 

relatively mild winter, making it possible for many fruit crops to survive the 
winter. The eastern suhzone is characterized by warmer and drier summers but 
longer and more severe winters. The duration of the frost-free period is about 95 
days in the east and 130 days in the west. Soil frosts end around 20 May to 10 
June (in the southern Leningrad and Pskov regions from IS to 20 May) and 
begin again art around 10 to 17 September (22 to 30 September in the southwest) 
Ulanova, 1978; see Figure i.(d). 

Generally the subarctic zone is characterized by adequate or even excessive 
moisture, i)uririg the Warmer period of the year (from April to October), 
350 mm of rainfall can be expected in the east and 150mm in the west, exceeding 
evaporation by 70-80mm. At the beginning of the vegetative period, in early 
spring, the available moisture is over 200 mm, normally about 20 inin in excess of 
the capacity of the soil. }y the time grain crops have reached IT]atilr]ty, water 
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Table 1.3, Thermal regime in the subarctic farming zone of the European USSR. 

DaLe.s of Iran- 
Effectiee sition arross O'C Duration 
Tempera- (mean daily air of frost- A verage 
lure Sum temperature) free July air 

(ETS) period tempera- 
Region above 5'C Spring 	Autumn (days) tare ('C) 

Leningrad 850-1250 1-10/4 	30/10-15/11 90-150 17.7 
Vologda 950-1000 1 7/4 	23- 29/TO 105-120 17.1 
Kirov 1000-1400 20-28/4 	29/9-8/10 103-131 18.0 
Perm 680-1330 20/4-10/5 	25/9-8,/10 70-116 180 

Frost dates (1mm 	< 0"C)  

Spring Autumn 
(last) (first)  

Region Air Soil Air Soil 

Leningrad 22/5-4/6 5-15/6 9-24/9 28/8-13/9 
Vologda 26-31/5 6-11/6 	10-1319 31/8-3/9 
1irov 14-29/5 - 7-23/9 - 
Penn 22/5-3/6 9-20/6 7-15/9 26/8-4/9 

Sources; Siroenko, unpublished data MiiUer (982 

storage has decreased to 120-150rnm. In some year.s, high soil water content 
and high air humidity may lead to adverse conditions for the ripening of the 
grain and complicate harvesting (iJlanova, 1978). 

The average duration of the autumn growing season for winter crops varies 
from 50 days in the west of the zone to 45 days in the east. During that period, 
the heat available permits successful cultivation of winter rye, provided it is 
sown at the right time Despite severe frosts across the zone (the average abso-
lute annual temperature minima being -40 'C to -45 'C in the east, - 35 'C to 
-40'C in the central part, and -30"C to -35'C in the west), the snow cover 
(approximately 40-44 cm in the east and 30-45cm in the west) protects the soil 
against freezing to great depths. Soil temperature is normally maintained at a 
level of -S'C to -10'C at the depth of the tillering node of winter crops. A 
more detailed picture of the heat and moisture regimes of the zone is given in 
Tubles 1.5 and 1.. 

1.4. Land Uses 

In the west of the zone (the Leningrad region), forage crops prevail, being mainly 
red clover mixed with grasses and swedes. Grain crops do not account for more 
than 18% of the arable land in the region. Among the spring grain crops, oats, 
which tolerate waterlogged soil and higher soil acidity better than other cereals, 
occupy the largest areas in the Leningrad region. Further eastwards in the 
Vologda region, there is an increase in the proportion of arable lands under grain 
crops, among which spring barley, oats, and winter rye predominate (Table 1.5). 
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Table 1.4. Moisture regime in the subarctic farming zone of the Furopean USSR. 

Probalility 
of droughts 

and dry winds 
(%) 

Leningrad 	225-300 	1.4 -1.8 	130-275 	140-220 	4 
Vologda 	250-290 	1.6-1.7 	150-250 	- 	 8 
Kirov 	225 250 	L1i-1.6 	174- 188 	165-202 	20 
Penn 	200-250 	1,2 2.0 	135 195 	125-205 	24 

rhe hydrothermal coefficient (IJTC) is equal to ten Limes the ratio of the total rainfall (nm) to 
the effective accumulated temperature (degree-days) for the period when mean daily tempera-
tures are above IOC. 

Source: Sirotenko, smnpublis}ied data. 

Table 1.5, Land use in the subarctic farming zone of time European USSR. 

Total rainfall 
for period when 

mean daily 
temperature is 

Region 	above 10C (mm) 

Available water (mm) 
in the lop I mn layer of 

soil by the date of 
transition across 10C 

in the spring 

Water avail- 	Winter 	Spring 
ability (1TC) 5 	crops 	crops 

Total 
arabic land 

in 1974 
(000 ha) 5  

868 
2,705 
2,113 

Percentage of total arabic land °  

Grain Forage Tilled Other 
crops crops crops crops 

18.0 60.0 20.0 2.0 
41.2 45.3 5.0 8.5 
72.0 19.5 4.0 4.5 
54.0 34.0 5.0 7.0 

Percentage of grain crop area b 

Winter 	Winter 
wheat 	 rye 

Leningrad 	5.8 	 21.3 
Vologda 	 5.4 	 25.9 
Kirov 	 0.5 	 47.6 
Perm 	 - 	25.1 

Statsshuf Yearbook of thI JSf SIt (1974). 
]i83 (Sirot.enko, unpublished data). 

Spring Oafs and 
Barley wheat others 

28.7 1,6 42.6 
31.0 6.9 31.1 
14.1 4.5 33.3 
12.9 33.3 28.7 

ft C2O 71 

Leningrad 
Vologda 
Kirov 
Penn 

Region 

The percentage of arabic land under grain is highest in the Kirov region, 
where climatic conditions are most favorable for growing winter rye, to which 
almost half the cereal area is allocated. [n the Kirov region, winter crops hardly 
ever suffer from freezing, since the deep snow cover re}iably protects the crops 
against the low temperatures. The superiority of winter rye over the spring 
crops is basically due to its earlier ripening (27 to 30 June as against 8 to 13 
August for spring crops) so that it can take advantage of more favorable rnois-
ture arid harvesting conditions. However, in about one year in five (see Th6le 

1.4) droughts and dry winds occur in the Kirov region, thus reducing the yield. 
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in the leriji region, the percentage of arable land under winter rye is only 
about half that in the adjacent Kirov region, essentially due to the more severe 
winter conditions. The leading grain crop of the Perm region is spring wheat, 
which accounts for one-third of the whole cereal area. If sown On optimal dates, 
early and semi-late cultivars of spring wheat over the greater part of the region 
are adequately supplied with heat in practically every year (probability > 95%), 
and late cultivars in eight or nine years of every ten. Barley and oats, less heat-
loving crops than spring wheat, experience almost no problems in obtaining the 
necessary heat supply. Water deficiency is a limiting factor on crop production 
in the lerm region, causing excessive drying of the arable layer of soil in about 
one year in four. Meanwhile, in the northern parts of the region and the foothills 
of the Urals yield reduction due to excessive soil moisture occurs on average once 
or twice in ten years, while in certain years grain may be injured by early 
autumn frosts. 

1.5. Policy Considerations for Increasing 
Agricultural Productivity 

The bioclimatic potential of a region can be measured using the bioclimatic index 
of l)lant productivity (Kashtanov, 1983): 

f3C!'k 
p 1000 

where K is the coefficient of water availability to plants (proportional to the 
ratio between the annual level of precipitation and the sum of the mean daily 
values of the saturation deficit); T10  is the effective accumulated temperature 
for the period above 10 'C; 1000 is the annual effective accumulated temperature 
near the northerii boundary of conventional agriculture (degree-days). For con-
venience, JJ(]J) values are expressed as index values (Be),  based on a value of 100 
for the average productivity of the USSR grain belt. Iii the Leningrad, Vologda, 
Kirov, and Perm regions, 13 values fall in the ranges 81 99, 80 102, 80-103, and 
80 -95, respectively. The lower limit of each of these estimates normally coin-
cides with the northern boundary and the higher with the southern boundary of 
the region concerned. 

A comparison of the bioclimatic potential and the actual yields in the 
subarctic farming zone indicates that it should be feasible to raise the produc-
tivity of agriculture in this area to 2-3 times the present level, through app'pri-
ate increases in fertilizer application rates, soil reclairiation (timing, drainage), 
and the introduction of high-yielding cultivars adapted to the local conditions. 
As an example of what is possible, winter wheat yields in the Leningrad region 
increased from 0.75 t/ha in 1951 -1955 to 2.3- 2.5t/ha in 1971- 1980 and winter 
rye yields from 0.66t/ha to 2.0t/ha, over the corresponding period, due to the 
application of these measures. In the northeastern parts of the subarctic farming 
zone, which experience the most severe climatic conditions, two- or three-fold 
vieki increases are still possible. For exaJnple, spring wheat yields at the 
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Cherdyn experimental station (in the northeast of the Perm region) have been 
35-4.0 t/lia during recent years, three or four times higher than the average 
regional yield. 

It is evident that increasing agricultural productivity in zones with soddy 
podzolic soils and low natural fertility requires the input of labor and material 
resources. For example, considerable investments are needed for liming (some 
4-5 t/ha of CaCO3  are recommended for application on soils in the Leningrad 
region, approximately once every five years: Handbook of Agronomy, 1983), and 
drainage activities costs estimated at about 300-400 rouhlcs (1 rouble is approx-
imately equivalent to 1 US dollar) to construct 100 m of open drainage channel 
(Agricultural Acaderiiy, personal comm unication) j. The effects of improved 
drainage are explored in Section 2. - -- -- - - 

]uture measures for increásingyield without decreasing natural soil fertil-
ity are, in some senses, the most important elements of agricultural policy for the 
subarctic farming zone. Until recently, the norma.l measure employed for 
increasing yield levels has been to apply greater quantities of mineral fertilizer to 
the land. however, these practices may have to he reconsidered in the light of 
some damaging side-effects that have been observed. Firstly, over-fertilization of 
the soil can occur if there is insufficient moisture in the soil (particularly in 
eastern parts of the subarctic zone during dry years). Secondly, as reported by 
Valpasvuo-Jaatiiieni (1983) for Finnish conditions and important too in the 
western part of the subarctic zone, a protracted annual penidd of freezing-over, 
combined with the shallowness of lakes and a slow turnover of water in water-
ways, all contribute to the danger of severe water pollution. Pollution by 
nitrates is considered further in Section 2. 

One of the measures proposed for avoiding such problems aims to increase 
the top soil through the application of organic fertilizers. Normally, the quanti-
ties of organic fertilizers available are limited by the scale of livestock production 
in the area, but the regions studied here have huge reserves of a valuable organic 
fertilizer, namely peat. One disadvantage is that applying peat as fertilizer leads 
to a sharp decrease in the downward flow of heat frorri soil heated during the day 
and hence the risk of plants being killed by night frosts is increased. 

The eastern part of the subarctic farming zone is characterized by high fre-
quencies of years with insufficient moisture for agriculture. Agroecological sys-
temns in this area are already sensitive to drought because the root systems of 
plants are located in relatively thin fertile layers of soddy podzolic soils. Thus, 
even short periods without rainfall (10-20 days) lead to overdryirig of the soil 
and decreased yields (see Section 3). Therefore, stabie agricultural production in 
these regions requires additional capital investment for irrigation. 

On the other hand, the western pa.rt of the subarctic farming zone often 
suffers from excessive moisture levels. Crop losses can occur during the vegeta-
tive and ripening stages, as well as during the harvesting period, due to untimely 
rain and snowfall (Section 2). Once again, additional investments in drainage, 
grain drying and mechanical equipment are required to facilitate harvesting 
under unfavorable conditions. 

Capital investments are also made throughout the whole subarctic farming 
zone to minimize harvest losses due to late spring and early autumn frosts. 
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Plant breeders are developing new crop varieties that are both high yielding and 
resilient to climatic variations. Furthermore, as responses to possible future 
climatic change, the introduction of new varieties (see Section 3) and the reallo-
cation of existing crops (Section 4) would be important mechanisms of adjust-
merit. 

In summary, the subarctic fanning zone of the European USSR has 
significant potential for the intensification of agriculture and the production of 
high and stable yields unaffected by droughts. However, at present the environ-
merit in general, and agriculture in particular, are highly sensitive to variations 
and changes in climatic conditions, which must therefore be considered carefully 
when deterinining strategies for the economic development of the region. 

1.6. Assessing the Effects of Climatic Changes 

A schema of the approach followed in this study is given in F:gure 15. Some 
details are discussed below. 

11. Choice of study areas 

Because of the great contrast in agrochimatic conditions within the subarctic 
farming zone, climate impact experiments have been conducted in two subones, 
one in the wetter western region around Leningrad, and one in the drier eastern 
subzone of Perm Figure 1.(a). Section 2 considers the impacts of climatic 
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employed in the USSR case study. 
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variations on crop yield, and the associated environmental impacts of climate 
and agricultural activity in the Leningrad administrative region. Section 3 
focuses on the district of Cherdyn, which lies close to the Ural mountains in the 
Perm administrative region. Section 4 examines the centralized management 
options most appropriate as a response to changing climatic conditions. The 
principles of the approach are demonstrated with worked examples from the cen-
tral zone of the European part of the USSR (Central region). 

1.6.2. Choice of crops 

The major crop cultivated in the Penn region is spring wheat, accountrtg for 
33.3% of planted grain crop area (Ta&le 7.5). Section 3 analyzes the sensitivity 
of spring wheat yields to present-day climatic variability and to possible longer-
term carbon dioxide-induced climatic change in the Cherdyn district. 

The choke of crop in the Leningrad region was not so straightforward. 
The region is not a major crop producer relative to the country as a whole, and 
grain production is limited to the provision of local foodstuffs. lflstoricaily, 
winter rye was one of the most important crops in the region, representing more 
than 40% of the planted grain crop area up until the early 1950s-This propor-
tiori is now 21.3 0/c  (TeMc 1.5), which is less than the respective areas of barley 
and oats. However, recent increases in winter rye yields up to levels of around 
2t/ha has permitted the export of the surplus to other regions. Recent plans are 
for expansion of the area sown to winter rye over the next 5-10 years to iiicrease 
this export potential. For this reason winter rye has been chosen for climate 
impact investigations in Section 2. 

The third study, in the Central region of the European USSR, is concen'.ed 
with the optimal mix of a wide range of crops needed to attain specific produc-
tion goals under different environmental conditions. 

1.0.3. Choice of dimatic scenarios 

In common with the other case studies in this vokune, Sections 2 and 3 report 
results of experiments analyzing crop yield responses to the GISS (Goddard 
Institute for Space Studies)-rnodeled regional estimates of CO 2-induced climatic 
change (Part I, Section 3). Estimates were provided of changes in mean monthly 
air temperature and precipitation between model-simulated climates tinder 
current (I x CO2) and under doubled (2 x CO,,) concentrations of atmospheric 
carbon dioxide. The data were generated for a 4 latitude x 5 longitude net-
work of grid points. The location of these is indicated in Figure .L(c). 

In order to test the validity of the GISS model for simulating present-day 
climate in the study areas, a comparison has been made of the GISS I x CO 2  
model estimates with observed data (long-term averages). The results have been 
graphed for the Leningrad region (see Figure 2.8) and for the Kirov/Perm 
regions (set Figure 8.5). It can be noted here that while the GISS model repro-
duces the observed values of mean monthly air temperature reasonably well, the 
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fit for rrzean monthly precipitation data is rather poor. The deviations between 
estimated arid observed precipitation may, in some months (particularly in 
winter and spring) exceed 100%. However, while it is evident that the estimates 
of CO 2-induced climatic change are subject to large uncertainties, they should he 
regarded in this study not as predictions, but merely as possible scenarios of 
future climate. The main objective of the investigations has been to demonstrate 
how general circulation model outputs can be used in climate impact experi-
rrie ri ts. 

The GISS data have been utilized in two ways in the Soviet study. In Sec-
tirni 3 the climatic changes are introduced as a discrete, step-like perturbation 
between the present climate and the doubled (X) 2  climate, while in Section 2 the 
GISS estimates are conibined with the empirical approach developed by Vinni-
kov and Groisirian (197914 and Gmoismnan (1981), to construct a scenario of tran-
sient climatic change. Assuming a doubling of atmospheric CO2  concentration 
to occur in the year 2050, a smooth linear change in climate is then assurried 
hetweri the present-day and the year 2005 according to the Vinnikov and Grois-
rrian estimates, followed by a second linear trend from 2005 to 2050, to reach the 
levels of change estimated by the GISS model. 

The standard climatological period, 1951-80, was adopted in Sections 2 and 
3, and the period 1931 -60 in Section 4, to serve both as convenient periods in 
which Co validate the agrocluriatic models, and as references against which to 
compare Scenario results. Section 3 incLudes, in addition, several sensitivity 
experiments for this period to estimate the influence of soil water storage on 
crop-emergence dates, and to assess the effects of altering systematically the lev-
els of mean growing season temperature and precipitation. 

in Section 4, synthetic scenarios are adopted to simulate three situations of 
hypothetical regional warming projected to the year 1995: increases in growing 
season temperatures relative to present of 0.5 C, 1.0°C and 1.5°C, respectively. 

1.64. Irnpaet models 

The estimation of winter rye yields (in Section 2) has been conducted using a 
combined regress ion -dy iiamical modeling approach. The regression component 
incorporates 11 meteorological inpUt variables and is used to estimate interan-
nunl deviations from "average" of winter rye yield in response to short-term 
climatic fluctuations (Obukhov, 1949). The assessment of average yield is car-
ried out using the so-called VNI1SI model (Pegov et nL, 1983). This model is 
made up of a set of ordinary differential equations that describe the dynamic 
relationships between important constituents of the ecological environment in 
the region (e.g., soils, climate, vegetation, water, etc.). For these experiments, 
this allows investigations to be conducted of longer-term changes in soi' quality 
in response to climatic change and to variable applications of fertilizer. In addi-
tion the model simulates other agro-environmental effects of the climatic 
changes, such as changes in ground water level and water pollution by nitrogen. 

Simulations of the impact of climate on spring wheat yields have been con-
ducted using a dynamic crop—weather model (Section 3). The model comprises a 
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closed set of ordinary diftereritial equations for calculating the dynamics of crop 
phytomass and water content of the root zone of the soil. Input climatic data 
are reqiired on a. 1-day time step for the whole growing season, and procedures 
have been developed for converting mean monthly values supplied for the GISS 2 
x CO 2  scenario to the necessary daily resolution for model input. 

in Section 4 a crop production model (Konijn, 1984a) has been used to 
compute approximate percentage changes in crop yields for each of the three 
hypothetical climatic scenarios outlined above, and for each of the crops cul-
tivated in the Central regiort. An optimization model is then used to calculate 
the reallocation of crop Land that would be required, given the changes in crop 
yield estimated by the Konijn model, to minimize total expenditure while main-
taining production at present levels. 



SECTTON 2 

The Effects on 
Agriculture and Environment 
in the Leningrad Region 

2.1. IntroducUon 

in this section we investigate the impacts on agriculture and the environment in 
the Leningrad region of possible climatic changes that might be induced by an 
increase of carbon dioxide and other greenhouse" gas concentrations in the 
atrnosp here. 

While agriculture is one of the most sensitive areas of human activity to 
climatic changes, such changes could also have wider environmental implications 
in the region affecting, for example, water flow, groundwater level, soils, etc. 
Therefore it is extremely important to analyze, in an integrated fashion, the coin-
plex dynamic behavior of climate, agriculture and environnient. The aim of this 
section is to investigate impacts of several scenarios of climatic change on crops 
at present cultivated in the region arid on other aspects of the local environment. 

in Subsection 2.2, the main climatic characteristics of the region are given 
along with some specific agroclirnatic characteristics relating to winter rye cul-
tivation. The scenarios of climatic changes, which have been used for analyzing 
impact are described in Subsection 2.3. '['he scenarios are built around the G1SS 
general circulation model-derived 2 x CO 2  scenario and are constructed to simu-
late transient climatic changes. In Subsection 2.4, a short description is 
presented of the combined regression-dynamic modeling approach that has been 
used in the study. The validity of the model has been tested using climatic and 
winter rye yield data from the period 1951 1980. 

In Subsection 2.5, some results are presented demonstrating the sensitivity 
of winter rye yields, groniid water level, soil quality and surface water pollution 
to the specific climatic scenarios. Finally, possible adjustment measures for 
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mitigating the impacts of climatic change are considered in Subsection 2.6, such 
as the increasing of drainage activity. 

2.2. Agroclimatic Resources 

The region can be divided into five main agroclirnatic districts and one subdis-
trict bordering the Gulf of Finland (Figure .. i). This classification is based on 
the thermal regime calculated as the effective terriperature sum (ETS). The 
annuat surn of effective air temperature above 5 C varies, on average, from about 
850 growing degree-days (GDD) in the east to 1.250 GUI) in the southwest 
(Table 21). The latter value resembles closely the values reported for the south-
ern part of lirilarid (Part IV, this volume) and the northern part of 
Saskatchewan in Canada (Part II, this volume). 

The annual accumulated sums of above-zero temperatures (effective accu-
mulated temperatures) for the warm period (when mean daily temperature is 

/ 
/ 0 FINLAND 	/ 

L a k e 

L adoga 

Gulf of 

F/r?lond 

Milli! ,p •j 1 

AM •  

Figure 2.1. Agroclimatic districts of the Leningrad region. Climatic characteristics of 
each district are shown in Tables 2.1 and 2.2. (Source Agroclimatic Resources, 1971.) 
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Table 2.1. 	Thermal features oF each district For the vegetative period. Values relate to 
the period 1891 -1967. 

1)idricL 	 I 	II 	Ill 	IV V 	VI 

Eflecli ye 
accumulated 
temperatures 	1400- 	1600- 	1500 	1500- 1700 	1700 
during period 	1600 	1800 	1700 	1700 1900 	1800 

when mean daily 
temperature 
exceeds 10 C 

Table 2.2. Estimates of the probable annual duration (days) of the warnri 	with 
average temperatures above 10 C. 

Pereen(age of years in which warm period is of a given length or longer 

District 	100 	 90 	7.5 	50 	25 	 10 

1 80 94 102 110 119 126 

11 87 101 109 117 126 133 

ill 85 99 IN 115 124 131 
IV 82 96 101 112 121 128 

V 90 104 112 120 129 136 

VI 83 102 1 to 118 127 134 

Source: Agrocliinatic Resources (1971 

higher than 10 C) are also shown in Table 2.1. An estimate of the probable 
occurrence of various warm-period (lUratioLls (measured in (lays with teinipera-
tures above TO C) for different districts is given in 1 able 2.2. For example, for 
District 1 a warm period lasting for more than lID (lays is observed in 5 years 
out of 10 (50%), while a period longer tb-an 126 days is observed in only 1 year in 
10 (.10%). 

Total precipitation during the period of active vegetation for agricultural 
crops averages 225- 300 morn and has fluctuated between 66 and 476mm from 
year to year. Excessive rain during the harvesting period is observed n 4 out of 
10 years in August, and in 6 out of 10 years in September. 

The average duration of the periods between the last spring and iirst 
autumn frosts ranges from 90-105 days for District 1 in the east, to 135-150 days 
for the coast of the Gulf of Finland (see Table 2. 1). The average incoming solar 
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radiation in the region is approximately 356kJcm 2  per year. Solar radiation is 
not a limiting factor for cultivated crops in the region. 

Soils in the region are mostly heavy, with a low natural humus content. 
The main soils are podzolic peaty-podzolic, and boggy-podzolic (peaty and 
peaty-podzolic gley), but there are also areas of sandy-podzolic and soddy-gley 
soils. In general, these soils are suitable for growing vegetables (particularly 
potatoes) and winter cereals. For the sante management and agrotechnology, 
winter rye is higher yielding than winter wheat on these soils, being more resi-
lient to the unfavorable winter conditions. That is why winter rye is recom-
mended for allocation in the northwestern and central regions of the European 
USSR (HandwokofAgronorny, 1983). 

2.3. VarLabUity of Winter Rye Yields 

Winter rye is one of the major grain crops in the Leningrad region, being cul-
tivated for both grain and feed. The two main varieties in use are Vyatka and 
Vyatka-2, both of which are widely distributed. The total area of winter rye in 
1983 was about 12.5 x 10 3  ha (21.3% of the regional area for all grain crops). 

The variations in annual winter rye yields measured during the period 
1947-4980 in the Leningrad region are shown in Figure 2.2. The yield trend 
[y(L), in units of 0.1 tonnesJha obtained by the method of smoothing may be 
described as follows: 

2.5 

2.0 

1.5 
Yield 

(tjhn) 
1.0 

0.5 

1940 45 50 55 60 65 70 75 80 135 
Years 

Figure 2.2. Observed yield of winter rye (t/ha) in the Leningrad region (1947-80). 
Yield trends are also marked. (Source: Maximov, persona! communication, 1984.) 
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6.6 
	

1947 < I K 1956 
Y(L) 	11.6 -F 0.8975(t - 1962.5) 

	
1957 < I < 1972 	 (2.1) 

20.3 
	

1973 K I K 1980 

This is also indicated in Fqjure 2.2, which demonstrates that before the year 
1956 and after 1973, increasing or decreasing trends in winter rye yields in the 
region are absent. The increasing trend in yields between the mid 1950s and the 
early t970s can be largely explained by improvements in agricultural technology 
and management (e.g., increasing use of fertilizers and pesticides, improved 
machinery, etc.). 

The interarinual variations in winter rye yields over the period 1951 -1980 
have been summarized by dividing the period into its three component decades. 
As well as the decadal mean yields, the absolute variability of yields (standard 
deviatiort) and the variability of yields relative to the decadal mean (coefficient of 
variation) are given (Tabde 2.9). 

Table 2.3. 	Statistical analysis of winter rye yields in the Leningrad region by decades 
for the perad 1951-1980. 

151-60 1901-70 1971 80 

Mean yield (i/ha) 0,72 1.83 2.02 
Standard deviation 0.12 0.21 0.23 
Uofficient of variation (117 (1.12 0.11 

It should he noted that while the absolute variability of yield has increased 
over time, the increase in mean yields has been proportionally greater, so that 
the coefficient of variation has decreased over time. 

2.4. Winter Eye Cultivation and Climate 

We now consider some specific conditions for winter rye cultivation in (he region. 
The yield of winter rye depends on the state of the crop when growth ceases at 
the beginning of winter, on the winter conditions themselves, and on the weather 
conditions during the period of resumed growth up until ripening. 

During the period from sowing to germination, productive moisture 
reserves of less than 20mm are observed once or twice in 20 years. The duration 
of this period is limited by temperature conditions, in favorable years (e.g., 
1948, 1960, 1963), it averages 6-8 days, but in years with a moisture deficiency 
(less than 20rrirn in the topsoil layer) or with lower air temperatures (below 
14°C), the period between sowing and germination increases (e.g., to 16-20 (lays 
in 1959). Just before winter the average productive moisture reserves are usually 
excessive. By the time the hard frosts begin, sufficient snow cover (above 30 cm) 
has accumulated thus protecting the seeds from the direct influence of the tow 
temperatures. Only in the most severe winters does the soil temperature fall low 



644 	 LffecL9 of chraa/.e variahong in the USSR 

enough to Cause damage, to around -- I to ---13 C at the depth of the rooting 
zone (e.g., in 1955--1956 and }959--1960). On the other hand, snowy and milder 
conditions can lead to crop-rotting under the snow cover. More than 10% of the 
crops sown Were lost because of rotting in the winters of 1960-1961, 1961-1962 
and 1965 -1966. 

l)uring the reprod uctive period (at the end of May), the moisture reserves 
in the soil are generally adequate. Only in I year in 10 are these reserves 
insufficient (less than 50mm), i.e., unfavorable for promoting development of the 
ear and flower of the grain. Waterlogging of fields during the period of grain 
ripening occurs on average once every 3-5 years, when moisture reserves are 
above 125 rnrri. The waxy stage of grain ripeness generally occurs at the end of 
July. or by the middle of August in cooler summers. Taken together, the aver-
age climatic conditions in the region today are quite favorable for winter rye cob 
liv alion. 

Having presented some information about the present-day conditions for 
winter rye cultivation in the region, we will now mniove on to consider the implica-
tions in this region of possible global climatic changes. The examination of this 
problem includes three main elements: 

The construction of a regional climatic scenario consistent with global 
changes in climate expected with a doubling of atmospheric 002. 
Development of a model for investigating the behavior of selected crop and 
CnViroliIriefl IaI parameters. 
The simulation of adjustments in agricultural management which would 
enable sustainable development of agriculture and environment in the 
region. 

2.5. Generating Scenarios for Regional Climatic Change 

Two approaches can be identified for generating scenarios of changing regional 
climatic conditions. TIme first utilizes specific models such as the general circuta-
liomi models for the atmosphere (GCMs), for example, the G1SS model which has 
been adopted in other case studies in the IIASA/UNEP climate impacts project 
(this volume). The second approach employs empirical climatic data to con-
struct a simple heuristic model for forecasting climatic changes in different 
regions. In this study we shall follow both approaches. 

2.5.1. GISS scenario of doubling CO 2  

Comparison of interpolated GISS gridpoint data (generated for an equilibrium 
climate under present-day, I x CO 2  conditions) with the present climatic nor-
mnals for the period 1951- 1980 for the Leningrad region (observation station 
Pulkovo, 30km northeast of Leningrad; it should be noted that the city of Len-
ingrad itself would probably show an urban warming effect) revealcd a fair 
correspondence between observed and simulated temperatures, but a poor fit for 



(0) 

2r' 

U 1  

L 

L 

a 
E 

>' 

0 

Agrtdtarc and eeutronmeot in the LcrjiTIJod reçpon 	 645 

J F M A M J J A S 0 N D 
MONT H 

HE 

E 
E 

1_+-' 

U 

J F M A M J J A S 0 N D 
MONTHS 

x--------Lningrod 1951-0 observed 

-o GSS 1 x CO2 quihbriurn climate 

- GfSS 2 x CO 2  equitibrium cjr-t 

Figure 2.. Vatidation of the GISS model estimates for: (a) monthly mean temperature 
and () precipitation rate at Leningrad (gridded (ilSS data are averaged for the location 
130 N, 30'E). 
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Table 2.4. Changes in temperature (AT) and precipitation (Ar) for the Leningrad re-
gion wider the G ISS scenario of a doubled CO 2  concetAration by the year 2050 (va5ies 
are rounded). 

Month 	.1 	F 	M 	A 	Al 	J 	J 	A 	S 	0 	N 	1) Year 

AT(C) 	6.4 	6.0 	5,2 	14 	3.4 	2.1 	1.5 	2.0 	3.2 	4.5 	5.4 	6.2 	4.2 
Ar(mm) 	16 	'20 	24 	29 	32 	34 	37 	34 	26 	20 	17 	15 	301 

Table 2.5. Comparison of projected 2 x CO 2  clininatic data for Leningrad with ob-
served data for that station and three stations in the southern European USSR. 

Leningrad 
(00IV; 301) 

Climatic factor 
(mean annual va/ne) 	 Observed (7951 -80) 	 Projected_(GJSS) 

Temperature ( C C) 	 4.0 	 8.2 
Vrecipitaion (mm) 	570 	 87 

Other stations (observed, 19,51-80) 

Climatic factor 	 L mv 	 Ketinagrad 	 (..'hernovl.sey 
(mean annual value) 	(50N; E.5E) 	(54.4N; 0.E) 	(8. 7 N; 25.6'E) 

Temperature (C) 	 7.1 	 5.9 	 7.8 
Precipitation (mm) 	708 	 740 	 660 

precipitation (Figure .0.3). This is a coimnoni problem when attempting to use 
GCMs to give ce.giona(-scale estimates el' chrnatic clian1e (see tart l Section 3) 
Hwcvcr, assuming that the estimated differences between 1 x CO 2  and 2 x 
CO. equilihriurrr climates are credible estimates of possible changes in future cli-
rriate, we have used the fo'lowing procedure to construct the climatic scenario for 
doubled CO 2  concentration using the GISS data to adjust observed (1.951-1980) 
monthly normals 

2 x CO 2  mneami monthly temperature - (GISS 2 x CO 2  - GISS I x G0 2 ) 

-1 observed mean 
2 x CO 2  mean monthly precipitatiomi rate 	(GISS 2 x CO 2  -- GISS t x 

cO) I- observed mean. 

in the Saskatchewan case study (Part ii, this volume) an alternative technique is 
reported for applying GISS data to precipitation normals. However, in the Len- 
ingrad region, with an annual precipitation approximately 1.5 times greater than 
in Saskatchewan, the difference between the two techniques is not very great and 
does not affect the analysis here,. The GISS estimates for the region (average of 
four grid point values) are given in l'abte 2.4. 

In order to illustrate the scenario Table 2,5 presents observed and projected 
data of mean annual temperature and precipitation for the Leningrad region, 
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alongside the 1951-1980 observed data for three more southerly locations in the 
European part of the USSR [see Figure 1.(a). 

Comparing the instorical records for L'vov, (Therniovtsey arid Kalnringrad 
with the C1SS scenario estimates demonstrates that the projected climate in 
Leningrad would be warmer and wetter than any of these regions are today. 

2.5.2. Transient climatic change scenario 

The CISS data provide a scenario of dimatic change in terms of a step function 
(i.e., an abrupt change from the prcsentday climate to a doubled (X)-induced 
climate). However, present projections indicate that a doubling of atmospheric 
CO 2  concentrations will not occur for several decades, and we should expect any 
associated climatic change to exhibit a gradual transition over time. hence, in 
order to investigate the dynamic behavior of agriculture and the environment we 
need to consider the /rerasient change of climate in our scenarios. A simple inter-
polation between the present-day climatic conditions and the CISS projection 
may on its own he too crude for representing the future 20-25 years. That is 
why we have used an alternative approach for simulating the first 25 years of 
changing climate, based upon an empirical climatic data set according to the 
regression scheme developed by Vinnikov and Croisnian (1979a, b). 

In common with other researchers, they selected the annual mean surface 
air temperature as the major physical parameter of global climate. This choice 
of parameters has a straightforward physical background, Since hemisphermc air 
temperature and the associated temperature difference between equator and pole 
are the key parameters defining barocliniic stability and the intensity of atmos-
pheric processes. Note that the determination of statistical relationships between 
global temperature and a set of climatic parameters such as sonal and regional 
temperature, precipitation, etc., calls for the analysis and treatment of a huge 
body of empirical data. 

Table 2.6. Estimates of the CO 2  concentration in the atmosphere. 

Year 	 1980 	1995 	2005 

CO 2  concentration (ppm) 	336 	378 	416 

Source: SovArner (982). 

We shall construct the scenario based upon some simple estimates. The 
increase of atmospheric CO 2  concentration and the consequent 'green house 
effect" are thought likely to be the major contributors to global climatic change 
in future decades. Table 2.6 contains estimates of the probable increase in 
atmospheric CO 2  concentration up to the year 2005. These est![nates were pro-
duced on the basis of analyses of energy-development forecasts and computer 
calculations of CO 2  cycles (Sov-Amer, 1982). 

Let T  be a function of the global equilibrium temperature corresponding 
to a given CO 2  concentration in the atmosphere. Simulations show that T  is 
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approximately proportional to the logarithm of the CO 2  concentration over a 
considerable range (Soy -Amer, 1982). This can be written as follows: 

T(t) 	T0 	log 2 	 (2.2) 

here n(t) is the forecast CO 2  concentration at time t, n(- is the concentration 
corresponding to the year 1980 (336 ppm), and A T, is the increase in equihib-
rturn temperature corresponding 1,0 a doubling in the value of the CO 2  coiicen-
tration relative to the 1980 level. The value of A T. is estimated as 3°C. This is 
the upper limit of a range of estimates reported from the Soy -Amer (1982) study 
and bears the closest resemblance to the CISS estimates, 

The increasing concentration of trace gases of anthropogenic origin in the 
atmosphere (ozone in the troposphere, methane, nitrous oxide, halocarbons, and 
some others) also contributes to a strengthening of the greenhouse effect. Esti-
mates suggest that the increase in equilibrium temperature due to trace gases 
may be as large as 50% of the contribution due to the build-up of CO 2  (Bolin ct 
at., 1986). 

The thermal inertia of the oceans will cause a delay in globai warming. In 
terms of the response of average annual surface air temperature, this will amount 
to approximately 10 years. This means that the increase in equilibrium tempera-
turn 7'  (t) for year £ will be approximately 20% less than if the delay were not 
taken into account (Ilutner, 1983). In short, the average annual surface air tem-
perature or the globe is expected to increase by about 0.6°C by 1995 and 1.1°C 
by 2005, relative to the 1980 temperature. 

Vinnikov and Groisnian (1979a) suggested a relatively simple statistical 
model for relating the values of regional temperature and precipitation to north-
ern hemisphere temperature: 

z?(t) 	3  T(t) + I 	((t) 	 (2.3) 

Here z,3  is the mean local (for the ith region) annual or seasonal temperature (j 

I.) as well as mean local annual or seasonal precipitation (j - 2), T(t) is the 
hemispheric mean annual temperature (for the extra-equatorial part of the ilemi-
sphere), al is a regression coefficient, fl° is the regular error, and e(t) is a ran-
dom error connected with errors of measurement and other factors. Vijinikov 
and Groisirtan calculated the parameters of model (2.3) for the Northern hlemi-
sphere (see also Pitovranov el al., 1984). The estimates of regression coefficients 
for the Leningrad region can be seen in Table 2.7 where a are coefficients of 
linear relationships between hemispheric temperature changes and regional sea-
sonal and annual temperature response (Vinnikov and Groisman, 1982), and a 2  
are coefficients for regional sununer and annual precipitation response (region N2 
in Groisman, 1981). 

Thus, given a scenario of g!oal temperature increase up to 2005, we obtain 
the scenario of temperature and precipitation changes in the Leningrad region 
given in Table 2.8. According to this empirical assessment the most significant 
changes of regional temperature would be expected in the winter nionths. It 
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Table 2.1. Istirriates of regression coefficients between northern hemisphere tempera-
tOre changes and temperature and precipitation changes in the Leningrad region (the 
standard deviations of estimates are given in parenthesis). 

!leyreston 	December - 	March - 	June - 	Septernbr - 
coefficient 	February 	May 	Augest 	November 	Year 

lemnperature 	1.7 (0.9) 	0.8 (0.6) 	0.9 (0.4) 	0.9 (0.5) 	1,2 (0.4) 
ee 1  
Prec;pLtation 	 0.0 	- 	 0.7 
o (/0.I (,)  

Sources: Vimim0kov and Groisanan (1982); Uroismnan 1981). 

should be noted that the empirical approach suggests a similar tendency of 
increasing annual precipitation in the region as the G1SS data, but indicates no 
increase in precipitation during the summer months. In contrast, according to 
the GISS data maximnin changes of precipitation could be expected in the sum-
rncr months of the year. 

The empirical approach is based upon the data for the past century, a 
period which was characteru'cd by an amplitude of global rxiean annual tempera-
ture changes of about I °C (Vinnikov and Groisman, 1982). That is why the 
forecast has been restricted only to the period up to the year 2005, at which time 
estimates of likely CO 2-induced temperature increases are of a similar magnitude 
(Sov-Arner, 982). 

The G1SS scenario of a 4 C global warming for doubled atmospheric CO 2  
might be expected to occur somewhat later, towards the middle of the next cen-
tury (according to a variety of projections of CO 2  emissions over the future 
decades - Nordhaus and Yohe, 1983; Bo l in el aL, 1986). Here we assume that 
date to be 20M). On the basis of the empirical forecast, for the years until 2005 
and assuming a linear change in the temperature and precipitation from 2005 
until the doubling date of 2050, we obtain a scenario of transient climatic change 
in the Leningrad region (Table 

It is clear that this scenario is only a very crude forecast of possible climatic 
change in the Leningrad region, but it does give us the opportunity to test the 
methodology for investigating broad-scale environmental changes in the region. 

26. Se1ecton and Vaidation of Impact Models 

2.6.1. The Obukhov mode) 

in order to assess the sensitivity of winter rye yields to weather variations in the 
Leningrad region, we have chosen to use the classical regression model developed 
by Obukhov (1949). This model was constructed from meteorological arid winter 
rye yield data for the period 1883-1916. it should be noted that meteorological 
and yield data for this period are reliable for the region (Obukhov, 1949). The 
regression equation incorporates 11 meteorological variables which, according to 
Obukhov, are the major climatic factors influencing winter rye yield. A descrip-
tion of the Obukhov model is given in Appendix 2.1. 
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A 

T/ti 	0, 

/egtLr t.4, Winter rye yields in the Leningrad region (1883-1916). (Tonnes/hectare; 
converted from Po(ds/Dessiatina, where I Pood 16.8 kg and 1 Dessiatina 1.09 ha). 
Dashed lines represent observed yields; solid lines represent model estimates. (Source: 
OhuJeliov, 1949.) 

The model allows us to cakolate the deviation of yield () from an average 
value. The winter rye yields calculated by Obukhov (1949) are given in Figure 

. Analysis of this figure reveals quite a good lit between calculated and 
observed yields (correlation coeffIcient, r 	0.89). 

Itowever, our confidence in the ability of the Obukhov model to simulate 
short-term weather-induced fluctuations in crop yield cannot be extended to the 
examination of climate impacts over the longer term for two important reasons. 
Eirstly, Ohukhov's analysis did not include a consideration of the influence of 
technological and management factors on yield levels, probably because any 
trends that might have been attributable to these factors during the early period 
for which the model was developed were too slight to merit inclusion. However, 
the marked improvements in crop yields in the decades following World War II 
undoubtedly are strongly related to trends in technology and management (Fig-
ure 2.2). Thsc are likely to continue into the ftiture, making it imperative that 
they should be incorporated into any scheme for simulating crop yields. 

Secondly, over the long-term and even in the absence of ant hropogcriic 
influences, soil quality is itself related closely to the climate. For example, tem-
perature and precipitation influence the processes of biomass decomposition and 
humus creation in topsoil. The amount of precipitation also affects rates of ero-
sion soil salinity, watertogging, etc. None of these effects are built into the 
Obukhov model. 

To supplement these shortcomings, it was decided to link time Obukhov 
model to another model that is capable of accommodating long-term effects of 
technology and climate. 
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2.6.2. The VNI1S! model 

The so-cafled 'VN11S1" model, which incorporates the long-term effects dis-
cussed above, was chosen for assessing the impact of projected climatic changes 
on average yields of winter rye as well as impacts on some other environmental 
parameters. This model was developed in Moscow at the AU-Union Research 
Institute for Systems Studies (VNlIS) by Pegov arid others (Kroutko et al., 
1982a,b; Pegov, 1984 Pegov et al., 1983, forthcoming). The mode] takes into 
consideration the interaction between regional environmental parameters and 
thus provides an averaged, but integrated representation of the ecological 
development of the region. 

The VN1ISI model is termed an "index" model, since it coiitains indexes of 
four principal environmental factors: soil fertility, vegetation, water and climate 
efficiency. The mode] itself consists of a control block, and an ecological 
processes block coniprised of four submodels (sectors): the biotic sector, the 
water sector, the pollution sector, and the health sector (Figure 2.5). This study 
considers estimates from all sectors, with the exception of the health submodel. 
Ordinary differential equations are used to describe the dynamic process con-
tained in each of the submodels. 

The dialogue and system management are operated in a control block, 
which also incorporates a large data bank of ecological information that is 
required to initialize the system variables. The information includes characteris-
tics of each type of regional landscape found globally, e.g., climate, permafrost, 
soil moisture, soil erosion, soil salinity, fire prevalence, pollutant load, etc. 

USER 

DIALOGUE 
SYSTEM 

DATA 	LJ 	SYSTEM LJ REGIONAL 
8ANJ< 	1 MANAGEMENT  [ I MODEL 

ECOLOGCAL PROCESSES BLOCK 	I 

[N1--50IL 	
EIELoGY 

	

POLLUTION 	 [ITH 

Figure 5. Structure of the YNIISI model (adapted from Pegov et iiL, forthcoming) 
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In the processes block, the lnotu (plant-soil) subrnodel contains the follow-
ing components: vegetation, organic matter and mineral soil. The components 
of the hldrological (water) .9ubmodel include: soil moisture, evapotranspiration, 
surface water flow, groundwater flow, deep groundwater flow, natural and 
artificial surface dissection, soil salinity, and aggregate flow parameters. linally, 
the environmerdal pollution subrnode( incorporates components that inc [tide: air 
pollution, and transformation of pollutants in each of vegetation, soil, groiindwa-
tcr, deep groundwater and surface water. A description of the equation systems 
for each of the above-mentioned blocks and a sensitivity study of the model are 
reported in Pegov et at. (1983, forthcoming). 

The VN1LSI model can be used to simulate the response of a range of 
different agricultural crops to climatic change. Its sensitivity has been evaluated 
for a wheat crop growing in an environment representative of the US Great 
Plains (Watts 1984). The results (which are broadly applicable also to winter 
rye) demonstrate that it is more appropriate to use the model to simulate long-
term responses to climatic change (mainly through the effects of climate nit soil 
properties) than to assess the impacts of short-term (interannual) variations in 
climate (simulated in some versions of the VNIISI model as stochastic aria-
tions). Thus, the VNIJSI model is utilized in this section purely for its sensitivity 
to long-term climate/soil/fertilizer relationships, and is coupled to the Obukhov 
model which accounts for the interannual variability of yields about these 
longer-term trends. 

2.6.3. Combining the Obukhov and VNIISI models 

In order to estimate winter rye yield (y) with the help of both rriodels the follow -
ing equation is used: 

Y 	Vfy 	 (2i) 

where Y is the yield estimate from the VNIIST model, and y2  is the deviation of 
the expected yield from its average value, produced by the Obukhov model. We 
will refer to this combined model as the VNIIS1 Obulchov model. 

For validation of the VNIISI-Dhukhov model, regionally-averaged observed 
station data of ten-daily temperature and precipitation were used. The data 
were obtained from the All-Union Research Institute for Hydrometeorotogy - 
World Data Center (VNIIGMI-MCI)). Data on fertilizer applications for winter 
rye (from national and regional statistics) were also required and these are given 
in Table 2.10. 

'F he observed and calculated yields of winter rye are given in Figure 2.6. 
The computations using the VNHSI model have been conducted for the fertilizer 
application rates given in Table 2.10, and climatic data of mean annual tempera-
ture and precipitation for the period 1951-80. For comparison, the average yield 
at experimental sites is currently around 2.55 t/ha. 

The yield trend obtained using this model can be seen in Figure .6 (curve 
VNIISI). Figure 2.6 also shows the computed winter rye yields simulated using 
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Table 210. Average fertiliaer appLications for wtnter rye in the Leningrad regne. 

Period 1947 51 52 55 515 60 61-70 71-75 76-80 Eiprrirnrnth aites 
N (kg/ha) 8 14 24 25 28 31) 55 
P 20 	(kg/ha) 2 4 11 15 19 22 45 
K (kg/ha) 3 6 17 20 24 28 45 
Organic (t/ha) 8.7 9.2 9.9 10.8 11.0 10.8 15.0 

5 Rcconimended feriJiser applications for winLer rye on typical soil types in the Leningrad re-
gion, based on experimental site data. 

Source Maximov, personal communication (1981). 

bukflov 
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Y e a r s 

Figare 2.6. Observed and calculated yields of winter rye (1947 -80). 

the combined model (curve VNEISI-Ohukhov). The comparison shows that the 
results obtained using the VNEIS! and VNIISI-Obukhov model approximate 
quite closely both the observed trend, and the observed interannual fluctuations 
of yield. The correlation coefficient of deviations from trend of observed yields 
against deviations of estimated yields (VNIISI Obukhov model) was calculated 
as r = 1174, indicating fairly good agreement. 

it is important to stress that while such a close correspondence of model 
estimates with observed yields indicates the model's suitability for applications 
over the observed range of climatic conditions, confidence in the model relation 
ships is necessarily reduced when climatic changes are simulated that occur out-
side the range of conditions for which the tnodel was developed, in these Cases it 
is necessary to extrapolate model relationships outside their natural range of 
applicability, unless suitable modifications can be introduced to the model func-
tions. The reader is cautioned therefore, that the results of the following experi-
ments rely, in some instances, on the extrapolation of model functions and are 
thus attended by considerable uncertainty. However, thesc are preliminary 
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experiments, designed as much to test the approach as to generate results, which 
themselves are subject to future refinement. 

2.7. The Sensitivity of Winter Rye Yields and of 
Some Environmental Parameters to Climatic Change 

2.7.1. GISS scenario impact on winter rye yields 

The response of winter rye yields to the C1SS 'step-like" scenario of climatic 
change has been analyzed using the Obukhov model. A uniform distribution of 
GISS monthly precipitation changes for each 10-day period within a month is 
assumed. The calculations show that the deviation y of winter rye yields from 
average is as follows: 

-0.27 t/ha 

This represents a 13% decrease from the average yield of 2.03 t/ha which was 
observed over the period 1973-1980 Isee equation (2.1). 

2.7.2. Transient scenario impact on winter rye yield and some 
environmental parameters 

To introduce more realism into the scenario experiments, the response of winter 
rye yield and some environmental parameters to the transient climatic scenario 
changes was investigated, using the combined VNUSI-Obukhov modeL This 
response was compared with the results of the reference scenario computer run. 

The Reference Scenario (Variant 1) 

The climatic conditions for the reference scenario were defined according to 
the data corresponding to the period 1951-1980 (10 day, monthly and annual 
temperature and precipitation). The initial conditions of mineral and organic 
fertilizer application were fixed at the levels observed in the period 1976-1980 
(see Table 2.10) and these were increased linearly up to the levels currently 
applied at 'experimental sites" (Table 2.10) over a simulation period of 55 years 
from 1980 to 2035. During this period, the modeled system variables were able 
to achieve a statistically stable state. 

The output data generated for this reference scenario by the 
VNIISI-Obukhov model include: winter rye yield (g/l), a soil fertility index 
(dimensionless), surface water pollution with nitrogen (tf ha) and depth of the 
first ground water table (meters). 

The results of computations are given in Table 2.11. The soil index 
increased over the 55-year period by 33% and winter rye yield rose to 2.7t/ha. 
As noted above, the average yield at experimental sites is now around 2.55 t/ha. 
Surface water pollution also increased (by about 13%). 
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Table 2.11. Sirnufatiofug of absolute and relative impacts of Scenario Variants I and 2 
on winter rye yields, on the soil fertility index, on the depth of the first groundwater 
table and on surface water pollution due to nitrogen. 

1980 1990 2000 2010 2020 2035 

Change in mean May-October climate under Variant 2 
Temperature (CC) 0 +0.4 fO.S + 1.2 -f-L6 +2.2 
Pi-ecipitatiori_(ruin) 0 -I-S -1-16 +38 -174 + 127 

Wnster rye yields 
Variant I (t/ha) 1,99 2.3 2.5 < 2.6 > 2.6 2.7 
Variant 2 (t/lia) 1.99 2.4 2.6 2.7 2.5 2.1 
Impact of Variant 2 
relative to Variant 1(%) -14 -1 -1-5 -4 -23 

Soil fertility indez 
Variant 1 (arbitrary units) 10.7 12.3 13.1 	13,6 13.9 14.2 
Variant 2 (arbitrary units) 10.7 12.2 12.6 	12.1 10.8 8.3 
Impact of Variant 2 
relative to Variant I (%) 0 -1 --4 	-11 -22 --42 

Depth of the first groundwater table 
Variant I (in) -5.02 -5.1 -5.1 	-5.2 --5.2 --5.3 
Var last 2 (i-n) - 5.02 -5.0 4.9 	4.7 4.5 --3,3 
Impact of Variant 2 o relative to Varjaiil 1_(%)_______________  2 1-4 	9 1-14 1-38 

Surface water pollution due to nitrogen 
Variant 2 (9/1) 0.152 0.20 0.24 	0.33 0.41 0.63 
Impact of Variant 2 
relative to Varlat I (%) 0 -f18 130 	1-75 -1-114 +225 

The Transient Climatic Change Scenario (Variant 2) 

The changes in clirriate were generated according to Table 2.9. All other pararn-
eters were the sartie as in the reference scenario. The results of the calculations 
are presented in Table 2.11. Note that the model simulations were not con-
ducted for the entire period from 1980 until the CISS doubling date of 2050. 
Rather, it was decided to restrict the experiment to climatic changes occurring 
up to 2035, beyond which time both the climatic and the technology projections 
were considered to be highhy speculative. Thus, the climatic scenario considered 
here does not reflect the full magnitude of changes estimated by the G1SS model 
for a doubled CO 2  situation; merely a transitional state that approaches these 
changes. 

Analysis of the data in Table 2. 11 shows that for the climatic scenario 
(Variant 2), the winter rye yields would increase up to 2010 and then would fall 
by 23% up to 2035, compared with those projected in Variant 1. Table 2.11 also 
contains corresponding data related to the soil fertility index, depth of the first 
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ground water table, and surface water pollution. These data show that the soil 
fertility index in Variant 2 would decrease continuously over time to a value 42% 
of that in Variant 1 by 2035. The increase of winter rye yield in Variant 2 corn-
pared with Variant I up to the year 2010 is explained by beneficial increases of 
temperature during the growing period combined with unchanging summer pre-
cipitation. The reduction in yields during the period 2010- 2035 is the result of 
large increases in precipitation in the summer months. Though offset m a cer-

tain degree by increased evapotranspiration in the warmer climate, the high pre-
cipitation would lead to enhanced soil degradation (noted above). The decreas-

ing of the soil fertility index is the result of increases in both soil moisture and 
water erosion, reflecting the response of the VNI1SI model to increasing aflnual 

precipitation. 
From Tabir 211 we can see that the depth of the first ground waLer table 

is decreased, which may accelerate waterlogging processes in the region, while 
perhaps the most drastic changes involve surface water pollution due to nitrogen. 
These data show that increasing precipitation is likely to increase markedly the 

leaching of nitrates into surface water, which would result in degradation of 

water quality, with associated impacts on population and the environment in the 
region. The calculation of nitrogen concentration in the runoff requires specific 
information about watershed hydrology, topography, etc. A crude assessment of 
the impact may be made by comparing computed nitrate leaching with calcula-
tions of leaching in Finland (Valpasvuo-J aatinen, 1983). The average fertilizer 
npplication in the country as a whole is 691mg nitrogen, 59kg phosphorus and 
52kg potassium per hectare. According to this assessment, the total leaching of 
phosphorus in southern Finland is about 22 kg/km 2  (100 kg/kni2 - 1 kg/ha) and 

that of nitrogen 400kg/km 2 . One result is that the river Durajoki, supplying 
drinking water for the city of Turku, cannot be totally purified of these nitrates 
and phosphates using the purification technology of present-day water treat-
men t. 

2.8. Mitigating the Impacts 
of Climatic Change 

According to results for Variant 2, climatic changes in the region arc accomrm-
panied by decreases in soil quality. The soil quality may be improved, however, 
by applying greater quantities ot fertilizer. Such a situation is built into a third 

scenario, Variant 3. 

2.81. Scenario of increrisiiig fertilizer application (Variant 3) 

While the climatic, conditions iii this scenario were the same as in Variant 2, it is 
supposed that mineral and organic fertilizer application would increase by so% 
compared to the Variant I scenario. The computation of winter rye yield under 

this scenario can he seen in Figure . 7. The results demonstrate considerable 
increases in yields. For example, yields in 2010 are estimated to be more than 
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Figure 2.7. Sirnuhited changes in winter rye yield for five scenario variants, 1980-2035 
(tonnes per hectare). 
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Fiqure 2.8. Simulated changes in surface water pollution with nitrogen for the five 
scenario varEants, 1980-2035 (tonnes per hectare). 

40% greater than under Variant 1. it should be noted that this assessment is 
likely to be an overestimate because the effectiveness of fertilizer application has 
been found to decrease under conditions of overmoisteiiing, and this, along with 
other factors that may also be important, is not built into the current version of 
the VNTISI--Obukhov model. 
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According to the sirriiilations, increases of fertilizer application lead to an 
increase of surface water pollution. The computation of changes in water pollu-
tion can be seen in Figure 2.8. After the year 2010 this pollution is Over 50% 
more severe than under Variant 2. 

The amount of water surface (low depends partly on the dissection of the 
region by drainage systems. The VNTISI model includes an option to specify a 
drainage system in the model. Variant, 4 uses this option, assuriling an enhance-
ment of drainage activity in the region. 

2.8.2. Scenario of improved drainage (Variant 4) 

in this scenario we used the sariie climatic estimates and data on mineral fertil-
izer application as for Variant 2, but for the period 2001 -2003 the following addi-
tional drainage activity was foreseen: increases in 2001 and 2002 of 0.5 krn/km 2 , 

and an increase of I km/kin 2  in 2003. All drainage ditches were assumed to be of 
1.5m depth. 

The winter rye yields are slightly decreased compared with Variant 2 yields 
(Figure 2.7). This can be explained through increases in leaching of soil 
nutrients. Considerable changes in the local surface water pollution in the region 
are also estimated (Figure 2.8), as iriost of the pollutants are carried away in the 
improved drainage network. 

These improvements iii soil quality and increases in the drainage density 
have been combined into a single scenario (Variant 5). 

2.8.3. Scenario of increasing fertilizer application and 
improved drainage (Variant 5) 

In this scenario the fertilizer application was as in Variant 3, and drainage 
activity as in Variant 4. It can be seen from Figures 2.7 and 2.8 that Variant 5 
is the preferred scenario overall. Winter rye yield increases by approximately 
the same amount as for Variant 3, but there are considerably lower values of sur-
face water pollution due to nitrogen, approximately the same values of the soil 
fertility index as in Variant 3, and improvements in tue depth of the first ground 
water table (Fngures 2.9 and 2.10). 

2.9. Conclusions 

Analysis of the results presented in this paper allows us to draw some conchi-
sions about the impacts of climatic change on agriculture and the environment in 
the Leningrad region. The global warming projected by the GISS model for a 
doubling of atmospheric CO 2  would be accompanied by significant increases of 
precipitation in the region. Even accounting for increases in evapotranspiration 
associated with higher temperatures, these changes could lead to increases in soil 
moisture and water erosion of soils. The ground water level in the regioli would 
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Figure 2.9. Simulated changes in soil fertility index for the five scenario variants 
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Figure 2.10. Simulated changes in depth of the first groundwater table for the five 
scenario variants (1980-2035). 

probably rise thus enhancing waterlogging processes in the region. Degradation 
of soil quality would occur as a result of these processes. 

The impact of climatic changes on yields of present-day cultivated winter 
rye may occur in two phases in this region In the first phase, for the period up 
to the beginning of the next century, precipitation increases may he relatively 
moderate and temperature conditions slightly iriore favorable for winter rye. In 
the next phase of warming when precipitation (especially in snirncr would 
increase considerably, the winter rye yields would decrease. 
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Such climatic changes will influence other aspects of the environment of the 
region. For example, the water pollution from agricultural watersheds has a 
demonstrably high sensitivity to climate, it was shown that the water pollution 
by nitrogen increases considerably given a wetter climate in the region. These 
processes may result in the degradation of water quality in the region and 
acceleration of eutrophication in fertile water. 

Similar negative impacts on environment are possible in some other case 
study regions. Those especially sensitive to climate impacts include Finland, 
where the numerous water courses are highly susceptible to pollution 
(Valpasvuo-Jaatinen 1983). 

One method for improving agricultural and environmental conditions in 
regions with an excess of water is to develop efficient drainage systems. The 
computations presented here for scenarios of enhanced drainage activity show 
that these measures could serve to mitigate some of the negative impacts of 
climatic changes and increased fertilizer use in the Leningrad regIon. Changes in 
crop type and the optimal land allocations for each crop under altered climates 
are considered in Section 4. 



SECTION 3 

The Effects on 
Spring Wheat Yields 
in the Cherdyn Region 

3.1. Introduction: Methods of Estimating Crop Yield 
Responses to Climate 

In this section we investigate the effects of both short-term climatic variations 
and long-term climatic changes on spring wheat yields in the Cherdyn region, 
just west of the Ural Mountains in the northern USSR [cf. Figure 14(°)H There 
are three approaches which might be adopted to make this assessment: expert 
judgment, regression analysis and dynamic modeling. 

3.1.1. Expert assessuwnt 

As an example of the first approach, the US National Defense University (NDIJ 
1978 1980) used an expert method to estimate the yield response of major fod 
crops to five predetermined scenarios of future climatic conditions. Crop-
weather models were presented in the form of arrays developed by experts to 
represent the sensitivity of the average yield per unit area for each country stud-
ied to specified variations in ternpratnre and rainfall. These estimates were 
made for the United States, Canada, Argentina, India, China, Australia, and the 
Soviet Union. But such an approach is unlikely to be sufficiently reliable or to 
embody the most recent state of our knowledge on the yield effects of weather 
conditions, it may, however, be useful for treating certain qualitative aspects of 
the problem that cannot yet he ana]yzed in terms of physics or mathematics. 

663 
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3.1.2. Regression rniodels 

The second approach is based on the use of regression analysis, a widely applica-
ble tool for yield forecasting (see Part 1, Section 2, this volume). However, the 
clirnahc variables or interest are rarely incorporated into forecasting schemes 
Since correlation analysis of the initial sets of factors potentially affecting crop 
yields often shows a bias toward hiorrietric, edaphic, or agronornic parameters. 
Analysis of the intensive work in the field of agrorneteorological forecasting dur-
ing the last 30 years indicates that it is seldom possible to discover universal and 
reliable statistical relationships between meteorological parameters and crop 
yields. However, in those cases where such correlations have been established 
their application has proved to be of some value. 

3.1.3. lJyiiainic nniodels 

The third and most promising approach is based on the quantitative theory of 
agroccosvstem productivity currently under development. This method has 
already resulted in the construction of several dynamic crop production niodels 
(e.g., Hihele el aL 1980; Sirotenko, 1981), but these rather sophisticated models 
have not yet been used to analyze the inipact of climatic changes and variability, 
lutherto being associated more with complex problems of yield programming and 
lorecasting. Sonic positive results have been acli ieved by studying intermediate 
outputs from dynamic models, such as the analysis of carbon dioxide exchange in 
agrocenoses, in relation to climnatological problems (Terjunig et at., 1976; Men-
zh uliri and Savvateev, 1980). But clearly, crop photosynthesis and finai grain 
yield are far from identical characteristics - 'l'herefore, although the use of such 
models seems attractive on the basis of the relatively simple calculations 
involved, they look less promising now that dynamic models are being developed 
for specific crops. 

3.2. A Dynamic Crop—Weather Model for Estimating 
Spring Wheat Yields 

For a nuin her of years, we have been developing and improving a dynamic 
crop- weather model to provide Operational agrometeorological support to agni-
culture (Siroten ko ci of., 1982). Tb is model coniiprises a closed set of differential 
equations for calculating the dynamics of crop phytomass and water content of 
the root zone of the soil: 

cr(1 	R)  (F 	Q) 	 1' 
	

(3.1) 

d R' 
- 	- TI? - 5 1E 	 (3.2) 
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where rn is the phytornass of leaves (p 	1), stems (p = 2), roots (p 	3), spike 
envelopes (p 	4), and grains (p = 5) per unit area of the crop canopy; a is the 

5 	 P 

set of growth functions (a > 0, 	1); RG  is the growth respiration 

coefficient; F is the gross pliotosynhesis of the canopy; Q is the total decay of 

the structural matter (Q = 	q); D1  is the maintenance respiration; P, is the 

rate of phytoinass shedding; W1  is the water content of the th layer of the soil; 
qi - 1, q1  are the rates of water flow through the upper and lower boundaries of 
the All layer of soil, respectively (q  is the precipitation absorbed by the soil, and 

I ,15 ); TI? j  is the water loss through transpiration frOTn the ith layer; F is the 
evaporation; b i  is a logical variable ( 1 if i -= 1; and zero for the rest of the 
layers): and t is time. 

Equation (3.1) is integrated numerically with a one-day time step 
throughout the growing season up to maturation. Initial values for biornass rri 

0) and water storage are determined by the date of emergence. Figure 9.1 
presents a diagram of the relationships defined in equation (3.1) between the 
processes of plant photosynthesis, respiration, growth, development, and water 
transfer within the integrated soil-plant-atmosphere system. The inputs to the 
model are the mean daily air temperature (T), vapor pressure deficit (d), hours 
of sunshine (5), and daily rainfall (H). The outputs are the dynamics of plant 
phytomass by organs (mr ), the linal yield (Y), and the dynamics of the corn-
ponents of soil water budget (W 1 ) to a depth of 1.5 iii by 10cm increments 
throughout the growing season. 

Model parameters have been determined for a number of crops and, in par-
ticuar, for spring wheat. Figures 3.2 and 3.3 illustrate the results of model cal-
culations; these indicate that the model performs satisfactorily when using data 
from experimental sites located in contrasting areas Ershov in the dry steppe 
zone of the Soviet Union and Chcrdyn in the humid forest zone - the northern 
limit of the spring wheat belt; cf. Figter 1 .4(a)l and also for data on average 
regional yields over the Volga Basin area as a whole. Moreover, the calculations 
correctly accounted for the response of the spring wheat crop to extreme condi-
tions such as the severe droughts of 1972 and 1975 in the steppe zone (Ershov), 
when crops actually failed, as well as the conditions of 1978, when it record har-
vest was produced. The large discrepancy between estimated and actual yields 
at Cherdyn. in 1975, is explained by the development of disease following lodging 
of the crop near the end of the growth period. Meteorological conditions in 1975 
otherwise favored record yields. 

Dynamic crop production models may be applied in two niain vtys to 
climatological studies; 

To estimate the effects on crop production, of current short-term (monthly 
or seasonal), medium-term (up to 2 or 3 years), and longer-term climatic 
variations (i.e., as observed in the instrumental clirriatic record). 
To forecast the response of yields to possible climatic changes. 
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Fignre 9A. Flow diagram of the crop-weather model. Variables are deFined as follows: 
w accumulated temperature; LG, green leaf area; bY, spike area; 'H'  average intercept-
ed photosynthetically active radiation (PAR) in the canopy; tIiq  and p,  moisture and 
temperature coefficients of respiration; p,  therma' coefficient of photosynthesis; (, 
growth; MC, mass of carbohydrate pools; r stc  stomatal/cuticular resistance; P, water 
potential of the ith layer of soil; 'i', mean weighted water potential; r, day length; p is 
the root density in layer i. Other symbols are explained in the text. 
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Figvre S.. Dynamics of actual (Y) and calculated (2) spring wheat yields during the 
period 1972-1981, based on data from the Cherdyn (a) and Ershov (b) agrorneteorologi-
cal stations (latitudes 60.4'N and 51.3N, respectvely). 

In order to solve both these problems, it is necessary to: 

Specify the estimated (X) and standard (X 0 ) climatic scenarios for the time 
interval to be studied. 
Calculate the yield levels corresponding to X and X 0  , i.e., to derive Y(X) 
and Y(X0). 

Estimate the difference between Y(X) and Y(X0). 

In fact, the problem of estimating the effects on yield of climatic variations 
differs from that of estimating yield responses to climatic change only in the way 
in which the climatic scenarios are deve!oed. In the first case, the vector 
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Figure 3.3. Relationship between actual (1") and calculated ()') mean regional spring 
wheat yields in the Volga Basin (1975-1982) (correlation coefficient, r S 0.92; significant 
at the 1% level), 

function X is constructed from observed data, while in the second ease a forecast 
is used instead. Let us begin with the first problem. 

3.3. Model Sensitivity Experiments for the Baseline Climate 

Table 3.1 provides an example of the estimation of climate-induced yield varia-
tions during the period 1977-1981. Expected yields were calculated from the 
observed initial water-storage and meteorological data frorri the beginning of the 
water-storage period (taken as the autumn of the preceding year) up to 20 June, 
20 July, and 20 August in each year. The experiments utilized data collected 
from cliniatological manuals. The average actual yields proved to be close to the 
calculated, Y(X0). The data of Table 3.1 indicate rather high within-seasonal 
variability in the estimates of yield for observed climatic conditions in the forest 
zone of Cherdyn. 

Thus, for example in 1977 estimates of final spring wheat yield based on 
early season conditions were nearly 50% higher than estimated mean long-terni 
yields. Thereafter a gradual deterioration of moisture and thermal conditions 
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Table 3.1. Estimates of final spring wheat yields 
Y(X) at Cherdyn based on observed c.lirriatic condi-
Lions over three different esti nation periods during 
the years 1977 -81 Lexpressed as percentages of mean 
estimates based on the long-terin cliTriate Y(X0 ). 

End dales of the estimahon periods 
Year 20 June 20 July 20 August 
1977 149 138 118 
1978 82 69 74 
1979 129 130 113 
1980 129 135 121 
1981 80 86 80 

occurred, which in two months resulted in a 31% decrease in the estimate. In 
this example the expected yield may vary by between 6% and 31% from the 
expected mean due to fluctuations in climatic conditions. 

Ftgure 3.4(a) illustrates the dynamics of similar estimates of crop responses 
to climatic conditions during the period 1951-1981. It can be seen that climate-
related yield variations are quite significant. Crop-yield estimates for the area 
around Cherdyn range from 38% (1973) to 171% (1967) of the long-term mean 
(1.15 tonnes per ha: calculated as the average of estimated yields for each 
weather-year in the 1951 -81 period. Note that the yield calculated for climatic 
values averaged during this 31 year period was 1.08 tonnes per ha.) Conditiojis 
for crop production were exceptionally favorable in 1967; the average tempera-
ture, total rainfall and average sunshine duration during the growing season 
were, respectively, 1 C, is% and 8% above the long-term mean levels. 

These crop production models can also be used to evaluate the significance 
of fluctuations in specific elements of the clirmiate. For example, Ftgure S.4 also 
shows estimates of the extent to which yields are affected by temperature and 
rainfall during the growing season as well as by the hydrothermal conditions dur-
ing the preceding autumn, winter, and spring. These estimates were obtained by 
substituting observed values for the respective long-term averages in the "nor-
trial" scenario. 

As might be expected, temperature-related yield variations can be fairly 
significant in the moderately cool forest zone. In particular years, yields varied 
by 25-35% from the long-term mean due to variations in the growing-season air 
temperatures Eigure 3.4(d)1. As a rule, given positive temperature anomalies, 
yield estimates were above the long-term mean, indicating the limited nature of 
thermal resources in the area. On the other hand, when an ample water supply 
was available in spring, as in Cherdyn, yield estimates based 0mm the initial water 
storage Isee Figure 3.4(b)1 hardly differed at all from the long-term mean over 
the long period from 1951 to 1974. Nevertheless, it can be seen that cases where 
an initial water-storage deficiency had a significant effect on yields became more 
frequent in the late 1970s. 

'F he approach described makes it possible to examine in greater detail the 
influence of specific components of the climate. Thus, for example, favorable 
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Fiyttre .1?.4. Dynamics of estimates of effects of chmatic, conditions on production of 
spring wheat in the forest zone (Cherdyn agromneteorological station) (a) combined 
influence of all mnndeled climatic variables; (b) irilluence of soil waler storage at emer-
gerice date; (c) influence of rairifafl during the growing season; (d) influence of mean air 
temperature during the growing season. 

temperature conditions, which were estimated at 134% and 119% of the long-
term mean, respectively, occurred in 1974 and 1981. En the same years, however, 
the moisture regimes were rather unfavorable, with estimates of the effccts of 
rainfall on crop yields of only 68% and 46% of the mean, respectively. As a 
result, despite the favorable influence of temperature the overall estimates for the 
agricultural year were slightly below average in 1974, and sigmnficantly below 
average in 1981 (at 53% of mean levels); the year 1981, in particular, was one of 
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the most unfavorable years on record in that area in terms of agrometeorology 
(F2gure 3.4). 

The examples presented above by no means exhaust the great diversity of 
possible approaches to this type of research using dynamic models. We will now 
turn our attention to the use of dynamic models for estimating the response of 
yield to possible climatic changes. 

3.4. Scenario [tesults 

The estimation of yield responses to longer-terin climatc change is more compli-
cated than the estimations for short-term climatic variations, since neither now 
nor in the foreseeable future will climate forecasts be detailed enough to serve, 
without any preliminary refinement, as an input data base for calculating CFOI) 

yields. The most detailed available scenarios of climate forecasts involve, at 
best, mean monthly values of temperature, rainfall, and cloudiness (see Part I 
Sec(ion 3) and there is naturally considerable uncertainty associated with 
transforming monthly mean values into daily averages. Nevertheless, in calculat-
ing the daily values of climatic parameters, the basic mean monthly values were 
approximated by trigonometric polynomials to account for the annual cycle. 
However, because the crop-weather rriodel is essentially non-linear, the resulting 
5smooth" input data led to significantly overestimated yield values. Therefore, 
the air temperature dynamics during the growing season, were expressed as: 

T 	+ a(1) 	 (3.3) 

where T is the smoothed mean daily temperature, a is the standard deviation, 
and b is a function of time (i) representing a random normal process with zero 
mathematical expectation and unit variance. A similar procedure was developed 
to 5reconstruct" the seasonal pattern of daily rainfall amounts frojn the mean 
monthly values and available data on the miumber of days with rainfall of varying 
ntensity. 

To calculate the sunshine hours and vapor pressure deficit data that are 
usually absent from clirriate forecast scenarios, regression equations were 
developed relating these values to air temperature, respectively: 

S=- aTb 	 (3.1) 

and 

d = eT F- e 	 (3.5) 

Where S is hours of sunshine (a proxy for solar radiation), d is the vapor pres-
sure deficit, T is temperature and a, b, c and e are empirical, local coefficients. 
In addition, statistical relationships were derived that allowed changes in soil 
water storage to be calcu'ated from the precipitation increment during the 
preceding cold season. 
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3.4.1. Experiments witli synthetic scenarios of climatic change 

These procedures were combined to give a technique for estinriatirig the response 
of crop yield to any changes in climatic conditions within the model's range of 
validity. Table 3.2 provides an example of normalized yield values calculated for 
nine different, combinations of temperature and rainfall during the growing sea-
son in Cherdyn - All the calculations were made using long-term average values 
for the initial soil water storage. Under humid forest, conditions, an increase in 
temperature can contribute to an increase in crop yields, and this is particularly 
noticeable when it occurs in coiijunictioii with increased rainfall. 

Table 3.2. Response of spring wheat yield (as per-
centages of the long-term menu) to variations in air 
temperature (AT) and rainfall (All.) d un rig the 
growing season (Chierdyn, forest zone). 

Al? (mmii) 	—1.0 	0 	r 1.0 
—20 	 93 	 97 	 99 

() 	 95 	 100 	10t 
-20 	 97 	 101 	 107 

It should be noted that all the climatic scenarios used in calculating Table 
1.2 were developed using linear shifts in the "long-terni average' scenario. X0 . 
Many other ways of rriodifying the X0  scenario could of course he devised. It 
sceuris advisable to proceed in the future from a unitary lonig-termni average 
scenario to an ensemble of ann tal representations r , x,.., x, for the climatic 
variables during the period studied, with a unit disturbance L being sii:iilarly 
replaced by an ensemble of possible disturbances I f , l,... l. Thus, for each 
element in Table 3.2 we would obtain an array of calculated yield values y(.r1 ,l1 ) 
(1 =- 1 1  2 7  . . . , n; J 1, 2, . . . , mu) that could then be averaged. Such an approach 
would certainly be more reliable, but its full-scale elaboration is associated with 
a nuniber of technical problems, such as the lack of "daily" meteorological time 
series stored on mach ine-processable media. 

3.4.2. Experiments with empirically derived scenarios 
of climatic change 

Nevertheless, we have elaborated a simplified version of this technique for 
estimating possible changes in spring wheat yields over the Soviet, Union tinder 
the assumption of a 0.5C global warming. We used a spatial and temporal 
expansion of the temperature and rainfall scenario suggested by Vinniikev and 
Croisman (1979) and Groisrnan (1981) and already used in Section 2 of this case 
study. Long-term average scenarios of climatic conditions, Xi) , mnodiIicd in a 
linear manner according to Vinnikov and Groisman's forecast, were developed 
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from data contained in the cflniatic and agroclimatic reference books of 300 
observation stations more or less uriiiorrrily cOver(ig the area of the Soviet, grain 
belt. Without presenting a detailed account of these largely prchrniriary esti-
mates (Siroteuko et aL, 1984), we merely note that, under tke. scenario in qUes-
tion, a process of global warming would he acc.ompaiiied by a substantial 
decrease of rainfall in the steppe and lorest-steppe zones. Together with the 
increasing temperatures, this might aggravate the sort of drought phenomena 
that are typical of the sprmrrg wheat belt. 

3.4.3. Experinients with a GCM-derivcd scenario of climatic c}mange 

lstimnates of the expected changes in spring wheat productivity resu Itirig From 
the C SS model-derived doubled CO 2  climatic scenario have been calculated for 
the region near Clierdyn. The perforinaice of the GISS model iii simmiulatirig 
present day, I x CO 2  climate has been assessed for this region in 1'mgure.9.5. 

The C 155-modeled 1 x CO 2  equilibrium conditions for gridpoint 58 N . 50 E arc 
compared with the climatic normals for the period 1931 60 at Kirov rimet.corologi-
cal station, to the southwest of Cherdyn cf. Figure l.(a). Observation data for 
the whole year were not available for the C herdyn station. 

As was noted in the Leningrad region (Subsection 2.5.1), sti mates of mean 
monthly temperatures are quite close to observed values, although the ti 185-
derived values tend to overestimate the magnitude of the annual cycle Fiqure 
3.5(a). Estimates of monthly precipitation rate show a pronoumiced late 
summer/early autumn peak, in contrast to the spring/early summlmer peak actu-
ally observed Figure 35(&). Furthermore, the simulated total annual precipttt-
Lion is greater than the observed value at 1( icov. The poor correspondence of the 
precipitation values is, again, akin to that reported for Leningrad. 

Despite our reservations about the accuracy of the U 185 model simulation 
of present-day climate, we have proceeded on the assurimption that the estmat.ed 
differences between 1 x CO 2  and 2 x CO 2  e(Iiiifibrium conditions can be taken 
to represent the change between the observed present-day climate and a future 2 
X CO 2  climate. Using the same procedure to construct the 2 x CO 2  SCnIiiriO as 
that emriployed for the Leningrad region (Subsection 2.5.1), the thffrrcnres 
between G1SS-gonerated 1 x CO 2  and 2 x CO., teniperature and precipitatiomi 
values (Figure 9.5) have been added to the nican values for the growing season 
(May- September) at Cherdyn for the reference period 1951- 80. The scenario 
implies an increase of 2.7 C in the average air temperature for the growing sea-
son, and a 50% increase in rainfall. 

According to calculations with the crop-weather model, under these 
changes in the hydrothermal régime and at the current level of farming 
efficiency, a slight (3%) decrease in yields could be expected. The combined 
effect of these changes in hydrometeorologiral conditions and the direct effects on 
the crops of a doubling of the CO 2  concentration in the atmosphere (through 
enhanced intensity of photosynthesis - modeled using the semi-empirical 
"Rabinowitch—Chartier" approach: Rahinowitch, 1951; Cha.rtier, 1970) would 
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lead to a 17% increase in the calculated yields of the currently grown spring 
wheat cultivar. 

3.4.4. Adaptation to clhnatic change - experinients with new varieties 

it is clear from the above results that it is essential to consider the adaptation of 
agricultural production rricthods to changes in the climate. For example, if 
climatic warming led us to replace the existing wheat cultivar by two more heat-
loving cultivars suited to accu mnulatcd temperatures respectively 50 degree-days 
and 100 degree-days higher than the original over the whole growing seasor, 
then the warming would directly enhance yields by 160/0  and 26%, or by 39% and 

respectively, if CO 2  effects were taken into account. 

35. Conclusions 

The theory of agroecosystem prod uctivity promises further useful insights, in 
view of its successful application to the problem of predicting changes in agricul-
tural production caused by the dynamics of environmental factors. But unless 
the dynamic nature of agriculture and its adaptive potential are taken into 
account it is un possible properly to judge the probable effects that would follow 
a climatic change of the type described here. 

The results described above for the Cherdyn region indicate that yields of 
current spring wheat varieties exhibit a positive response both to above-average 
growing season temperatures and to above-average precipitation, when these 
anomalies lie within the present range of observed climatic flucti.iations. If, how-
ever, the magnitude of climatic change is markedly greater than the present vari-
ability, as in the case of the GISS-clerived 2 )< CO 2  scenario, then the effects on 
yield of large increases in both temperature and precipitation is no longer multi-
plicative, or positive. The main reason for the resulting negative yield response 
is the accelerated development and early ripening of the crop under the much 
higher temperatures, although the high precipitation probably compensates for 
the negative effects of enhanced water loss through evapotranspiration. 

Selection of a slower-maturing variety of wheat is an obvious farming 
response to such conditions, as indicated from the results for more heat-loving 
varieties. By prolonging the period of growth, the crop is able to exploit more 
fully the thermal, radiative and moisture rr'gimnes tinder a. changed climate. 

The adaptation of cultivars is not the only possible response to climatic 
change, however. Certain crops might he replaced by others, the system of agri-
cultural management might be altered, or a wide range of land reclamation 
jneasures applied, in Section 4, some of these responses are considered further, 
by examining how information on climate-induced changes in crop productivity 
can be used in adapting agricultural planning systems to cope with changing cli-
in ate. 



SECTION 4 

Planned Responses in 
Agricultural Management 
under a Changing Climate 

4.1. Introduction 

'Ilie purpose of this section is to study how agrometeorological information can 
he used in centralii.ed planning for improving the adaptation of agriculture to 
variations in climate. This problem is particularly important in the USS ft 
where, in spite of existing measures for yield stabilization, the fluctuations in 
annual crop production remain considerable. As a consequence there is, for 
example, an increasing tendency toward wastage of agricultural crops in favor-
able production years, incomplete utilization of the industrial capacities for pro-
cessing agricultural products in bad years, and irregular employment of the agri-
cii ltu ral population. 

Two types of agrotneteorological information can be identified that may be 
of use in the rriariagement process. Firstly, seasonal weather forecast data for 
the agricultural year would be of great practical use in determining the most 
appropriate strategies to be employed at particular locations (e.g., deciding on 
crop mixes, fertilizer apphcations, pest and disease control strategies, timing of 
activities, etc.). Such information is of special importance in deciding the most 
appropriate measures for stabilizing crop yields. Secondly, information on likely 
medium- to long-term changes in climate would indicate possible future condi-
tions in agriculture that would affect the deterriiination of optimal strategies for 
agricultural development. This information can be efficiently used at the state 
level, where large-scale measures are implemented for crop yield stabilization and 
economic adaptation to yield fluctuations. In the following, we shall consider 
only the second type of information, examining possible planning responses to a 
changing climate on the basis of model experiments. The models utilize 
agrometeorological information to calculate the likely productivity of crops under 
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a changed climate. This information can then be used to assess the economic 
viability of alternative agricultural strategies, e.g., alterations in regional special-
ization in agriculture, adjustments to the structure of interregional exchanges of 
production, and optinuzng the use of industrial processing capacity to rnirtimize 
waste and maintain low production costs. 

4.2. A Scheme for Model-Based, Long-Term 
Agricultural Planning 

A recent initiative to assist the process of long-term agricultural planning in the 
Soviet Union has been the wider and more efficient application of economic-
mathematical models (Kiselev, 1979). Used as part of an automated system of 
plan estimations, models should help Co reduce the lead-time and labor intensity 
involved in developing a plan, while also improving its final efficiency. One such 
system of models is examined in this chapter, its function being to provide an 
improved understanding of the initersectorai and territorial structure of t}ie agri-
cultural production environ meat (tue 'agro-i ndnstrial complex" - A IC), the 
imperfections of which are currently detrimental to the national econoniy. 

4.2.1. A scenario approach to agricultural planning 

For a given situation where the climate is changing over the longer term, the 
model system aims to provide plan estimations that ensure the maximum volume 
of final production over the period of the climate change, as well as to determine 
the most efficient ways of adapting to the changed conditions. In the course of 
an estimation it is necessary to calculate the optimal allocation of limited invest-
mnemits in determining the mix of crops, the extent of irrigation, the level of sup-
ply of material and technical resources, the level of harvesting capability and the 
delivery of agricultural products to the consumer. 

A stochastic model of the Dantzig-Madansky type (Dantzig and Madansky, 
1961) might be an effective tool for solving such a problem: identifying the max-
imum expected value of the final product under circumstances of random pro-
duction capacity and taking into account the cost of overcoming weather 
anomalies with a given amount of capital investment. however, there are con-
siderable computational difficulties in realizing such large-scale tasks. Moreover, 
even experiments directed to smaller-scale tasks indicate that when using such a 
model it is difficult for planners to analyze and evaluate the reliability of the 
simulated decision; the process of decision management becomes complicated 
because an expert does not always have a clear understanding of the extent to 
which the initial conditions (e.g., the probabilistic characteristics of production 
capacity, the possible damage to crops, the expenditures required to avoid dam-
age, etc.) influence the decision made. 

in view of these difficulties, it is considered appropriate to use a 8cCflariU 
approach, where the optimal strategy for agricultural development is calculated 
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assuming some realistic variant of weather conditions in a planned period. The 
applicability of the plan estimations to other likely conditions is then scrutinized 
and the decision can be modified informally. Thus, one may speak of an inexpli-
cit approximate solution of a stochastic problem, where the loss of accuracy of 
the simulated decision is to a certain extent compensated by the wide use of 
expert assessments. 

4.2.2. Defining the scales of analysis 

In the course of national economic planning, a comparison is made between pos-
sible capital investment in agriculture and the likely increase in final production 
that could result. On this basis, the allocation of limited material and technical 
resources and the necessary investment of capital are decided. In each region the 
investments will be spent on improving the biological yields, increasing their sta-
bility in time, and ensuring that the crop product reaches the consumer. The 
increment of final product per unit of capital investment is a useful indicator of 
investment efficiency. The higher this index is, the more economically justified is 
the concentration of material, technical and financial resources in the region. 
Other social factors must, of course, also he taken into account requiring, for 
instance, the allocation of capital investment to regions with a low level of return 
on investment for the purposes of retaining rural popuLation and increasing the 
regional agricultural production. However, these can be assessed on the basis of 
informal decisions without the use of models. 

Two contiguous levels are therefore of iniportarice in the system of long-
term planning: 

The regional level, at which the conditions for agriculture (weather condi-
tions included) are examined, a system of measures for increasing the level 
of yields and their stabilization is determined, and thus the function of 
return on increased capital investment can be evaluated and 
The state level, at which investment elTiciency in various regions is corn-
pared, possible expenditures on social development are evaluated, the pro-
portions allocated between sectors are set up, and foreign trade relations 
are taken into account. On this basis, the long-term strategy of (levelop-
mnient of the whole agro-industrial complex is determined, as well as the (IN-
tribution of capital investment and material and technical resources among 
branches and regions. 

A general schema for estimating the long-term plan is presented in Fmguire 4 . 1 . 
The main tools in these plan estimations are the regional and national models of 
the AIC. In order to take maximum account of yield fluctuations in plan estima-
tions, and to reflect their influence on the formation of the intersectoral structure 
of the AIC, a dynamical formulation of the planning models is necessary. 
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Scenario of long-term climatic change 
in a region 

Estimation and costs of urban 
resources used during harvesting 
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SIC development 

PJ00 output !fldices 

Figure 4.1. A systcin of models for long-term agricultural plaiiiiing. A1C - agro-
industrial complex. 

4.2.3. Plariiiing at the regional level 

An important component at the regional scak is the estimation of future agricul-
tural crop productivity. This can he conducted on the basis of extrapolation of 
yield trends (attributable to improved agrotechnology and management), taking 
into account any cyclical fluctuations. Under conditions of a changing climate, 
dynamic crop-weather models can be used that are capable of simulating levels 
of crop yield for a given set of environmental input variables that include the cli-
mate. A single model can usually only provide accurate yield estimates at the 
regional level, however, where it is possible to assume a more or less homogene-
ous climate. In this application (Figure .i), altered climatic conditions are 
input to a dynamic crop production model developed by Konijn (1984a). By 
superimposing crop responses to climatic change onto the underlying trends 
(described above), this model can provide estimates of regional crop yields over 
the simulation period. 
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One of the basic indices determined in the course of estimations is the level 
of development of the 'harvest procurement system" (cf. Subsection 1-2). At 
harvest time, the demand for labor resources and transport facilities intensifies, 
and it becomes necessary to seek these additional resources from nearby urban 
areas. These are the reserves that can be mobilized to cope, to a certain extent, 
with peaks in crop production during favorable years. The amount of labor that 
might be required for the harvesting period, the cost of their involvement, their 
productivity, and the damage to the national economy incurred by relocating 
them froimi their normal places of employment all need to be evaluated. A simi-
lar estimation should be made for the provision of transport facilities. These 
data are used in a regional model when defining the quantity of harvest which 
can be brought in without waste and when estimating additional expenditures on 
harvesting. 

Regional model estimations can be carried out as a series of variants 
representing an increasing volume of capital investments. For each variant, esti-
mates of the volume of the final product and its cost per unit are obtained. In 
accordance with the considerations described above, we can expect each addi-
tiorial unit of production to he more costly. Thus, by using calculations for the 
series of variants, the form of a function can be obtained that describes produc-
tion costs per rouble of final product over a range of different regional production 
volumes. A simpler relationship cart be defined to estimate the value of regional 
production according to the limits on allocated investments. These functions, 
together with the estimates of regional production in physical terms for each 
variant, comprise the input inforniatiori for the national AIC model. 

4.2.4. Planning at the irational kvel 

In the national AIC model, individual regions can be presented at varying phases 
of development. Each is described by an input-output vector incorporating 
expenditures on investment into the particular phase of development. The crea-
tion of stocks of unperishable agricultural products and possible purchases of 
foodstuffs on the world market reduce somewhat the requirements for an obliga-
tory minimum of production in the country as a whole. To ensure such a 
minimum production level, even in years of bad harvest, would require too great 
an investment to be realistic. Accordingly, a model block is required to estimate 
the food resources available on the world niarket, and to forecast the market 
prices. 

FroEn the joint national economic development plan, the limit on capital 
investment can also be introduced into the AIC model (Figure .1). This can be 
allocated to the AIC development in the plan period, permitting the coordination 
of development plans for individual regions, allowing a determination of the 
volume of interregional exchange, and ensuring the balancing of the whole sys-
tern at the prescribed limit of capital investment. 
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4.2.5. The scope of this study 

The experirrients that are reported in this section are designed to show how this 
model system can he used in assessing the implications of climatic change for 
agricultural planning. As explained above, the effects of changes in climate over 
a territory as large as the USSR must, necessarily, be treated at a regional rather 
than a national scale. To illustrate this process, experiments were conducted for 
a single region, using the regional-level models that are shown in the top half of 
Figure .. 1. Descriptions of the models, the experiments and the results are given 
in the following subsections. Similar exercises could also be conducted for each 
of the other regions in the USSR, the results together providing the appropriate 
inputs for the national model (depicted in the bottom part. of Figure 4 .  0. Such a 
comprehensive multi-regional scale analysis was outside the scope of this study, 
however, so no results were generated using the national model. Bearing in 
mind, though, that most of the major decisions concerning national agricultural 
development are made at the state level, the national model is an essential com-
ponent in the overall assessment process. Therefore, Subsection 1.5 contains a 
description of the national model and shows how if can be linked to the regional 
models to provide useful estimations for centralized planning at the state level. 

4.3. The Regional Agricultural Planning Model 

The following rriodel description is intended as a brief exposition of the most 
important model relationships. Numbers in the text refer to the formal equa-
tions that are included, along with a glossary of terms, in Appendix 4.1. 

The model should riot be considered either as the major or as the sole 
instrument available for long-term (more than 5 years) regional planning. In for-
mulating the model, the objective was not to provide a balanced accounting of all 
factors affecting the rates and proportions of agricultural development, but only 
to ensure a planned balance of the elements dependent on weather fluctuations, 
and an appropriate allocation of capital investments. In particular, the model is 
used to identify, for a given level of biological production, the capacities for har-
vesting, transportation, storage and processing of agricultural crops that minim-
ize losses in good production years and, at the same time, reduce the idle time of 
these capacities in poor years. Simultaneously, the economic efficiency of two 
measures for reducing losses can be compared: measures to stabilize the biologi-
cal production and measures for provision of additional expenditures (relative to 
the average level) for harvesting and storage of surplus production in favorable 
years. 

The problem under investigation involves identifying the rniaximum final 
production that can be achieved, bearing in mind the purchasing prices of the 
products and the limits on capital investment into improved production (rela-
tionships A4.1 and A4.18). A double restriction is placed on the types and quan-
tities of products required in a region (relation A4.2). Firstly, while attempting 
to satisfy the regional demand for semi-perishable products (e.g. dairy and meat 
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products), in order to avoid monoculture in a region it is important to maintain 
the production of less profitable products, for which an appropriate production 
infrastructure is required. Secondly, an upper limit to potential production is 
imposed by the level of agroteclinology in a region. 

For determining the optimal level of trend yield capacity, a production 
function is used (in this case linear; in a general case it could be arbitrarily 
selected). It is assumed that four production factors determine the yield capac-
ity: the capital stocks necessary for cultivating crops, mineral and organic fertil-
izerS, capital investments directed towards iniprovements in soil fertility and 
efforts at reclamation to expand the cropped area, as well as the period within 
which scientific and technological progress can be integrated (e.g., breeding of 
new varieties, application of new means for plant protection, etc.). The actual 
yield capacity is determined by applying a correction factor arbitrarily 
selected or determined in a particular scenario (relation A4.3). In the linear 
form of the production function, upper boundaries of production factors are set 
approximately at the limits of each (relation Al .5). 

The annual increment of durable resources (i.e., capital stocks such as har 
vesting machinery, transport facilities, storage capacities and processing capaci-
ties) is determined taking into consideration the annual depreciation of funds at 
the beginning of the plan period in terms of a set coefficient, as well as the 
required funds in the current year (relations A4.4, A4.8, A4.10 and A4.12). 

The extent of the cropped area is quite variable. However, in order to 
avoid abrupt changes in area Irommi year to year due to fluctuations in yield in 
previous years, restrictions are set on the annual changes of area under the same 
cr01) (a maximum permitted change of approximately 5% - relation A4.7). The 
relation describing gross production (A4.6) is non-linear, but can be linearized by 
predeterrmuning discrete values of the production capacity according to appropri-
ate levels of resource suppiy. Relations A4.9, A4.1 1 arid A4.13 determine the 
value of production that can be actually harvested as a function of the level of 
development of the production system calculated by the model. (As a 
sirriplihicatiori, ii rbari resources usually involved in harvesting are not accounted 
for in tILe model.) Relation AIlS defines the volume production that, cannot be 
harvested in good years. The shares of processed and of fresh produce required 
for consumers are shown in A4J4. 

Production from cattle-breedi rig is related only to the available feed as feed 
in put per unit of production. Concentrated leeds can be imported from other 
regions, although limits on the import value can also be set, or penalty functions 
irriposed for overdelivery of feed. At the same time limits are set on the coniposi-
tion of feed in order to avoid the unnecessary reliance on a single crop (relations 
A4.16 and A4.14 

Scenario analyses are carried out by changing the following control param- 
etems 

The limit on capital investments (K), which will determine the sequence of 
balanced measures for increasing the volurric of the final product. 
Lower and upper lirruts on production in year t of crop products (1) and 
cattle products (j)  in the region (P, P, P, P), which would partially 
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formalize some of the socially motivated decisions in planning agrotechnical 
factors, such as the level of domestic consumption. 

(3) Purchase prices for the products (C,C), reflecting the social use of prod-
ucts, can determine which products a region should specialize in, allowing 
surplus products to be taken out of the region. 

Consideration of all possible combinations of control parameters would take 
too much time, but it is particularly important to select those parameters that 
characterize the likely future socio-economic development of a region. In this 
case the estirmiations are limited to 4 to 6 variants, broadly reflecting the perspec-
tives of agricultural development. 

It is possible to generalize the results of alternative estimations using the 
regional model in order to make them applicable at the national level. We can 
use a scheme in which the results of estimations on each variant are described by 
a vector B (where .s is the index number of the variant), the components of 
which cover all the products (except domestic consumption). A plus (' -t- ") sym-
bol indicates the situation where regional production eiceeds domestic consump-
tion in accordance with the concept of regional development (afl, and a minus 
(c'.—") symbol indicates the reverse situation of deficit (—a) requiring an incre-
ment in resource allocation (Z); to achieve the required volume of production 
and level of capital investment (ZL,KL ). The results of the estimations by the 
regional model can thus be represented by a set of vectors: 

B, ~ J+ al,  4 a,  4 A4t, 4 Kt} 	 (4.1) 

which are submitted at the state level of planning for final decision making. 

4.4. Use of the Regional Model in Planning Responses 
to Climatic Change 

The purpose of this section is not to forecast future changes in the structure of 
agricultural production in response to climatic change, but rather to show, using 
a specific example, how the model system can be practically applied in the forc-
casting and planning of such changes. For illustrative purposes, we present cal-
culations showing the possible changes in production structure resulting from 
climatic change in the Central Region of the European part of the Soviet Union 
(Moscow region). 

4.4.1. Characteristks of the study regioH 

The Central Region of the European USSR, centred on Moscow, is located 
immediately to the south of the subarctic zone [see Pgure 1.4(a)J, bt it exhibits 
many characteristics that are similar to the subarctic regions. The region has a 
rrioderate continental climate with cold winters (t931-60 mean January 
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temperature -10.3 C) and warm summers (mean July temperature 17.8 CC). 

Despite a much greater absolute range of temperatures (between 42 C and 
•} 37 C), the frost-free period of 130-140 days fsee Figure 1 .4(d)l and a mean 
annual precipitation of 575mm generally permit a wide range of agricultural 
activities. Soils of a sward-podzolic type predominate in the region j Figure 
l..4(c)J. 

The following crops are cultivated in the area: winter wheat, barley, oats, 
corn (maize) for silage, hay, potatoes and other vegetables. Spring wheat, winter 
rye, buckwheat, and flax are also grown, but their share in the total is fairly 
small. The region is industrially developed and its population density is rela-
tively high. Agriculture is therefore accorded a correspondingly high level of 
resource supplies. Yields here are better, but product costs are higher, than in 
neighboring regions. 

Table 4.1. Characteristics of the seven main crops grown in the Central region of the 
European USSR. 

Mass mum 
yield Cost based Share of 

Yield trend fluctuation on trend data total cropped 
Crop (quin t als/ha )1b (quintals/ha) (roubles/quintal) area (Va) 

Winter wheat y = 20.3 + 0.0671 16.2 15.0 14.2 
Barley y 2  = 	17 -j-  0.0531 16.0 13.0 12.3 
Oats y3  = 	15.5 + 0.0631 13.7 13.0 4.7 
Corn (silage) Y4 	240 + 0.131 52.0 2.8 12.3 
Hay y 5  = 	44 f 0.211 25.8 4.5 42.6 
Potatoes y 6  = 	132 + 0.53t 84.0 15.0 11.3 
Vegetables y 328 + 0.54t 127.0 9.2 2.3 

quinlal = 0.1 metric tons. 
I is time (in years after 1980). 

C  Difference between the hi8hest and lowest recorded yields in the 10-year period 197 I--SO 

Table 4.1 presents some basic characteristics of the main crops. Because of 
the high population density the region is not self-sufficient in agricultural prod-
ucts, and considerable quantities of food products and concentrated cattle feed 
are imported from other regions. It is essentially impossible to expand the area 
under cultivation so that agricultural production can only be increased through 
more intensive farming. Achieving the latter will depend not so much on a 
growth in resource supplies as on strengthened economic incentives, enhanced 
production efficiency, and the utilization of high-yielding crops. 

4.4.2. Climate-warming scenarios and simulated changes in crop yield 

Three synthetic scenarios of climatic change were used in this study. The 
scenarios assume, respectively, that there will be a rise in the average annual 
temperature in this region of 0.5, 1.0 and 1.5°C over the period up to 1995. This 
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Table 4.2. Projected yields of seven major crops, based on trend extrapolation with 
present climate, and on climatic scenarios 2 and 3. 

Scenario 2, A T : 1 C Scenario 3, A 7' = 1.5CC 
Trend with 

present Changes from trend Changes from trend 
citmate AV AV 

Crop (q/ha) (q/ha) (q/ha) (%) (q/ha) (q/ha) (%) 
Winter wheat 21.0 26.9 5.9 28.14 26.4 5.4 25.5 
Barley 17.7 16.9 -0.8 -4.90 16.4 -1.3 -7.8 
Oats 16.4 15.6 -0.8 -4.90 15.2 --1.2 --7.8 
Corn for silage 242.0 256.9 14.9 6.15 261.2 19.8 7.9 
Hay 47.0 45.1 - 1.9 -3.93 44.0 3.0 -6.4 
Potatoes 140.0 136.2 --3,8 -- 2.74 133.7 -6.3 -4.5 
Vegetables 336.0 325.5 -10.5 -3.13 319.2 -16.8 -5.0 
'AV _ absolute value. 

information was used to adjust the climatological input data required to run the 
crop production model (CPM). A description of the CPM is included in Appen-
dix 4.2. 

For this study, climatological data for Moscow were assumed to he broadly 
representative of conditioiis in the Central Region as a whole. In order to run 
the model, data for mean air temperatures, relative humidity, windspeed, global 
radiation and precipitation are required at 10-day intervals throughout the year. 
Since only mean monthly data were available (1931-60 means, extracted from 
Muller, 1982), these were processed to obtain ten-day averages. Model runs were 
made assuming no nutrient constraints, and although water was allowed to he 
limiting, in practice the water limitation was of only minor importance, due to 
the use of average data, and because of the relatively high precipitation totals in 
the region. 

The model was first run for each of the seven crops using the original 
climatic data to establish "baseline" yields. Subsequently, the 10-day mean tem-
perature data for the whole year were perturbed according to the three scenarios 
(i.e., increased by +0.5, +1.0 and -1-1.5 °C, respectively). Model runs were then 
conducted for each of the scenarios, producing yield estimates that could be 
expressed as percentage changes relative to the baseline. These changes iii 
"potential" yield were assumed to be representative of changes in actual yields 
that could be expected for the same climatic scenarios. 

The climatic changes are simulated to occur by the year 1995, but in the 
absence of climatic change, actual yields for that year have been estimated by 
extrapolating the linear trends shown in Table 4.1. These "baseline" trend yields 
are presented in the left-hand column of Table 4.2. The effects on yields of 
Scenarios 2 and 3 are shown as estimates relative to the trend yields in the 
remaining columns of Table 4.2. The results of Scenario 1 (a 0.5°C temperature 
increase) were intermediate between those of the baseline and Scenario 2, but are 
not included in Table 4.2. 

For most crops a reduction in yield is estimated, though not for all. The 
increase in temperatures led to an increased evaporative demand by the 
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atmosphere and consequently increased the water stress towards the end of the 
growing period. Winter wheat and maize show increased yields, the positive 
effect of enhanced temperatures outweighing the negative water stress effect. 
Winter wheat, for example, would begin growing earlier under a warmer climate 
and therefore ripens early enough to escape the dry period. The other crops all 
showed yields lower than the baseline, although if the sowing times had been 
adjusted, the estimated effects might have been less negative. 

4.4.3. Changes in crop allocation and expenditures for the 
climatic scenarios 

In this subsection, simulated changes in crop yields for the climatic scenarios are 
input to the regional model to estimate appropriate planned changes in crop allo-
cation and expenditure in the region. The region studied is an importer of all 
types of agricultural products including concentrated fcedstuffs. The existing 
production structure has been developed so as to meet the overriding derriand of 
the urban population for milk and the demand by cattle-breeders for bulky 
feedstuffs that are expensive to transport from elsewhere. 

Variable soil quality, the widespread need for irrigation, and the risk of low 
yields in climatically unfavorable years have been important factors in determin-
ing the present-day mix of crops, as well as influencing the particular skills 
developed by the local population and the structure of capital stock. This is a 
major explanation of why both profitable and less-profitable crops are grown in 
the region. 

In the course of calculations using the regional model, two maui problems 
have been solved: 

Estimation of changes in the optimal crop mix for each climatic scenario. 
Determination of appropriate functions describing the cxpen(Iitures re-
quired to increase production in the region in favorable years by improving 
harvesting capacity. 

Some of the information required for carrying out model forecasts was lacking in 
this application. For instance, in the climatic change scenarios there are no real-
istic assumptions of possible precipitation changes in the region under considera-
tion, all retrospective statistical data refer only to actual harvested yields but not 
to biological yields, there are no statistical data on the quantities of rriachinery 
and labor involved in harvesting from urban areas. To fill in these gaps, the cal-
culations were carried out using expert evaluations of the missing data and some 
simplifying assumptions. For example, the capacity of the "harvest procurement 
system" at the beginning of the plan period was determined by the value of max-
imum harvested yield in the pre-plan period. The increase in capacity of this 
system presumes some increment in the provision of harvesting machinery, 
transport facilities and storage within the existing structure of agriculture (sea-
sonal factories for processing of the perishable agricultural raw produce are actu-
ally missing in the zone). The cost of capital stocks in the system, necessary for 
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the harvesting of one tonne of a crop, is determined by their actual cost divided 
by the value of maximum harvested yield. 

Four main assumptions were made in preparing the forecast calculations. 
First, production of goods for domestic consumption will rise in proportion to 
population growth and will he the same in all scenario variants. Second, changes 
in crop mix can only take place on land and soil of the same type (for example, 
land under irrigation where there is "competition" for the soil between corn for 
silage, potatoes and vegetables) or within groups of similar crops (for exarriple, 
the cereal crops). Third, the area of perennial grassland for hay production 
remains constant; and fourth, if the production within a region is not sufficient 
to meet the demands of the population, then imports can be increased, but for 
coiisiderably higher prices. 

The calculations were conducted for 10 years. The task is then formulated 
as minimizing the expenditure required to satisfy a fixed share of the demand for 
agricultural products. Two-sided restrictions, designed to exclude moriocultural 
farming, are imposed on the area of in(Iividual crops (see Subsection 4.3, above). 

In order to present the results from the crop production model in a form 
suitable for input to the regional allocation model, the following procedure was 
adopted. Values of biological yield were available for each crop over a sequence 
of ten years, representing the baseline, pre-pian period (for example, winter 
wheat yields are shown in Table 4.3). harvested yields are slightly lower than 
biological yields, so a correction was necessary to replicate the actual fluctuations 
in yields (required as inputs to the allocation model). The average harvested 
yield capacity for the plan (I. e.,s ccnario) period was forecasted by trend (Table 
4. 1). Scenario estimates from the crop production model were of percentage 
changes in ten-year averaged yields, and it was assumed that these average 
changes could be applied to each of the ten annual baseline yields. Thus, for 
Scenario 2 (A T I CC), the actual harvested yield capacity of winter wheat 
relative to trend (Column 1) for each of the ten years was increased by 28% 
(Table 4.2). 

Table 4.3. Biological yield fluctuations of winter wheat for the base-
line scenario without climate change (quintals/lia). 

Yor.s 	1 	2 	3 	4 	5 	6 	7 	8 	9 	10 

Biological 	33 	25 	IT 	22 	34 	22 	39 	30 	21 	19 yield 

Runs with the regional allocation model were made for four scenario van-
ants comprising yield estimates for the baseline scenario, and for the three 
climatic change scenarios. The results of calculations for the baseline (trend) 
yields are shown in Table 4.4. This variant is the benchmark with which subse-
quent results are compared. 

The costs were calculated from the expenditure per hectare under crops 
together with the resource supply, which in turn was defined on the basis of 
trends. The mix of crops was chosen primarily to meet the human demand for 
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Table 4.4. The optimal model solution with trend-based crop yields (baseline 
scenario). 

Volume of production (103  quintals) 

Human con- Un!t cost of 
Yield 	Area Feed- sumption & imported feed 

Crop (q/ha) 	(10 	ha) Total 	staffs processing (roubles/q) 

Winter wheat 21.0 	150 3150 	1700 1450 15.0 
Barley 17.7 	130 2301 	1200 1100 13.0 
Oats 16.4 	50 820 	500 320 13.0 
Corn for silage 242.0 	130 31 460 	5033 - 2.8 
Hay 47.0 	450 21 150 	7825 4.5 
Potatoes 140.0 	120 16800 	224 15400 15.0 
Vegetables 336.0 	25 8400 	- 8400 9.2 

Table 4.5. 	The development costs of fulfilling increased grain production targets (base- 
line scenario). 

Expenditures Expenditures 
to fulfill on additional Average cost 

ilealizable grain production Production 1 quintal of of the whole 
production target increment grain grain crop 
(rn quintals) (in roubles) (in quintals) (roubles/q) (roubles/q) 

Up to 64.3 - 13.9 

64.3 66.3 30 2.0 15 14 

66.367A 30 1.1 27.3 14.4 

67.4-68.1 30 0.75 40 14.7 

vegetable products. All the remaining agricultural land was then allocated to 
fcedstuffs. Tinis, the feedstutf volurrie and the cost of the product - two ilidica-
tors that change rather frequently -- may be regarded as measures of the 
efficiency of a given run or variant. In the baseline variant, a total of 16482 
thousand quintals of feedstuIfs are produced, ol' winch winter wheat, barley, and 
oat,s together account for 3400 thousand qui ntals. Some other feedstuff rcsou rces 
taken into account in the models have fixed values in all the variants: they 
iiicliide iiriports of concentrated feed frorri other regions, pasture, stvaw, nutritive 
wastes, etc. The price of I quintal of imported feed in the present variant is set 
at, 15 rouhles. 

Since the expenditures on basic production are already accounted for, addi-
tional expenditures on improved production for the whole period (capital invest-
ments plus operational cost,s related to harvesting of crops) will determine the 
costs of obtaining additional produce. The costs of obtaining three levels of 
increased production are presented in Table 4.5. 

lvidently, the expenditures on improving grain production through more 
complete harvesting of the biological yield increase rapidly, representing one pos-
sible lunctional form of capital investment efficiency. This function will be used 
for choosing optimal allocations of capital investments. 
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A second variant studied corresponds to the second climatic change 
scenario (a 1 C rise in mean annua] temperature by 1995). For each type of 
crop an obligatory production volume was specified, sufficient to meet the 
demands of the population. Substitution was allowed only within separate feed 
groups (concentrates and succulents). From the point of view of feed value, 
wheat, barley, and oats are essentially interchangeable. On the other hand, if 
only the yield of feedstuffs is considered then barley and oats would be com-
pletely replaced by wheat. however, since wheat is less resistant to unfavorable 
weather impacts, demands greater expenditure of labor, and has less nutritional 
value for cattle, some agricultural units prefer to grow barley and oats in spite of 
their lower yield. 

Under the new climatic conditions, the relative 'efficiencies" of various crop 
mixes will change. But because of management inertia, crop mixes will in fact 
not change to a great extent, which is why we introduce lower limits for the 
areas of the less-efflcient" crops (barley, oats), which we assume to be equal to 
50% of the areas formerly given over to these crops. The optimal crop mixes cal-
culated for these conditions are presented in Table 4.6. We can see that the 
areas under the crops with the highest yields have not increased up to the max-
imum possible. Feed volume has grown to 17745 thousand quintals, of which the 
concentrated feeds - winter wheat, barley, and oats now account for 4605 
thousand quiritals. The cost of 1 quintal of feed unit has now fallen to 11.7 ron-
bles. Clearly, therefore, the I o(  rise in temperature has positive consequences 
for agriculture. 

However, the existing level of development of the yield procurement system 
(for the same types of fluctuation in yields as shown in Table 4.3, but a higher 
level of average yields) permits the procurement of only 84% of the total biologi-
cal yield over ten years. The effects of developing the harvest procurement sys-
tem to higher levels of efficiency but for the same expenditures (at the expense of 
investments into other yield-improving activities) are shown in Table 4.7. 

It can be seen that the returns on capital investment into developing the 
system of yield procurement are favorable for all levels of development con-
sidered. This is explained by the fact that, along with the increase in harvesting 

Table 4.6. The optimal model solution calculated on the basis of Scenario 2 (T 
+1 CC). 

Volume of production (103  quintals) 

Human con- Unit cost of 
Yield Area Feed- sumption & zmported feed 

Crop (q/ha) (10 	ha) Total stuffs processing (roubles/q) 

Winter wheat 26.9 193.5 5205 3755 1450 11.70 
Barley 16.9 100.0 1700 600 1100 13.60 
Oats 15.6 36.5 570 250 320 13.66 
Corn for silage 256.9 136.2 35195 5631 - 2.64 
Hay 45.1 450.0 20295 7509 - 4.70 
Potato 136.2 113.0 15400 - 15400 15.40 
Vegetables 325.5 25.8 8400 - 8400 9.50 



Planned respon.ies in agricultural ritanagement 	 6.91 

Table 4.1. The development costs of fulfilling increased grain production targcts 
(Scenario 2). 

Expenditures Expenditures 
to fulfill on additional A verage cost 

Realizable grain production Production 1 quintal of of the whole 
production target increment grain grain crop 
(rn quintals) (m roubles) (m quintals) (roubles/q) (rouhles/q) 

Up to 73.4 - - 12.2 

73.4-79.8 30 6.4 4.6 11.6 

79.8-82 30 2.2 13.6 11.63 

82-83.2 30 1.2 25.0 11.82 

Table 4.8. 
-f l.5C) 

The optimal model solution calculated on the basis of Scenario 3 (T - 

Volume of Produc lion (10 	quin tals) 

Yield Area human consumption 
Crop  (q/ha) (iO 	ha) Total Feedstuffs 	and processing 

Winter wheat 	26.4 188.8 4984 3534 	 1450 
Barley 16.4 103.7 1700 600 	 1100 
Oats 15.2 37.5 570 250 	 320 
Corn for 

silage 261.2 133.5 34870 5579 	 -- 
Hay 44.0 450.0 19800 7326 	 -- 
Potatoes 133.7 115.2 15400 - 	 15400 
Vegetables 319,2 26.3 8400 - 	 8400 

capacity, the number of years when the system's capacity is fully utilized is also 
increasing (due to the higher production under a warmer climate). 

Calculations using the third climatic change scenario were carried out using 
similar prerrlises. In this case the projected rise in temperature is 1.5 C, and 
leads to a drop in the yields, relative to the previous scenario, of all crops except 
corn. The results for this scenario are given in Table 4.8. 

It can be seen that, after all other demands have been met, the optimal 
area under feed crops has fallen compared to Scenario 2. Feed production has 
been reduced from 17745 to 17289 thousand quintals of feed units, and the aver-
age cost is now 13.56 (relative to 11.7) roubles per quintal (not shown in Table 

.8). Both these indicators are improvements on the baseline scenario, however. 
On the whole, therefore, the hypothetical changes brought about by each of 

the "warming" scenarios would appear to be favorable for agriculture. The 
introduction of new crops that favor warmer weather would ensure more corn-
plete utilization of the changed climatic potential, but we could not realistically 
include them in the model due to the lack of even approximate data, in the fol-
lowing section we show how the results from regional allocation models can be 
used in models of national-level agricultural planning. 
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4.5. Centralized Planning at the State Level 

Calculations made using separate regional models provide useful information, 
but decisions on the rates of agricultural developnient in each region, the inagni-
tude of the measures to be taken, and the funding arrangements for them can 
only be made at the state level after a thorough comparison of the merits of the 
different measures proposed for each region. It is also necessary to take into 
account measures such as the creation of reserves of agricultural products and 
the potential of international trade. Therefore a national-level model must 
include the possibility of increasing agricultural reserves in good years when 
there is a surplus and drawing on these reserves in bad years. 

Foreign agricultural trade needs to be balanced so that the value of import.s 
rriust equal that of exports. in particularly bad years, currency subsidies may be 
used. These factors have been incorporated in several national-scale models, for 
example, in the Soviet Model of Agricultural Production (SOVAM), developed at 
the international Institute for Applied Systems Analysis (Jakimets and Kiselev, 
1985; lakimets and Lebedev, 1985). 

The yield and cost of crops in particular regions are determined using 
regional models. The results can be represented as regional development vari-
ants, described either with the input—output vector B 5 1(equation (4.1)1 or with a 
function defining the inputs for an increase of final product in the region: 
Y (Ky ). Further calculations using a special long-term planning model at the 
state level can then be performed. 

The economic formulation of the problem may be described as follows. It is 
necessary to determine a structure of agricultural products in each region, 
volumes of interregional product flows, the allocation of investments, volumes of 
reserves and a foreign trade structure, so as to maximize the supplies of food 
while minimizing production and transportation costs. This is of course a very 
general formulation, reflecting the targets of state socioeconomic policy, but 
more disaggregated versions can be developed where necessary. 

It is assumed that all production reserves and adaptation measures are 
investigated at the regional level and that they are adequately reflected in cost 
functions and also functions connecting the possible production levels with the 
capital investment required. If other types of constraints also appear in the 
regional models, these can also be included in the national model. A description 
of a formalized version of a national-level model is included in Appndnz 

Neither the regional nor national models described in this section reflect the 
entire process of long-term planning; but both illustrate particular, formalized 
aspects of the process. Runs may be conducted according to different develop-
ment variants or different scenarios. Results obtained at the two different levels 
can be integrated and then used together with expert estimations in developing 
the final variant of the plan. 
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46. Conclusions 

if we consider a region as an open economic system, then any decisions concern-
ing the structure of agricultural production tinder new climatic conditions need 
to take into account possible changes in interregional product flows. One possi-
ble means of adaptation is to reduce the domestic production of some crops and 
increase imports from other regions. In the numerical examples described above 
it was not possible to draw any final conclusions concerning production structure 
in the regions. The calculated changes may be regarded as one possible solution, 
permitting the achievement of the same targets under the new, more favorable 
climatic conditions, as under the old ones. But it may well be that this approach 
will need modification because the climatic changes in neighboring regions may 
prove to be more favorable agriculturally so that it becomes more profitable, for 
example, to import barley and oats and to increase the domestic production of 
winter wheat. In this way, the planning and the investigation of the problem 
may well turn out to be extremely complex. 

Note that our estimates of the impacts on yields of hypothetical warming or 
cooling, whichever model we use (whether it be the crop production model or 
another such as that used in Section 3 of this case study), assumes stable weather 
conditions. But any long-term rise (or fall) in temperature will be accompanied 
by shorter-term weather anomalies, which will continue even after the average 
climate becomes stable. These anomalies certainly influence the yield, but they 
are not taken into account in the present application of the crop production 
model. Forecasts made using such models are likely to be optimistic because any 
enhancement of the amplitude of fluctuations would probably lead to a lowering 
of average yield. That is why in the regional model a small decrease of the area 
under barley and oats is specified under the new conditions. All of these factors 
indicate a need for models to include a facility for estimating yields stochastically 
(involving estimates of probabilities and risks of likely crop damage, and of likely 
compensations for crop damage, etc). Only this integrated approach can allow 
us to evaluate fully the rational inputs for maintaining or increasing production 
in a region and to determine their optimal allocation under conditions of a 
changing climate. 



SECTION 5 

Results and Policy Implications 

5.1. Introduction 

This section summarizes the results of three investigations conducted within the 
framework of the Soviet case study for analyzing the impacts on and necessary 
adjustments to agriculture in the Leningrad, Cherdyn and Central region of the 
European territory of the USSR, in response to possible climatic changes. In 
these investigations there were two central problems: 

The analysis of iriipacts of climatic, changes on the yield of agricultural 
crops and the improvement of the methods of such analysis. 
The elaboration of a method to aid decision makers in planning the future 
development of agriculture, involving the use of economic models that can 
incorporate environmental factors including information on the likely 
impacts of climatic changes. 

The Iirst problem was considered in two sections that describe experiments con 
ducted on two different crops in contrasting areas within the subarctic farming 
zone of the European USSR. In the Leningrad region changes of winter rye yield 
were estimated in response to different climatic change scenarios (Section 2). In 
the drier Cherdyn region in the eastern part of the zone, estimates were made of 
the responses of spring wheat yield to climatic variability (Section 3). 

The second problem was considered in an illustration of the use of a 
regional optimization model for the Central region of the European USSR, to 
demonstrate how changing climate can be accommodated in planning strategies 
to stabilize regional production or to minimize expenditures (Section 4). 

695 
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5.2. Summary of Results 

Each experirrient in this case study has been conducted according to specific cir-
ciirnstances and assumptions (including, for example, model type, location, crop 
type, climatic scenarios, technology, soils, etc.). As such, it is not possible to 
make direct comparisons between the results from different investigations. How-
ever, some idea of the broad tendencies of responses can be presented. Before 
attempting to surrimarize the impacts, however, it is important to review the 
climatic scenarios and to ShOW how they differ. 

5.2.1. Review of the sceiiarios 

The scenarios of temperature and precipitation change are depicted in Figure 
5.1(a) and 5.1(b), respectively. A common "baseline" climate was adopted in the 
Leningrad and Cherdyn regions, representing the 1951 80 period. For tl1e Cen-
tral region of the European USSR, the baseline period is shorter (represented by 
climatic data from the 1960s and 1970s). The vertical bars on the diagrams indi-
cate that the GISS general circulation model 2 x CO 2  scenario was analyzed in 
the Leningrad and Cherdyri regions as a step function 'shock" scenario, assurn-
ing no gradual transition between the present equilibrium climate and the 2 

climate. Sensitivit.y analyses conducted in the Cherdyn region, and the syn-
thetic scenarios of changes in temperature alone of 0.5 'C, 1.O'C and 1.5 'C above 
the baseline in the Central region, were of the same type, though in the latter 
case a technology trend was assumed between 1980 and 1995. 

The remainder of the experiments were of a slow-change, transient, nature 
(Section 2). They include scenarios of temperature arid precipitation changes up 
to the year 1995, based on the Vinnikov and Groisman empirical approach for 
the Lerungrad region (sloping lines in Figure 5. 1), an extension of the Vinnikov 
arid Groismani results to the year 2005, arid then a projection of the scenario 
through to the year 2050 by interpolating between these estirriates for 2005 and 
the GISS 2 x CO 2  climate (assumed to occur in 2050). however, the impacts of 
this scenario have been analyzed only up to the year 2035. All of the experi 
merits with scenarios of transient climatic changes were conducted assuming a 
concurrent change in agrotecliniology (based on recent or projected trends). 

Once developed, the scenarios provided the inputs for the impact models, 
as illustrated in Figure 1.6 in the introductory section to this report. 

5.2.2. Short-ternii sensitivity of crop yields to climate 

I rivestigations of the impacts on crop yield of climatic variations during the base-
line periods have shown that above-average temperatures during the growing 
season are favorable both for winter rye in the Leningrad region arid for spring 
wheat in the Clierdyn region. Fluctuations in precipitation, however, completely 
alter this assessment. For example, in the drier Clierdyn area, even given 
beneficial temperature conditions such as occurred in the years 1974 and 1981, 
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Figure 5.2. Response of spring wheat yield (as percentages of the lorig-teriri mean) to 
variations in air temperature (A r) and precipitation (1?) during the growing season in 
the Cherdyn region. 

below-average precipitation can seriously reduce spring wheat yields (for precipi-
tation 68% and 16% of the mean, respectively, yields in both years were approxi-
mately halved relative to normal). The dual role of temperature and precipita-
tion has been explored further in sensitivity studies (Figure 5.2). In contrast, in 
the Leningrad region a surplus of precipitation (luring the growing period has a 
strong negative impact on winter rye yields (as reflected, for example, by the 
correlation coefficient of-0.5 between final yield and precipitation in June). 

The sensitivity of these two crops has been tested in a more extreme experi-
irient, using the CISS model-derived estimates to simulate the likely impacts of a 
sudden climatic "shock" on present-day cultivars. Jor spring wheat, a slight 
(3%) decrease in yields is estimated, the benefits of increased tenniperatures and 
precipitation being outweighed by a significant reduction in the vegetative 
period. The considerable increase in precipitation calculated for the Leningrad 
region under the CISS scenario is the main explanation for a siniulated 3% 
decrease of winter rye yields there (Subsection 2.7.1). 

5.2.3. Climate and crop yields at the end of the century 

Results from the three studies enable the assembly of some tentative indicators 
of likely climate impacts on agriculture over the two decades up to the end of the 
century. In the Leningrad region, it seems reasonable to apply the Vinnikov and 
Groisman transient scenario based on historical climatic data over the past cen-
tury (and assuming a linear increase in fertilhwr applications) for a projection to 
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Table 5.1. Summary estimates of climate impacts on crop yields towards the end of 
the century (based on Sections 2, 3 and 4 of this report). 

Leningrad Cherdyn Central region 

Technology: Fertilizer trend Fixed Trend 
(interpolated) (1980) (extrapolated) 

Year: 1990 	11000 Arbitrary 	Arbitrary 1995 
Scenanos 

Temperature 
c hangea +0.4C 	+0.8C +1'C +l'C 

Precipitation 
changea -4- 8mm 	+17mm 0 	+20mm 0 

Changes in crop yield 

Spring wheat 	- 	- 	f 3% 	+ 7% 	 - 
Winter rye 	-4- 4% 	+ 5% 	- 	 - 
Winter wheat 	- 	-- 	 + 28% 
Barley 	 - 	- 	- 	- 	—5% 
Corn for silage 	- 	- 	- 	 - 	 4 6% 
Potatoes 	- 	- 	 - 	 - 3% 

aTemperature  and precipitation changes represent growing season (Leningrad and Cherdyn) 
and annual (Central region) values relative to the baseline climate. 

the end of the century (see Table 5.1). Small increases in winter rye yield, rela-
tive to trend, are anticipated for this scenario. 

The increases in temperature and precipitation that might be expected to 
occur over a similar period in the Cherdyn region would probably fall within the 
range of values depicted in Figure 5.2 (hypothetical changes of 1 °C tempera-
ture with both normal and +20min precipitation are also included in Table 5.1 
for comparative purposes). Both scenarios are favorable for present-day spring 
wheat cultivars, even without changes in agrotechnology. 

In the Central region, the effects of warming alone up to the year 1995 
would be beneficial for heat-requiring crops such as corn or winter wheat, but 
unfavorable for those crops adapted to moister, cooler conditions, such as barley 
and potatoes. Results for a 1 'C mean annual temperature change up to 1995 
(yield changes relative to trend) are shown in Table 5.1. 

Of course, given that different crops respond in different ways to climatic 
change, the comparative advantage of cultivating one crop as against another is 
also likely to change. An optimization model was used in Section 4 to show how 
regional agricultural planners could alter the allocation of cropped land in order 
to exploit the changed climatic conditions. Table 5.2 summarizes the result for 
the 1 'C temperature change scenario, illustrating how cropped area of winter 
wheat and corn (which we have seen respond favorably to temperature increases 
in this region), might be expected to increase at the expense of some of the crops 
recording reduced yields. This is just one example of possible strategies for miti-
gating the impacts of climatic change. These are pursued further in a later sub-
section. 
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Table 5.2. Impact of a 1 C temperature increase on crop yields in the Central region 
European USSR and an optimized response through changes in crop allocation. 

+UC Lemperature 
Reference scenario change scenario 

Yield Prese U:  day Yield 	Optimize d 
Crop (quintal/ha) Area (10' ha) (quinta1/ha) 	Area (10 	ha) 
Winter wheat 21.0 150 26,9 	193.5 
Barley 17.7 130 16.9 	100.0 
Oats 16.4 50 15.6 	 36.5 
Corn for silage 242.0 130 256.9 	136.2 
flay 47.0 450 45.1 	450.0 
Potatoes 140.0 120 136.2 	113.0 
Vegetables 336.0 25 325.5 	 25.8 
a iquintal = 100 k g = 0.1&onnes 

Table 5.3. Changes relative to trend of winter rye yield (\ Y), soil fertility index 
(8I), ground water level (GW) and surface water pollution by nitrogen from agricul-
tural watersheds (A POL) under the transient climatic change scenario, 1980-2035, in 
the Leningrad region. 

Year L1T(C) AR(mm) AY(%) A5I(%) AGW(%) APOL(%) 
1990 +0.4 48 -I 	4 1 + 2 + 18 
2000 +0.8 -116 1 	5 - 	4 -1- 4 + 30 
2010 1-1.2 138 +5 -11 +9 -1-75 
2020 1-1.6 +74 -4 - 22 + 14 + 114 
2035 +2.2 +127 23 - 42 - + 38 1- 225 

5.2.4. Agroenvironmental impacts of longer-term climatic c liange 

The implications of longer-term climatic change for agricultural productivity and 
environmental conditions of soil quality, ground water level and surface water 
pollution, have been investigated in the Leningrad region for the period 
1980-2035. The results are summarized in 7'able 5.3. Even given a linear 
increase in fertilizer application over this period, simulated soil quality is 
degraded due primarily to a 6•-129' increase in precipitation in the region. 
Yields of current winter rye varieties are expected to increase up to the year 
2010, but then the unfavorable soil conditions combined with more extreme 
climatic changes would cause reductions in yields. Higher precipitation could 
also lead to rising groundwater levels and, with the increased leaching of 
nutrients to increased surface water pollution from agricultural watersheds. 

In Section 2 some experiments were also conducted to investigate how these 
negative effects might be mitigated. It was shown that implementation of more 
intensive drainage activity would lead to a lowering of the groundwater level and 
would reduce local surface pollution by transporting pollutants more efficiently 
away from their sources. 
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5.3. The Implications of Climatic Changes for Policy 

The policy implications of climatic change can be considered at two temporal 
scales. The first concerns efforts to stabilize agricultural production in the face 
of short-term climatic variations. The second involves possible adjustments of 
agriculture to accommodate long-term climatic changes. In practice, because 
these two types of adjustment are by no means mutually exclusive, we have not 
sought to separate them in the following. Indced, it has been argued that any 
future impacts from long-term changes in mean climate are embedded in 
present-day impacts from short-term climatic variability, the short-term impacts 
being the medium through which any long-term change is felt (Parry and Carter, 
1985). Thus, adjustment activities that are designed to mitigate the impacts of 
short-term climatic anomalies may, under a changing climate, also assist in cop-
ing with an altered magnitude and/or frequency of these anomalies (i.e., changes 
in risk of impact). If the changes in weather conditions are large, however, sys-
temnatic centralized measures will be necessary to adapt agriculture to these con-
di t ions. 

For adjustrrient activities to be applied successfully in agricultural plan-
ning, two problems have to be addressed: 

Defining the adjustment measures and the likely results of their impleinen-
tation. 
Assessing the location and scale of each of these measures, and the material 
and technical resources required to implement and maintain them. 

We consider each of these problems below, using both the results of this study 
and other published information. 

5.3.1. Types of adjustment to climatic change 

Possible measures for the adaptation of Soviet agriculture to changing climatic 
conditions are listed below. Some of these are illustrated in Figure 5.3, and most 
are not restricted solely to cold marginal areas, but are widely applicable. 

AUered Crop Vaneiies 

One method of adaptation to changing climate is to replace existing crop nil-
tivars by other cultivars that are better suited to the prevailing conditions (for 
example, through an altered crop vegetative period or improved resistamice to 
lodging). In Section 3 it was demonstrated that if climate warming led us to 
replace the existing spring wheat cultivars in Cherdyn by two more heat-loving 
cultivars suited to effective temperature sums, respectively, 50 and 100 degree-
days higher than the original over the whole growing season, then, under the 
(1155-derived 2 x CO 2  scenario, warming would directly enhance yields by 16% 
and 26%, respectively, relative to the baseline. 
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Figure 5.3. Some mitigating responses to Climatic variations at regional and national 
levels in the USSR. 

Alternatively, certain crops might be replaced by others. For instance, the 
substitution of spring crops by winter crops in eastern regions of the subarctic 
zone would seem to be expedient given significant climate warming (mirroring 
the strategy suggested for Saskatchewan of substituting winter wheat for spring 
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wheat cf. Part 11, this volume). In the southern regions of the zone, further 
cultivation of feed crops may be the best management strategy for utilizing the 
additional thernial resources. 

Altered Land Managernnt 

Several types of management practice cOl1l(1 be employed in response to climatic 
change. Trrigatioii can be improved and developed allowing a greater land area 
to be artificially irrigated. The results of sensitivity studies of crop response to 
Iluctuatioris in rainfall and soil moisture, such as those reported for spring wheat 
in Cherdyn (Section 3), can provide useful information on the water require-
meets and potential benefits from irrigation schemes. Further development of 
techniques for retaining moisture in soil and for preventing erosion would also he 
required in this context. 

The post-war decades have been characterized by increased applications of 
artilicial fertilizers. This trend is likely to continue in the foreseeable Future, and 
is accounted for in several of the experiments in this case study (Sections 2 arid 
4). Fertilizers can be used both to enhance crop yields and to stabilize annual 
yield variations (cf. experiments in the Iceland case study, Part Ill, this volume). 
however, their increased usage has other environmental implications that may 
run counter to their positive effects in adjusting crop yields (as indicated in the 
experiments with increased fertilizer application levels in the Leningrad region in 
Subsection 2.8). 

Improvements in soil drainage may be necessary in some regions, given the 
magnitude of precipitation increases suggested under CO 2-doubling, to prevent 
waterloggirig of crops arid accelerated soil erosion. Again, as shown for the Len-
ingrad region (Subsection 2.8), the effects may not all he beneficial, for increased 
drainage activity can also lead to increased leaching of soil nutrients and reduced 
croj yields. 

Expansion of the area under greenhouses is a topic that has received con-
siderable attention in the Soviet Union in recent years because of development of 

the Siberian and Soviet Far East resource areas and the urgent need for local 
provision of fresh food in the harsh northern environment (Wein, 1984). The 
utilization of greenhouses is limited by the high costs of energy, although modern 
techniques make it possible to cover relatively large areas with plastic flinri. 
Further drawbacks are the high cultivation costs and the poor quality of crops, 
particularly fruit and vegetables, cultivated on "covered" soil. However, the 
latter problem can be overcome with the help of better cultivar selections and 
improved agrotechnology. Future climatic warming would probably obviate 
riiany of the extra costs, possibly the riced for greenhouses at all in some regions, 
and could be a boon to development in the pioneering regions of the USSR. 

Altered Land Allocation and Optnnzed Regional Production 

The optimal allocation arid combination of different crops and the development 
of an efficient "harvest procurement system" are important elements in adaptive 
response to climatic change at the regional level, and one of the main com-
ponents of planning activity. Here, potential adaptive responses are based on the 
fact that different crops react in different ways to changes in weather, as 
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illustrated for the Central region in Section 4. Those experiments, however, did 
not consider the very important problem of maintaining reserves of crops or agri-
cultural products as a buffer against production shortfalls. It is very difficult to 
examine this problem separately from considerations of transportation costs, the 
demands of food processing industries, storage costs, etc. Nevertheless, it is rea-
sonable to take not.e of the assessments made in the Icelaudic case study (Part 
Ill, this volume) where it is estimated that an average farrri in the more marginal 
areas should maintain reserves equivalent to about 40- 50 0/()  of the normal annual 
production, as insurance against unfavorable weather. 

The reliability of weather forecast information also plays an important role 
in determining crop allocation strategies. As a rule, the greater the potential 
yield of a crop, the higher is its sensitivity to weather conditions and to the state 
of agrotechnology. The bet;ter the accuracy of weather prediction, the greater 
the guarantee of selecting crops with the highest productivity under actual 
weather conditions. Conversely, if accurate weather predictions cannot he 
assured, then it is important to use a wider variety of crops that are appropriate 
to a range of weather anomalies, even if their intrinsic yield is not very high. 

Weather Management 

A. further possibility rests with the development- of methods to prevent or to 
lirrut the extent of damaging weather events. These may take the forrri either of 
protective measures for crops (e.g., shelter belts to reduce wind damage, rriiilch-
ing to conserve moisture during drought periods, etc.) or direct modification of 
the weather itself (e.g., cloud seeding to enhance precipitation or to lirrut the 
extent of damaging hiailstorriis). Both sets of measures have, however, up to now 
achieved little or no success (Riebsamne, 1985). 

Most of the foregoing discussion has focused on adjustments that are appli-
cable at the farm and regional levels. however, in a centralized economy such as 
the USSR, there are other measures that riced to be decided at the state leve. 
These are depicted in the bottom part of Figure 5.9. Two types have been 
identified. 

Crop Dispersron 

If the territory concerned is large (as is the case in the Soviet Union) there is also 
the possibility of dispersing crops over the whole of the territory. in this way a 
had harvest in one region can be compensated by a good one in another region, 
and specialization of regional agriculture becomes less important (see Subsection 
1.1). Under stable weather conditions this strategy may lead to a fall in the 
overall output, but under unstable weather conditions the average harvest can be 
increased. 

Trade, Insurance and I?eserves 

Finally, the development of international agricultural trade, the creation of an 
international system of insurance in case of bad yields in particular countries, 
and the creation of agricultural reserves all have extremely significant roles to 
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play in stabilizing national production. These points are particularly important 
for small countries, where the entire territory used for agriculture may suffer 
from unfavorable weather at the same time. 

5.3.2. liriplementation of adj ustmerits 

The adjustment measures that have been descnbed require time and resources to 
he implemented successfully. In this concluding subsection, we consider, brielly, 
some examples of adjustment strategies, discuss the importance of clirriatic infor-
mation in the planning process, and close with some general remarks on adjust-
ment to climate impacts in the subarctic zone. 

Strategies of Adjustment 

If significant changes in climate occur over the longer term, it is necessary to 
prepare agriculture for them. in particular, attention should he directed towards 
the breeding and substitution of new kinds of crops (see above) where this is 
economically expedient. Such a transition would call for the training of agricul-
tural workers and employees, partial changes in the fixed stocks, and probably 
some modification to elements of the agricultural infrastructure. New agrotech-
nologies need to meet the requirements of the future, arid this may mean that 
initially they are less efficient than the older ones. At present, the selection of 
new varieties of crops takes at least 5 7 years. Some 3-4 years more are then 
spent in testing these varieties in real-world conditions, and in reproducing the 
seeds. The whole cycle in the creation of a new agrotechnology can thus take at 
least 10 years. This means that current decisions must be made concerlilllg new 
agrotechnologies that will only come into widespread use in 10--15 years' time 

The more extreme the climatic changes, the sooner agrotechnologics will 
become obsolete. Some of the sharpest climatic changes appear to occl.mr in roar-

ginal areas. Given a climatic change in such areas, there is a choice between 
waiting for the climate to stabilize, leading to a decrease of production, or imple-
Inenting adaptation measures more frequently, resulting in increased expendi-
ture. It is also possible to choose an intermediate strategy, by balancing the 
expenditures for adaptation, the productivity lost because of imperfect function-
ing of various agrotechnologies in the new climatic conditions, and the probable 
shortfall in agricultural products. 

Climatic information in Planning 

In order to implement any adjustment measures, there is a need for appropriate 
meteorological data to describe the weather variations that cause impact. 
Weather anomalies can be divided into two categories: 

(1) Those that can be overcome (e.g., by limiting the consequences of droughts 
with the help of artificial irrigation). 
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(2) Those that are inevitable and essentially insurmountable. 

For responding to these, there needs to be further iiiformation concerning: 

Agroclimatic descriptions of average weathier situations. 
Probabilities of weather anomalies that can be overcome. 
Probabilities of isolated but msurrnountable weather anomalies. 
Probabilities of consecutive years of insurmountable weather anomalies. 

Such probabilistic scenarios are convenient for economic planning, since they are 
simple and flexible to apply in terms of the data needed: only the general long-
term regularities in the climate need to be known. For planning, the most 
important function of the climatic scenario is to provide the necessary inforrna-
tion for evaluating the responses of agricultural crops under the expected or pos-
sible meteorological conditions. For example, the models used in Section 4 con-
sider both existing and proposed new crops, providing projections of: 

(t) Mean annual productivities of the more common crops in a particular 
region and fluctuations frorri these means due to weather anomalies. 

(2) Expenditure required to obtain prescribed average yields and additional 
foreseeable expenses that may be needed to counteract unfavorable weather 
conditions. 

Adjustment in the Subarctic Zone 

Surrimarizing, one can say that identifying economicall y  and ecologically 
appropriate ways for adjusting agriculture to possible climatic changes allows us 
not only to mitigate impacts but also to meet the future requirements of agricul-
ture in the cold-marginal zone of the USSR. Different analytical approaches 
have been adopted in this study. The results of these analyses for different 
regions suggest that a number of economic and planning decisions may be neces-
sary in the future, such as increasing production expenditures to compensate for 
decreasing yields of certain crops, expansion of crop areas of those crops for 
which yield increases could be expected, introduction of new varieties which are 
better suited to the changed climatic conditions, and so on. As a result, the agri-
cultural specialization of regions, the structure of fixed capital assets and interre-
gional flows of agricultural commodities may well change markedly. It is clear 
that such policies of adjustment to changing climate will require corresponding 
changes in investment and organization. 

Of course, the exarriples of adjustment presented above serve merely as 
illustrative, preliminary experiments. However, with the help of further model 
development, with refinement of data on possible regional climatic changes and 
with the implementation of multivariant simulations, we have a real opportunity 
to improve our understanding of the potential problems and to devise more 
appropriate methods for their solution. 
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Appendices 

Appendix 2.1: Coefficients and Variables in the 
Obiikhov Model 

Let us denote the average temperature and precipitation of the jth month as T 2  and p, 
respectively, and the precipitation of the ith decade in the jth month as p. Ohukhov's 
(1949) statistical analysis showed that, in the Leningrad region, winter rye yield, y, is 
mostly dependent on the following meteorological factors, which he grouped into four 
categories: 

Daring the period before the beginning oflowing: lEigh average monthly tempera- 
tores for July of the previous year, 1  T show a positive correlation with yield, 
(r5 , 1 T7 	0.4), while surplus precipitation during the fallow period, p1, is nega- 
lively correlated with yield (r 5 ,pj = — 0.46). This is because high July tempera-
tures increase the degree of grain rniaturity, i.e., the quality of the grain viewed as 
seed for the following year's crop; conversely, surplus precipitation, which Crc-
qtently occurs in this region during the fallow period, leads to undesirable water-
logging of thu ioil, thus depressing the yield. 
During autumn, from plowing until November: Surplus precipitation has a strongly 
negative effect on winter rye yield in the Leningrad region when it occurs during 
the following periods: during the final plowingp, (r,p - —0.5), between sowing 
and emergence of the crop p (r 5 ,p = — 0.35), and between emergence and 
bushing-out p (r 9 ,p, 	—0.23). This is because the surplus moisture during these 
periods causes a reduction in soil aeration. Conversely, precipitation following the 
bushing-out stage, p  and high temperatures during September and October, 
_ 1 T9" 0 , both have a positive correlation with the yield (r u)  p = 0.3; r5 , 

0.3). 
During the spring and summer growing period: There is a negative correlation 
between yield and surplus precipitation in May p5  (r ,,,p5  —0.28), June p°  (r,p°  
= —0.5), and July p7 (r,,p7  = — 0.36). On the other hand, high average monthly 
temperatures for July, T7  show a positive correlation to yield (r9 ,T7  .. 0.26). 
I)uring the ripening and harvesting period: There is a positive correlation between 
yield and mean August temperature, T8  (r8 ,T8  = 0.34), and a negative correlation 
between yield and August surplus precipitation, p8  (r,,p8 	—0.33). 
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The general regression equation allows us to calculate the deviation of expected yield 
from an average value, which itself depends on the level of technology. This equation 
includes eleven meteorological parameters and has the form: 

= 0.0€y 1  + 0" 2 Y2 f  007Y3  + O.O5y 	 (A2.1) 

where YI' Y2, y3 , y4  are defined by the following formulae: 

Yi 	0.1 - 0.07(p - 145) + l.42(_ 1 T7 	17.6) 	 (A2.2) 

where 

Pf = + P + P17  + P2 

Y2 	0.2 + 0.93w -F 0.018(p 	17) 	0.4(_ 1 T° ' 1°  - 8.9) 	 (A2.3) 

3.0 - 0.4(fl - 50) - 0.02(,3' - 50) 2  1 0.0004(fl - 50) 3  

= 0.47(0.5p -I- p + 0.5p) + 0.36(0.5p + P 111  -F 0.5p) 

1- 0.17(0.5p + 0.75p? + 0.75p? + 0.25p) 

1 T9 ' 10  = 0.76_ 1 T9  1 0.224 

= 0.1 -. 0.04(p5 -. 44) -. 0.15(p6 -. 57) -. 0.08(p 7 
 -. 70) 	 (A2.4) 

+ 0.58(T7  - 17.6) 

J4 = 0.03 - 0.07(p8  - 78) + 1.465(7' - 15.1) 	 (A2.5) 

Appendix 4.1: Model Relationships in the Regional 
Agricultural Planning Model 

Indices 

I '- Agricultural crop types 
j - Cattle-breeding product types 
t - Years of the plan period 
k - The main production factors 
k = I ' Capital stocks 
Ic = 2 - Capital investments into land reclamation and increased fertility 
Ic 	3 - Mineral and organic fertilizers 
k = 4 - Time over which technological improvements such as breeding of new 

varieties, etc., become significant 
k = 5 - Harvesting machinery 

where 

and 
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k = 6 	- Transport faci1ites 
m 	- Types of storage 
n 	- Types of crop processing capacities 

S e t s 

J 1 	Crops, harvested at the most resource-demanding period 
- Crops, stocked in storage of mth type 
-- Crops, processed at factories of the nth type 

F 	 Feed crops 

Variables 

Volume of the final product from crop un year I 
U 	- Volume of cattle-breeding product i in year 

- Volume of production factors of the kth type needed for cultivating crop i 
in year 

- Increment of production factor k used on crop i in year 

Vil 	- Yield of crop i in year 
-. Area of crop i in year t 

V 	Gross production of crop i in year 
- Increment of storage capacity rn in year I 

Volume of crop i processed in year 
- Volume of crop i unprocessed in year 

Annual increment of the processing capacity n of agricultural procitiets in 

year 
W 	- Possible production losses of crop i in year t caused by a lack of capacity 

of the "yield procurerrient system" 
- Import of feed concentrates of type i frorri other regions in year 

Coefficleists 

C, C 	- Purchase prices for crop and cattle-breeding products 

P, P 	-- Minimum production of crop and cattle products in the region required to 
satisfy the demand for semi-perishable products, and to ensure comtinued 
crop rotation 

P, P4 	Maximum possible levels of production in the region 

 ~kz

Ij  
, 	 - Coefficients of regression equations describing the dependence of the crop 

production capacity on the most important production factors 
- Coefficient of the deviation of crop production capacity from its estimated 

value for a scenario of altered climate 
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- Coefficients of annual depreciation of the capacities of capital stocks 
- Availability of capital stock by types at the beginning of the plan period 

Dkt - Maximum possible influence of production factors determined by the agro- 
technical limit 

W 	-- Coefficient of the maximum change of crop area permitted under a certain 
crop in one year 

6kt • Average capacity of harvesting machinery and transport facilities during 
harvesting 

o ,u2 	- Average annual proportion of total production sent for industrial I)roce- 
ing (1) and marketed to the consurrier as unprocessed, fresh produce (2) 

- The quality of feed in feed units 

- The quantity of feed units necessary for the production of a unit of cattle-
breeding prod ucts 

- Permitted share of certain feed crops in the total mix of feeds 
Kkit,Km ,Kn _ Specific capital investments for the increriient of the basic capital funds 

Model Relationships 

max 	 1J,C 	 (A4.1) 

-- niaxinriurn of the final production in the region for the plan period. 

V 	J-. 	lJ 	 (A4.2) 

minimum volume of pruduction required in the region. 

Relations (A4.3)-(A4.5) describe the estimation of the biological yield capacity: 

+ 	4it 
	 (A43) 

- the dependence of biological yield capacity on production factors and weather condi-
tions, the impact of which are described by the coefficient . 

	

= Zkjt_1 P + LZkt 	 = z 	(k 1) 	 (A4.4) 

- the relation between capital funds for crop cultivation to their availability in the 
preceeding year (i.e., depreciation or growth of funds during the current year); the initial 
conditions for the beginning of the plan period are put down separately. 

Zkjj <Dki 	(Ic 	1,2,3) 	 (A4.5) 

- the value of a production factor for all years cannot exceed the prescribed agrotech-
nical limit. 

X• Y= V 	 (A46) 
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- gross production of Crops. 

—'[i - w4 < x< x' [i + w) 	 (A4.7) 

the condition of smooth change of crops areas at the rate not more than W — 591' per 
year. 

Relations (A4.8)-(A4.15) describe the estimation of the gross harvest, a function 
of the level of development of the 'harvest procurement system": 

'p + 	 Z 	(k 	5,6) 	 (A4.8) 

-- availability of harvesting machinery and transport facilities in year t regarding physi-
cal wear and the purchase of new machinery. 

Zkit •bki > 	 (k = 5,6) 	 (A4.9) 
'Eu 

the average realizable capacity of harvest machinery in year t (expressed in terms of 
harvested volume). 

Mm1 Mm1 1 'Pm f Mm 1 	Mmo - M 	 A4.10) 

- availability of storage capacities of type rn in year t regarding physical wear and new 
construct ion. 

Mm > : 	 (A4.11) 

- necessary storage capacity for storing the remainder of the harvested crop not pro-
vided to the consumer in the form processed or fresh produce. 

N01  N01 _ 1  çi', + A N01 	N_ 0  = N 	 (A4.12) 

- availability of crop processing capacity in year 1, regarding physical wear and new con-
struction. 

N01  >_ 	 (A4.13) 
iCJ,, 

- capacity required for crop processing. 

(A4.14) 

— the proportion of harvested crop used in processing and in direct marketing to the con-
sumers. 

Vt— V= W, 	 (A4.15) 

- volume of crop product that cannot be harvested. 

a + 	4 	 (A4.16) 
iEF 	I 
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the availability or feed (in feed units and digested protein) balanced against the 
requirement for feed per volume of cattle-breeding product. 

b 	 (A4.17) 
tE F 

-- restriction on the composition of feed. 

AZ - Kktt -- 	+ E(z 	Zk 1) .  Kkit  
t,k-3 

(A4 18) 

+ E A Mmt Km  + E A Nnt  K0  < K 
t,re 	 to 

restriction on the volume of capital investments (for an increase in capital stocks in 
agriculture including harvesting machinery, transport facilities and capital investments 
in land reclamation, for increased fertilizer supply, and for increased storage and pro-
cessinig capacities). 

Appendix 4.2: Description of the Dynamic Crop 
Production Model (CPM) 

Backgrouiid 

Instead of using statistical inlormation and expert judgment to determine crop yields for 
different crops under altered climates, a more quantitative approach using a dynamic 
crop production model has been employed for the Central region. This model, developed 
at I1ASA, has been used in other regions with satisfactory results (see Konijn 1984b; 
Akong'a et aL, 1988), though while some preliminary attempts at model verification 
have been presented for the seniii-arid climate of Kenya (Akong'a et al., 1988), so far no 
exhaustive validation has been possible because of the lack of a full data set. Confidence 
in the model estimates is strongly dependent on how we judge the validity of the rela-
tionships employed. Most of the relationships described below were derived from pub-
lished investigations arid have proved to present fairly satisfactory descriptions of real-
ity. 

The Crop Production Model 

The crop production model is used to generate crop yield data for seven crop types: 
winter wheat, barley, oats, corn for silage, hay, potatoes and vegetables. The functional 
relationships in the model are organized hierarchically and estimations are carried out 
on a 10-day interval basis (for full details see Konijn, 1984a). Therefore, the dynamic 
input characteristics such as the climatic data need to be supplied on that time basis. 

Three levels of calculations can be distinguished: 

Estimation of the photosynthetic dry matter production. 
Dry matter production subject to constraints of water availability. 
Dry matter production as affected by nutrient constraints. 

In the estimation of photosynthetic dry matter production, a distinction has been made 
between two types of plant. Under the present atmospheric composition the biochemical 
pathway used by the so-called C-3 type of plant operates most efficiently under cooler 
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climates, while C-4 plants grow relatively better in the warmer, lower latitudes. Crops 
like barley and wheat are C-3 plants, while corn (maize) and sorghum are examples of 
the C-4 plant type. 

The determination of the photosynthetic dry matter production is carried out fol-
lowing the procedure proposed by de Wit (1965), and amended by Goudriaan and van 
Laar (1978). For a given radiative and temperature regime, the production value 
obtained represents the maximum possible total production (i.e., for a closed canopy and 
omitting the growth and maintenance respiration). 

The partitioning of the total dry matter produced, together with the effects of 
maintenance and growth respiration, are determined after possible water constraints 
have been quantified. Water supplied to the rooting zone can originate from different 
sources: precipitation, irrigation, arid/or capillary risc from ground water. 'l'beir rela-
tive importance depends on the local circumstances. In periods when evapotranspiration 
exceeds the water supply to the rooting zone, the capacity of the soil to store water 
determines how much a plant will suffer From drought stress. Changes in soil water ten-
sion are determined at 10-day intervals and dictate, together with the evaporative 
demand of the atmosphere, to what extent the plant will transfer water from the soil to 
the atmosphere. Should the plant need to close its stomata to prevent wilting, no car-
bon dioxide assimilation will then be possible, leading to reduced production. 

Although lack of nutrients often limits the production, in these model runs 
nutrients are considered to be non-limiting. Similarly, the effectiveness of pest, disease 
and weed control is assumed to be optimnial. 

1fl1)ut Requirements 

Together with the climatic data that are required as inputs to the nniodel, it is iiiiportaiit 
to have information about certain crop characteristics, for the better the varieties are 
adapted to the production environrmient the less will be the risk of reduced production. 
'['hese characteristics describe the length of the growing season, the length of different 
growing stages, the partitioning of dry matter over the various plant organs, the type of 
carbon dioxide assimilation pathway, the rates of growth respiration and maintenance 
respiration, and the response to water stress. They all are crop-specific, and differ from 
location to location depending on local developrnients in crop selection and plant breed-
ing. 

Appendix 4.3: The National-Level Optimization Model 

Model Iiidexes 

I 	- Crop products 

j 	- Cattle-breeding products 
t,n2 	- Years of the period investigated 
r,s 	- Regions 
8' 	-- Regions through which foreign trade passes 

Model Variables 

Z, Z 	- Final consumption of crop and cattle-breeding products in region r 
U t 

ri 	 Volume of crop production in region r 
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X ri, X l , i 	Volume of product transported from region s to region r and vice versa 
FS,, 	- Withdrawals from stocks 
IS1 	- Replenishment of stocks 

- Current value of stocks 
- Products imported to region r 

00, 	- Products exported from region r 
J,, E 	- Volumes of imports and exports 
K1 , R? 	-- Capital investment for the development of crop cultivation and cattle 

breeding 

Model Parameters 

B,, B3 	- Penalty for failure to satisfy consumer demand for a product 
R 	- Planned consumption levels for crop and cattle-breeding products in 

region 
C(  (J.) 	- Expenditure per unit of production as a function of production volume ri 

- Expenditure for transporting unit product froun region r to region s rel 

Prii 	 Feed expenditure for one uflit of cattle-breeding production 
P 	- World market prices for product i 
VDt 	Currency subsidy in year 

- Capital investment allocated for the development of agriculture in year 6. 

Description of the Model 

The basic model equation represents a mixed optimization problem simultaneously 
maximizing production and minimizing total national expenditure on production arid 
transportation. It takes the following form. Minimize: 

	

F— 	B1Rt•—Z)2+ 	BiI?.._Z u i 24  V CU•1- U ri 

	

- 	 ni 	ni 	 17 	nj 	rJ 	nj 

(A4 .19) 
+ 

: 
c .Xt 

rsi 	rsi 

subject to; 

+ 	X,.1  + FS, + 	= Zr, • 	 (A4.20) 

	

ri 

+ 	+ lS, + V' E t  rsi 
S 

which balances production and allocation for each region. The left-hand side of equation 
(A4.20) specifies the produce available (domestic production, imports from other 
regions, withdrawals from stocks, imports from abroad), while the right-hand side deals 
with its allocation (consumption by the population, consumption in c attle- breeding, 
exports to other regions, replenishment of stocks, exports abroad). 
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Restrictions on the amounts of produce that may be taken from the stocks are 
given by: 

	

FS < S 	 = o 	 (A4.21) 

while the balance for products rotating through the stocks is specified as: 

	

jStl + 	- FS 1 	 (A4.22) 

Equation (A4,23) correlates imports (exports) of products with their allocation to the 
Various regions: 

It 	 E 	E 	 (A4.23) 

and the currency balance on the foreign trade account, including import subsidies, is 
represented by: 

	

lP < 	 17p t VD 	 (A4.24) 

	

i 	 i i9=1 

Functions determining the capital investment needed to achieve the planned production 
levels in crop cultivation and c attle- breed ing are specified as follows: 

K) 	rj 	 (A425) 
9=I 

Finally, general restrictions on capital investments for individual years are represented 
as: 

	

E 	 (A4.26) 

In order to simplify the presentation here we have not given explicitly the balance equa-
tions for cattle-breeding, which are similar in structure to equations (A4.19)—(A421) 
but with the subscript j rather than z. The transportation and consumption of pro-
cessed products are evaluated in fresh-product units. 
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Abstract 

Over the last few decades in Japan, significantly improved agricultural practices and 
technology have been introduced in order to increase and stabilize food production. 
However, despite these advances, the influence of climatic variations on agricultural pro-
(lilCtiOfl remains considerable. In particular, the effects of climate on rice production are 
of special importance in Japan, where rice is the staple food, arid represents a vital polit-
ical as well as economic commodity. This case study evaluates the effects of specified 
climatic changes on plant productivity, on rice production and on the national rice 
niarket, in Japan, and considers possible technological or policy responses to these 
changes. 

The focus of the study is on the coolest regions of Japan (in the northernmost dis-
tricts of hlokkaido and Tohnku, and at higher elevations) which are the areas where rice 
crops are most susceptible to cool temperature damage (particularly in the summer 
months). Three types of "impact model" have been employed to assess the effects of cli-
mate on production: 

1) 	Empirical statistical models that relate plant production or crop yields to climate 
using regression equations. 
A process-based rice yield simulation model. 
An integrated regional econometric riiodel that simulates the relationships 
between supply, demand, government policy and trade in the Japanese rice 
market, 

In brie with the four other case studies in cool temperate and cold regions con-
sidered in the IIASA/UNEP project and reported in this volume (in Saskatchewan, Ice-
land, Finland arid (he northern European USSR), experiments have been conducted to 
estimate the impacts of several different climatic scenarios. Four types of scenario are 
represented, usually defined on the basis of temperature (the major limiting factr: for 
rice cultivation): 

The baseline climate, indicative of present-day (1951.80) climatic conditions. 
Single anomalous years, either unusually warmer or cooler than the baseline, that 
have been recorded in the historical instrumental climatic record. 
Anomalous decades, also identified in the instrumental climatic record, that have 
been selected either on the basis of mean temperature deviations from the baseline, 
or as a reflection of unusually stable or unstable agroclimatic conditions (indicated 
by historical time series of annual crop yields as well as of temperatures). 
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(4) 	The climate estimated for doublcd concentrations of atmospheric carbon dioxide, 
based on the predictions of the Goddard institute for Space Studies (GISS) general 
circulation model. 

The results demonstrate the clear contrasts between the impacts of future cooling 
or warming on Japanese agriculture. Cool conditions are inevitably associated with cooi 
summer damage to rice in northern Japan, and a cool year such as 1980 (with mean 
Jul y August teni pe ratu res 1.6 C below I lie baseline i ri Ilok k aido) could lead to a 7% 
decrease in relative total net production of vegetation (EtTNP over the whole of 
Japan), but a 10% drop in rice yields relative to long-term vaLues (or 17% relative to 
recent values for higher yielding cultivars) in Ilokkaido. In fact, the shill, in cultivable 
limits for rice under a 1080-type cliumiate effectively demarcates nearly all of the island of 
llokkaido as unsuitable for rice cultivation. Thus consecutive impacts of this type of 
event could have dramatic comiseqilence.s for rice production in Japan. These are illus-
trated using the econometric model and assuming 10 consecutive occurrences of a 1980-
tv pe year. Considerable reductions in regional rice supply are estimated arid the rapid 
decline in stocks that would result if national policies were not changed would lead to a 
rice shortage situation that could jeopardize national food security. 

Anomalously warm conditions, in comparison, are generally beneficial to agricul-
tural prmluclivity under present conditions. For example, a warin year such as 1978 
(wit.h Inlean July-August temperatures 2.5C above the baseline value in llokkaido) 
could lead to a great expansion of cultivable rice area, an increase in rice yield (assuming 
that crops are, as at present, fully irrigated) of 15% relative to the loiig-termn mean (or 
6% relative to values for modern cultivars), and an increase iii RTNP of 3%. This tem-
perature anomaly represents an ezlrcme eveni, hut under the G 155 model-derived 2 x 
CO 2  scenario the average temriperature conditions womdd be higher still (about 3.5'C 
above the baseline values in llokkaido). 

Such a warming would be a mixed bLessing for rice producers in northern Japan, 
however. Although a warmer mean climate (assu mmii rig interan ii nal teniperature variabil-
ity remained at its bas(line levels) would automriatically lead to a decreased frequency of 
cool summer events, the higher temperatures in average and warm years would probably 
have a detrimental effect on rice yields, because the crop would ripen too quickly, before 
the potential for grain assimilation has been fully realized. This is shown by a predicted 
rise of only 5% in rice yielnls urider the 2 x CO 2  climate (cornipared with 15% under 
1978-type conditions), relative to the long-term baseline. This is clearly a poor response 
for a well-managed comnriercial crop since the rriodcled impact of the 2 x CO 2  scenario 
on net production of natural vegetation is greater (- 9% relative to the baseline; this, 
moreover, for the whole of Japan including areas where the estimated warming is less 
than for llokkaido). Nevertheless, the impact of the scenario on rice supply and on 
national rice stocks would he considerable, leading to an acute rice surplus that would 
require drastic government rrieasuures for its disposal. This situation would only he exac-
erbated if farmers were (as is probable) to adapt their cultivation methods to the new 
clirriate, for exannplei by introducing more heat-loving rice varieties with earlier planting 
dates. Such adjustments might result in increases of rice yields in llokkaido of up to 
25% relative to the recent levels, anid further increases in rice stocks. 

The implications of the iriodeled impacts on rice point to several adjustments in 
government pricing and subsidization policies that would be necessary to stabilize the 
domestic rice balance, including a longer-term movement towards minimized govern-
merit intervention and a liberalized rice market. l"inially, the results of this assessment 
indicate that research into methods of coping with climatic change should be a high 
priority in government planning during the coming years. 



SECTION 1 

Introduction: The Policy and 
Planning Issues 

1.1. Background and Purpose 

The influence of climate on agriculture in Japan is quite striking. Its influence 
on rice production is especially important because rice is the main staple in 
Japan and, being a tropical plant, is grown close to its limits of tolerance to low 
temperatures in the northernmost regions of the country. 

Almost all the rice produced in Japan is cultivated in paddy fields flooded 
with water that is supplied through well developed waterways. Thus, unlike 
most other countries in the world, water hardly plays a role as a yield-reduciiig 
factor in Japanese rice production. The major climatic factors that significantly 
influence rice production are temperature (especially in the north), strong winds 
and heavy rainfall associated with typhoons, and solar radiation. The location 
and timing of the typhoon damage is unpredictable, but as a whole Japan loses a 
certain amount of rice production every year through their effect. Typhoon 
damage is considered to be unavoidable, and typhoons themselves bring much 
precipitation that is necessary for production of rice. 

Some of the greatest losses to rice crops result from cool summer conditions 
that occur quite frequently in northern Japan (particularly in Tohoku and bk-
kaido districts, where mean July-August temperature ranges from 18 to 20 C C). 
Low summer temperature can result in delay of growth, reduced plant height, or 
sterility of the grains of rice plants. if the temperature of irrigation water is 
lower than 18C this may also obstruct growth and result in standing geen 
plants remaining in autumn that are unsuitable for harvesting. It has been 
estimated that, for example, cool summer damage occurs somewhere in Tohoku 
district about one year in four, and in Hokkaido the frequency is higher still. 

During the last 20 years, the position of agriculture in the national econ-
omy of Japan has been rapidly declining. For example, the proportion of those 
engaged in agriculture to the total active population was 26.8% in 1960 but 
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11.2% in 1975. During the same period, the contribution of agriculture to the 
gross domestic product decreased from 10.2% to 5.0%. The basic relationship 
between climate and rice production has, however, altered very little. Year-to-
year variations in rice production due to climate remain signilicant. 

The purpose of this case study is to quantify the effect of both short- and 
long-term climatic changes on Japanese agriculture and, in particular, to study 
how variations in climate influence rice yields arid 1mw these variations in yields 
can affect national agricultural production. In common with other case studies 
in the IIASA/tJNEP project these estimations (a) involve experirrients with a 
hierarchy of models climatic, crop-yield and economic and (b) are derived for 
different climates described by meteorological data from recent warm and cool 
periods and, as a special case, for the climatic conditions estimated for a doubled 
concentration of atmospheric carbon dioxide by the Goddard Institute for Space 
Studies (GISS) general circulation model (liansen el aL, 1983, 1984). 

This introduction provides background information on the physical 
environment and agriculture in Japan, and outlines considerations behind the 
selection of the crops, regions and models used in this study. 

1.2. The Environment and Agriculture in Japan 

1.2.1. Topography and ocean currents 

The Japanese Is'ands extend in a southwest-northeast direction through 22 
degrees of latitude, from 24 to 46N over it distance of about 2200km; i.e., from 
the subtropical to alpine zones. The total land area is 369883km 2 , of which the 
four main islands, Honshu (227414km 2 ), Hokkaido (78073kw 2), Shikoku 
(18256km2 ) arid Kyushu (36554k1112 ), make up the major proportion (Figure 
1.1). All the islands are mountainous or hilly and the flat lowland plains tend to 
be very narrow features found mostly along the coast and banks of larger rivers. 
The rivers on the islands are commonly very short and even the longest, the 
Shinano River, is less than 400 km. The area under cultivation comprises only 
17% of the total land area. 

The most important water mass near Japan is the Pacific Ocean, because 
of its physical influence on Japanese climate. Between the Japanese Islands and 
continental Asia lies the Sea of Japan, enclosed by the central arc of the 
Japanese Islands to the south and east and by the Korean Peninsula to the west. 
The Sea of-Okhetsk, lo the north of Japan, is bounded to the East by the islajid 
chain of the Kurils and the Kamchatka Ieninsula. it is the source region of the 
cold and moist Okhotsk air mass, which exerts a considerable effect on the 
weather and climate of northern Japan. In contrast to the two above-mentioned 
seas, the East China Sea is merely a marginal stretcliof shallow water lying on 
the continental shelf (Figure 1.2). 

Three principal oceanic currents wash the shores of the Japanese Islands: 
the warm Kuro-shio, cold Oya-shio, and warm Tsushima Currents, and each has 
a strong influence on the climate. The Kuro-shio or Japan Current is the most 
important, carrying a total water volume of some 3 5 x 10 7  r11 3 /s, together with 
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an enormous amount of heat and salt, and for this reason is often compared with 
the Gulf Stream that washes the southeastern coast of the USA. 

The Oya-shio or Kuril Current originates in the cold water on the eastern 
side of Sakhalin, together with the southward extensions of the cold currents 
that lie off the eastern coast of Kamchatka. It flows southwards via the southern 
coast of the Kuril Islands, to the east of Hokkaido, and then extends along the 
eastern coast of Tohoku district (or Sanriku), finally meeting the Kuro-shio 
current to form a marked convergence zone (Figure 1.2). 

1.2.2. Climate 

The three major features of Japan's climate are the winter monsoon, the Bai-u 
(rainy) season and the typhoon (tropical storm). In winter the development of a 
low pressure area (the "Aleutian Low") and its position relative to the "Siberian 
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high" pressure [Figure 1.3(a)j  gives rise to northwesterly winds (the winter  mon-
soon). This results in a distinctive weather pattcrn due to orographic controls: 
abundant snowfall and cloudy weather in areas facing the Sea of Japan and dry, 
clear weather in the areas facing the Pacific Ocean. in summer, southwestern 
Japan is usually dominated by the Ogasawasa high pressure area IFigure 1.3(b)[ 
giving southeasterly winds (the summer irionsoon) and line weather throughout 
Japan in the high summer season. The lIai-u season (the early-summer rainy 
period) and the Shurin season (autumn rainy period) are characterized by the 
stagnation of the polar front, as it moves northwards (i3ai-u) and southwards 
(Shurin), respectively [Figure 1.9(c) 

As a consequence of the influence of these contrasting air masses, Japan's 
climate is rather continental in character with a large annual range of tempera-
ture. For example, the annual range of 1931 60 mean temperature in Tokyo is 
22.6'C which compares with 12.0'C in Gibraltar and 9.6'C in Los Angeles, at 
similar latitudes in Western Europe and on the Pacific coast of the United 
States, respectively (Table 1.1). Thus Japan can be seen to exhibit a low niean 
winter temperature relative to other locations at the same latitude, and higher 
summer temperatures, riiore synonymous with those of tropical regions. This, 
together with the highi amount of insolation during summer months, permits the 
cultivation of rice which was originally a product of the tropics. 

in addition to the two maxima in the seasonal march of precipitation in 
Japan (the Hai-u and the Shurin), another precipitation maximum commonly 
occurs during the winter monsoon, bringing large snowfalls in coastal areas adja-
cent to the Sea of Japan. The airstreain absorbs a large amount of water vapor 
during its passage across the Sea of Japan and winds then blow up the slopes of 
the coastal mountains, depositing snow in abundance on their windward slopes 
(Figure i..). flokuriku district (on the Sea of Japan side of central Honshu) 
holds the world record for maximum observed snow depth, 

in addition to these rainy seasons typhoons bring occasional torrential rain 
in autumn, so that Japan has an overall precipitation receipt that is remarkably 
high for a temperate region. In Ilokkaido, rriean annual precipitation at all loca-
tions is more than 1000 mm, and totals may exceed 3000 mm in the Pacilic slope 
areas of south-western Japan and on the coast of the Sea of Japan. 
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1.2.3. Vegetation 

The vegetation in Japan exhibits a great diversity and high productivity. Zones 
of natural vegetation can be identified that are cLosely associated, both latitudi-
nally and altitudinally, with the three major forest, types. These are: 

Evergreen broad-leaved or laurel forest, represented by evergreen oaks. 
Deciduous broad-leaved forest, represented by beech trees. 
Evergreen Coniferous forest, represented by fir and spruce trees. 

The corresponding annual meari temperatures of these zones are 13 -21 C, 
6-13 'C. and <6 'C, respectively. The first forest zone in Japan occupies the 
southern half of the main island chain and the northern half of the Okinawa 
Islands. Its northern limit reaches 37.5'N on the Pacific coast in Fukusima Pre-
fecture. The second forest zone occupies the northern half of Uonshu and the 
lowlands of Ilokkaido south of 43.5N. The third forest zone occupms the 
remainder of Ilokkaido. The altitudinal upper hunt of the evergreen broad-
leaved forests of Kyushu and Shikoku occurs at a height of 700-1006 rn  

with the upper levels containing mixed forests of broad-leaved and coniferous 
trees. A cross-section of the altitudinal zonation of vegetation in central Japan is 
given in Figure 1.4. 

The potential productivity of natural vegetation in Japan under different 
climatic conditions is explored further in Section 3 of this report. 

1.2.4. Agricultural land iice 

Japan's staple agrict.iltural product is rice, which accounts for more than 40% of 
the nation's cultivated land (Tables 1-2 and 1.9). Its cultivation is strongly pro-
moted by national price-support policies which guarantee reasonable incomes to 
producers. 

In many mountain areas, rice became a rriore popular crop alter World 
War ii, and today it is cultivated up to an altitude of 1370 rn at the foot of the 
Norikura volcano (3610'N, 137°30'E) in the so-called Japanese Alps. Expansion 
of rice cultivation into the northern regions has also been a gradual process. The 
area of rice fields in rlohlokl1  District, northeast Japan, increased by 66% (com-
pared with 3Q4%  over the whole country) during the period 1890--1970. In Hok-
kaido rice was not important until the late nineteenth century, American advi-
sors suggesting that barley or potatoes were more suitable. However, the Ilok-
kaido Government recorrimended rice cropping in 1901 and the Ishikari Plain 
and Kamikawa Hasin were subsequently developed into paddy, the area under 
rice in Ilokkaido increasing from 3000ha in 1880 to 290000ha in 1970 
(Tabayashi, 1983). The gradual northward shift of rice cultivation areas in 
Japan since about 300 BC is illustrated in Figure 1.5. 

This northward shift has been enabled by the development of cold-resistant 
rice cultivars and the development of heated rice nurseries. The effective 
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Table 1.2. Area of cultivated land in Japan, 1981. (Source: Crop Sta(Jstics, Ministry 
of Agriculture, Forestry and Fisheries.) 

A rca I'roportwn 
Type of cultivated Land (I 000 ha) of thief (%) 

Paddy field 3031 55.7 
Upland field 1241 22.8 
Temporary iiieadow 589 IlLS 
Other permanent crop held 581 10.7 

Total 5442 100.0 

Table 1.3. 	Planted area in Japan, 1981. (Source: 	Crop Statistics, Miritstry of Agricul- 
ture, l'orestry and Fisheries.) 

A rca l'roporlwn 
Type of crop (1000 ha) of letel (%) 

Rice 2278 40.2 
Wheat, barley, oats and rye 352 6.2 
Sweet potatoes 65 1.1 
Potatoes 120 2.1 
Miscellaneous cereals 26 0.5 
Pulses 265 4.7 
Vegetables 647 11.4 
F'ruits and nuts 404 7.1 
Industrial crops 269 1.8 
'rca 61 1.1 
Forage and manure crops 1057 18.7 
Mulberries 117 2.1 

Total 5661 100.0 

accumulated temperature ( T) required For ripening of most rice varieties is 
normally 3500-4500 degree-days, but cold-resistant varieties require only 
2500-3000 degree-days. [Effective accumulated temperature refers to the an wal 
accumulated sum of air temperatures above O'C during those clays when daily 
rrican air temperature is greater than 10'C. This measure is also used in the 
USSR case study (see Part V, this volume).! In hlokkaido rice is mainly grown in 
the regions in which the effective accunriulated teniperattire exceeds 2500 degree-
days (Figure 1.6). Its chief producing districts are the ishikani Plain and the 
Kamikawa Basin, where average temperatures during the warmest month 
(August) are above 20 C. On the Pacific Coast of the eastern and northeastern 
part of Hokkaido, the mean August temperature is lower than 20 'C and sum-
iners are particularly cool when persistent easterly winds blow from the Sea of 
Okhotsk, often leading to cool weather damage of the rice crop. Central Japan 
also suffers occasional cool weather damage in the highland areas. These effects 
are discussed later. 
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Figure 1.5. Expansion of paddy cultivation in Japan since about 300 BC (isolines). 
Symbols denote sites of early cultivation: black circles - early Yayoi Period (until about 
100 BC); white circles - middle Yayoi Period (until about 100 AD); crosses - later 
Yayoi Period (until about 300 AD) (after Tabayashi 1983). 

1.3. Climatic Variations and Rice Production 

The cultivated area, yield and total production of rice in Japan over the period 
1883-1984 are shown in Figure 1.7. Years of poor harvests (e.g., 1883, 1889, 
1897, 1902, 1934, 1941, 1945, 1953, 1971, 1976 and 1980) were mainly caused by 
cool summer conditions in northern regions and summer drought in the 
southwest. On the northern island of Hokkaido, where mean crop yields have 
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Figure 1. 7. Secular change of paddy area, yields and rice production in Japan, 
1883-1984 (Japanese Meteorological Agency, 1985). 
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increased considerably since the turn of the century clue to improved cultivation 
methods and new varieties, the sensitivity of rice to low summer temperatures is 
still marked today. This is demonstrated in Figure 1.8, where mean 
July—August air temperatures have been pLotted against rice yield for five 
periods between 1900 arid 1973. If the air temperature drops below 20 C yield 
drops sharply in each perical, regard less of the level of mean yield (Tani, 1978). 
llokkaido and Tohoku suffer more frequent damage by cool summer weather 
than elsewhere in Japan (Figure 1.9). During the period 1965- 1983, for example, 
the years 1971, 1976, 1980, 1982 and 1983 were all characterized by cool summer 
damage. Farmers in these areas, however, continue to cultivate rice because it 
produces four times as much incorrie as millet or sorghum, per unit area. 

Estirriatcs of the extent of damage to Japanese rice production by abnormal 
weather in the period 1969 - 1983 are given in Table 1.4. The annual production 
data are as shown in Figure 1.7 and shortfalls attributable to weather, disease 
and pests are assessed relative to the potential (calculated on the basis of pro-
duction trends). The total area affected by abnormal weather is obtained by a 
summation of the damaged field area. 

During the 15 years frorn 1969 to 1983, the best harvest (lowest percentage 
losses relative to potential production) of paddy field rice was obtained in 1978, 
and the worst in 1980. Yields both in 1971 and in 1980 were very low, but the 
production loss attributable to anomalous weather was considerably greater in 
1980 ([603 thousand tonnes) than in 1971 (1090 thousand tonnes). 

In the years 1981 -. 1983, while yields were close to the 1969 1983 average, 
cultivated area was much smaller than in the preceding years and thus produc-
tion losses relative to the potential were greater than previously. ilowever, the 
proportion of these production losses attributable to abnormal weather was 
markedly higher than before, and the area allected by cool summer daiiiage was 
large in each year. Cool summers prevailed in each of the years 1980 83, 
although the effects were partially coiiipeiisated in 1983 by favorable conditions 
for rice production in southwest Japan ( Table I. 

For comparison data on combined wheat and barley production in Japan 
over the same period (1969--1983) are given in 'l'able 1.5. Grain crops occupy 
less than one-sixth of the area under rice ( Table 1.9) and yields are corisiderahly 
less. The proportion of an rnia! darmiage to cultivated wheat and ar1ey is 
significantly greater than for rice, although total production losses are less. 
Interestingly, there appears to be little correspondence between the characteristic 
weather events that cause damage to wheat and barley and the events that are 
detrimental to rice production (cf. Tables 1.4  and 1.5). 

These interannual fluctuations in national production disguise significant 
differences between regions in Japan. Table 1.6 relates rice yields to surrirner 
(July--August) temperatures in five districts representative of the full range of 
Japanese conditions. Temperatures are expressed as anomalies relative to the 
1951-198() mean, and examples are given of a "good" harvest year (1978), a 
"bad" harvest year (1980) and two "moderate" harvest years (1982 and 1983). 
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Figure 1.8. Relato11shLp between yield of paddy rice and mean July August air tem-
perature during five periods in Ilokicaido (Tan, 1978). 
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Table 1.4. Paddy held rice yield, production losses and damage attributahle to weath-
er, 1969-1983 (after Yoshino and Yasunari, 1986). 

Year 
Yield 

(kg/ha) 
Ratio of damagea  

(%) 

Damage by abnormal weather 

Area 	Production loss 
(th.ha) 	(thousand tonnes) jVote 

1969 4350 10.2 1201.0 709.3 
1970 4420 9.2 1173.0 315.9 
1971 4110 15.2 2032.0 1090.0 Bad harvest 

(cool summer) 
in N Japan 

1972 4560 7,3 722,9 358.5 
1973 4700 6.6 544.2 275.3 Good harvest 

(warm siijrirner) 
1974 4550 9.3 736.6 308.6 
1975 4810 6.4 898.5 298.0 Good harvest, 

(warm lale-su miner) 
J976 4270 16.6 1963.0 1321.0 Bad harvest in N 

and Central Japan 
1977 4780 5.9 511.2 213.9 
1978 4990 5.6 664.2 294.6 Best harvest, 

(warm summer 
in N Japan) 

1979 4820 7.1 976.8 420.4 
1980 4120 22.0 1992.0 1603.0 Had harvest 

(cool summer 
in N Japan) 

1981 4530 13.0 1504.0 956.3 Cool summer 
1982 4580 1 3. 5 1792.0 896.9 Cool summer 
1983 4590 12.3 1046.0 711.5 Cool suirollier in 

N .1 apari 	hi 

warm sijniiner 
in SW Japan 

Average 4590 10.7 1224.2 655.5 

Percentage reduction in production relative to potential production, due to abnormal weather, 
diseases and pests. 

1.4. Techniques and Policies for Mitigating Climate Impacts 

Countermeasures for damage caused by weather can be divided into permanent 
and temporary measures, according to the time scale of their execution and the 
continuity of their effect. The permanent measures are usually implemented at 
scales ranging from regional to state level, while the smaller-scale farm or local 
responses tend to he more temporary in character (Yoshino, 1983; Parry and 
Carter, 1984; Clark, 1985). 

In general, three types of countermeasures can be identified (Tan i, 1978): 

(1) Mitigation of climatologica] conditions themselves (the direct cause of 
impacts). 
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Table 1.5. Wheat and barley yield, production losses and damage attributable to 
weather, 1969-1983 (after Yoshino and Yasunari, 1986). 

Damage by abnormal weather 
Yield Ratio of damagea Area Production loss 

Year 	(kg/ha) (%) (th. los) (thousand tonics) Notes 
1969 	2650 15.8 185.8 102.3 Warni winter 
1970 	2070 38.8 194.8 183.1 
1971 	2650 18.1 100.5 64.2 
1972 	2500 231 93.0 60.0 
1973 	2700 18.7 47.5 32.5 
1974 	2800 16.2 49.5 33.5 Cold, 

SuDWY weather 
1975 	2690 18.3 54.8 34.6 
1976 	2500 27.6 68.7 58.3 
1977 	2750 20.2 53.2 42.4 
1978 	3270 7.7 40.0 21.0 
1979 	3630 5.3 37.5 18.6 Abnormally 

warm wmtur 
1980 	3050 14.5 120.0 72.7 
1981 	2620 32.8 174.1 215.8 Heavy snow, 

cold winter 
982 	3260 16.5 151.4 106.8 

1983 	3030 24.8 161.9 160.0 Cold winter 
Percentage reduction in production relative to potential production, clue to abnormal weather, 
diseases and pests. 

Table 1.6. 	July-August air temperature anomalies relative to the period 	1951 	1980 
and rice yield in tour districts of Japan, in 1978, 1980, 1982 and 1983. (Source: 	Minis- 
try of Agriculture, Forestry and Fisheries, various dates; Japanese Meteorological Agen- 
cy, 1981.) 

1978 1980 
Temperature Yield Temperature held 

Dislrict.s anomaly (0C)a (kg/ha) anomaly ('C) (kg/ba) 
llokkaido 42.6 5360 1.7 3850 
Tohoku 1 2.2 6640 2.5 :1990 
Chubu +1.9 9360 1.5 4429 
Kyushu +1.1 1670 -1.3 3980 
Okinawab -3.4 2760 2.6 2559 

1982 1988 
Ternprr'iture Yield Temperature Yield 

Districts anomaly ('C) (kg/ha) anomaly ('C) (kg/ha) 
Flokkaido +0.8 5010 -0.5 3550 
Tohoku 2.5 5080 -10 5220 
Chubij -1.0 4540 0,0 4610 
Kyushu -1.0 4380 1 0.7 4440 
Okinawab 3.2 2700 -2.9 2700 
5 Different stations used for averaging than in Talile 2.1 
bP art of Kyushu district. 
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Development of rriore resistant crops. 
Changing the nature, timing and location of crop cultivation in order to 
avoid encountering adverse climatic conditions. 

1.4.1. Modifying the direct effects of climate 

One method of moderating the most harmful effects of strong wind on crops has 
been to use wind breaks or shelter belts. These have been effective as protection 
against the cool northeasterly gamase winds, originating from the Okhotsk Anti-
cyclone Jcf. Figure 1.3(c)]. Rice plants generally show improved growth and 
yield for distances on the leeward side of shelters (normally trees) of up to ten 
times their height (Yoshino 1975). 

1.4.2. llreeding and propagation of cold-resistant varieties 

The breeding of high yielding, early ripening varieties of rice has gone some way 
towards combating the problems of cold damage, while markedly increasing 
average yields. For example, yields have increased in Hokkaido frorri about 
2.5t/ha in normal years around 1925, to about 6.0t/ha around 1975 (with yields 
during cool summer years exceeding 3 or 4t/ha). 

In Tohoku l)istrict an early maturing and high yielding variety called 
aF ujisaka_5 ,  having a tolerance to injury through sterility, was developed in 
1949. This was a significant advance for rice cultivation in northern Japan: in 
two subsequent cool summer years, 1953 and 1954, it was estimated that the 
benefit from planting "Fujisaka-fi" compared with older varieties was an 
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Figure 1.10. Varietal differences of sterility caused by coolness at the booting stage 
(after Satake, 1978). 
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additional 12000 tonries and 50000 tonnes, respectively (Toriyama, 1978). The 
variation in tolerance to cool conditions between different varieties can he 
further demonstrated in experimental conditions. For exarriple, cooling treat-
ment at 15 C for 4 days induced 51% sterility in a cool-sensitive variety "Norm 
20", while only 5% sterility in a highly tolerant variety "Hayayuki" (Figure 
LW). 

There are few exanriples of agricultural policies directed specifically toward 
nutigating the effects of climatic, variations. However, developrrients of the tech-
niques, experiments and researches mentioned above have been encouraged and 
supported at the national level and agricultural insurance schemes have been 
developed to reduce impacts on farrii incomes. In general policies to mitigate 
climatic impacts have emerged in an indirect fashion. More direct approaches 
that could he developed in the future are discussed in Section 7. 

1.5. Structure of This Case Study 

The approach adopted in this study has involved estimating the effects of a 
range of possible future climatic conditions (specified by a riurriber of climatic 
scenarios) on the potential productivity of vegetation, on crop cultivation and 
yields, and on the national economy in Japan (described by a set of "impact 
models"). The implications of these cffcct.s are then examined and possible 
adjustment strategies are considered, both descriptively and quantitatively, for 
adapting to the changed conditions. 

A broad outline of the case study structure is presented in Figure 1.11, 
illustrating the hierarchy of effects that are investigated. We will now explain 
brielly the choice of crops, study areas arid impact models that are depicted in 
Figure 1.11. 

1..1. Choice of crops for impact studios 

The main focus of the study is on rice cultivation, since this is the staple food in 
Japan, and is grown in most parts of the country. As discussed above, the yield 
and production of rice are extremely weather sensitive, especially in the north of 
.lapan, where low summer temperatures may often be damaging to the crop. 
however, the Japanese government is comnrutted to the avoidance of rice short-
ages because the Japonzcu rice variety favored by the population is not widely 
grown outside Japan, and imports would thus be difficult to obtain. 

In fact, the greater problem in Japan in recent years has been to prevent a 
rice surplus, rather than a shortage, and the government has been forced into 
large expenditures to subsidize prices and land transfers in order to maintain a 
balance between domestic supply arid demand. Climate-induced changes in rice 
production and supply would disrupt this precarious balance and could have 
serious economic implications for Japan, an ample justification for the selection 
of rice in this study. 
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in addition, a national-scale assessment of the potential net primary pro-
ductivity of natural vegetation in Japan is undertaken in the report. This pro-
vides a useful overview of the general resources for l)laflt growth Ufl(Ier changed 
climatic conditions, and presents a background for the crop-specific studies of 
rice. 
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1.5.2. Choice of areas for impact studies 

The emphasis in impact experiments conducted for this study is on evaluating 
the effects of climatic variations on the productivity of rice, and on the spatial 
limits of its cultivation. The investigations have therefore been concentrated in 
those regions where the sensitivity of rice production to iriterannual weather 
variability is tire greatest, namely the coolest areas in Japan (in the north and at 
higher elevations). The two nortlierriniost districts, lIokkaido and Tohoku, thus 
provide the focus of study in each section of the report, while national assess-
merits have been conducted for a few specific conditions, 

l)istrict-level crop yield data are available, both for llokkaido and for 
Tohoku, back to the end of the last century, and representative meteorological 
stations have been selected in each region to provide the spatially averaged 
climatic record for corresponding time periods, in the economic assessn]enit (Sec 
tion 6 of this report), rice supply is estimated both for ilokkaido and for lohioku 
independently of the rest of Japan in order to evaluate the regional irripacts on 
rice of cool summer damage in the north of Japan. The regional totals are then 
aggregated for the whole of Japan to permit a national assessment of impacts on 
the Japanese rice market (see Figure 1.11). 

1.5.3, Impact models and data 

'l'hree types of mode] are employed in evaluating impacts of climate on agricuil-
ture and vegetation in Japan. The first, most com mon approach (used in Sec-
tions 3 and 4) for assessing impacts on net primary productivity (NPP) of 
natural vegetation and on rice yields, utilizes regression equations of the relation-
ship between climate (the explanatory variable) and plaint productivity (the 
(lOpendent variable). For estimating rice yield (Sect.ioTi 4), only one explanatory 
climatic variable, temperature, is required while the NPP calculations (Section J) 
ivolv€ corrihi irrig a set of clirriatic variables into a dryness irul x arid then relat-
ing this to productivity data (see Figure 1.11). 

The second type of model jig approach is more process-oriented , and is 
represented by the rice yield simulation model presented in Section 5 of the 
report. Here, tire development and yield of a rice crop are simulated from plant-
ing until harvest, as a function of the solar radiation incident on the crop and of 
the temperature conditions during its growth. The rriodel operates on a daily 
time step, and is thus more demanding of meteorological data than the simple 
monthly- or annual-resolution regression models. 

Thirdly, the economic assessment in Section 6 involves the use of an 
integrated regional econometric mode] for Japan which relates aggregated 
regional rice supply (defined as a function of technology, producer price and 
weather in Tiokkaido, Tohoku and the rest of Japan) to national consu mption, 
trade and stocks. As in Sections 3 and 4, the mode] equations are based on a 
regression approach, using relationslnps between variables developed for time 
series of data over a 17-year simulation period (19661982). 
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Each of the models used in the study has specific requirements for nieteoro-
logical data. The least derriaiidiiig are the rice yield regression models and the 
econometric model that only require mean July—August temperatures, for which 
data are available at many stations over long time periods back into the 
nineteenth century. More variables are required (though only on a mean annual 
basis) for the NPP calculations in SectIon 3 and these are not all available over 
long periods or at so many geographical locations. The daily weather data 
required in the simulation model (Section 5) urn it the model analysis to the 
post-World War 11 period because data are extremely restricted before this time. 

Data on plant production, rice yields, supply, consumption and trade have 
been obtained from several sources. National statistics are published annually 
that provide information on rice production by prefecture and at a national scale 
in relation to the domestic rice market and international trade. Plant production 
data are those compiled for the International Biological Programme (see Section 
3). 

Finally, where appropriate, the climatic data have been spatially averaged 
to be as representative as possible of the areas for which impacts have been 
measured or are estimated. The next step is to choose a set of climatic scenarios 
for Japan to provide the input data for modeling the likely impacts of future 
climatic conditionis. The selection of climatic scenarios is described in the next 
section. 



SECTION 2 

Development of the Climatic Scenarios 

2.1. Purpose 

This section describes the range of clirriatic variations observed in Japan in 
recent history, and the scale of the changes that may accompany future increases 
in atmospheric carbon dioxide. The description provides a basis for the charac-
terizatiori of three types of climatic scenario that will subsequently he used to 
estimate the potential impact of climatic variations on rice yield and rice produc-
tion in Japan: 

The weather in extreme individual years selected from historical records of 
agroclirnatic conditions. 
The climate during anomalous sequences of years, also determined from 
historical records. 
A simulated climate under doubled concentrations of atmospheric carbon 
dioxide based on estimations from the Goddard Institute for Space Studies 
(GISS) general circulation model. 

Finally in this section, the patterns of climatic change implied in the scenarios 
for the Japan region are examined in relation to the synoptic cliniatological 
features that might explain them. 

2.2. Climatic Changes in the Historical Period 

Evidence for climatic variations in the period before instrumental meteorological 
observations have been assembled for two regions in eastern Asia, labeled 
broadly as China and Japan (Figure 2.1). 1)ocumentary information and proxy 
data were used to derive a temperature classification characterizing conditions in 
these two countries during the last two millenia. A composite chronology for 
East Asia is presented on the right of the diagram. The most striking features 
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Figure . 1. Temperatures in China and Japan during the historical period. CC, very 
cold; C, cold; N normal; W, warm and WW, very warm. The temperature chronology 
for East Asia (rightharid column) is a composite of the other two graphs (after Yoshino, 
19mb). 

are the warm period from about AD 700 900 (with similar conditions to the 
climatic optirrium or hypsithermal of 6000-5000 years UP), and the repeated cold 
periods between about 1070 and 1870, with a particularly cold spell in Japan in 
the early nineteenth century when the northern part of Honshu suffered fre-
quently from severe famine due to crop failures in cool summers. 
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2.3. Recent Climatic Variations 

Three meteorological variables are of particular importance for describing the 
thermal, moisture and light conditions that determine crop growth: air tempera-
ture, precipitation and solar radiation. Data on the last of these are only avail-
able from a few stations for recent years, but temperature and precipitation 
records are of greater longevity and denser spatial coverage in Japan. The 
emphasis in this study is on the effects of changes in temperature on rice produc-
tion since, in general, rice is a fully irrigated crop, The locations of meteorologi-
cal stations supplying data used in the study are shown on Figure 2.2. 
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Fzgure 2.. Location of meteorological stations used in the Japan case study. 

2.3.1. Air temperature 

Homogeneous records of observed temperatures are available for the period since 
about 1900 in Japan. Figure 2.3 shows the secular changes of annual, summer 
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Figure 2.3. Secular change of aiiiival, sUmnier (.June, lilly and August) and winter (i)e_ 
cember, January and February) air temperature (5 year running mean) in 4 regions and 
in the whole of Japan, 1900 1980 (Japanese Meteorological Agency, 1984). 

and winter air temperature in 4 regions of .iapan and in the country as a whole 
(Japanese Meteorological Agency, 1984). The curves for northern Japan (aver.-
age of 6 stations), central Japan (6 stations) and western Japan (7 stations) 

correspond quil e closely in the coincidence of minima and maxima, but the curve 
for the Naiisei Islands (2 stations) is somewhat different. however, all curves of 
an nival temperatu res display minima around 1908 1910 and a maxim urn around 
1960, and both annual and seasonal curves exhibit an upward tendency, upon 
which is superimposed wave-like 11 oct nations. The range of these fluctuations is 
greater in the north than in the south, resenibliiig the teidency elsewhere in the 
higher latitudes (see lart 1, Section 4 of this volume). 

2.3.2. Precipitation 

Long-term instrumental data on seasonal and annual precipitation are presented 
in Fignre £L. Annual precipitation in all regions increased between 1940 and 
1955, this wet period coinciding with the warming period mentioned above. 
Since 1955, precipitation has generally decreased and the late 19708 were charac-
terized by drier than average conditions with lower temperatures following a 
peak. 

2.4. Instrumentally Derived Scenarios 

The instrumental meteorological observations described above provide the data 
base with which to characterize recent climatic variations in Japan. By studying 
these records alongside those of agricultural productivity for the same period, it 
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Figure 2.4. Secular change of annual, summer (June, July and August) and winter (De-
cember, January and February) precipitation (5-year running mean) in 4 regIons and in 
the whole of Japan, 1900-1980 (Japanese Meteorological Agency, 1984). 

is possible to identify anomalous climatic events that coincide with particular 
levels of agricnitiiral productivity. This was the method employed in the 
Japanese case study to select instrumental climatic scenarios. 

The emphasis of this report on rice productivity (an irrigated crop), and its 
focus in northern Japan, mean that air temperature is the dominant meteorologi-
cal variable influencing crop yields, it has thus formed the basis of the scenario 
descriptions. The instrumental scenarios are of three types: 

The reference or "baseline" climate. 
Individual years or periods selected with respect to temperature anomalies 
alone. 
Single years or periods chosen on the basis of observed rice yield anomalies. 

2.4.1. The baseline climate 

In order to provide a reference against which to compare the effects of the 
different climatic scenarios, the standard 30-year period 1951 1980 was chosen as 
the "baseline" scenario. To be consistent with investigations reported for the 
other cool temperate and cold regions in this volume, temperature and precipita-
tion anomalies, including those derived for doubled concentrations of atmo-
spheric CO 2  by the CISS model, were each evaluated relative to this baseline 
(except where appropriate data were unavailable). 
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2.4.2. Scenarios based on temperature anomalies 

The approach adopted in Section 4 For selecting instrumental climatic scenarios 
involved the inspection of the air temperature records for specified study areas in 
Japan, and the identification of anomalously warm or cold years during the 
period of observations. Temperature conditions in the months of July and 
August are probably the most critical For rice yields, and so most scenarios were 
constructed from averaged July August temperatures. In Section 1 six tempera-
tuire anomalies relative to the baseline climate were identified for Flokkaido and 
Tohoku districts: warniest (1978), wanri (1955), cool (1980) and coolest (1902) 
individual years, and warm (1921-1930) and cool (1902-1911) decades (Table 

2.1). Another scenario, in Section 5, representing a climatic "worst case", was 
the individual year (1971), selected on the basis of large negative anomalies dur-
ing the growing season both of temperature and of sunshine hours. 

Table 2.1, Mean July August air temperatures (CC) for the period 1951- 80 in Ilok-
kaido and Tohioku districts, and deviations from these for the climatic scenarios used in 
different sections of the Japan study. 

Mean July -Augtmst temperature (C)a 

Climatic 	 Section 
scenarios 	 of this stud1 	H o kk a id ob 	 Tohoktt 

Fteferencc periods: 
1951-80 3,4,5 20.6 22.8 
1966-82 6 20.6 22.7 

"Bad" years 
1902 4 -33 3.1 
1971 5 -1.0 fft2 
1980 346d -1.6  

"Good" years 
1955 4 +2.0 1 	1.9 
1978 4 -12.5 12.3 
1979 3 --0.2 -0.3 

"Bad" periods 
1902 	11 4 --1.1 -1.0 
1926-35 3,6 0.3 ---0.1 
1974-83 5 0.0 0,5 
1980-82 6e 0.3 -1.0 

"Good" periods 
1921-30 4 10.4 +0.7 
1957 66 3,5,6 ---0.1 0.0 

2 x CO 2  scenario 3,4,5,6 +3.5 +3.2 

As specified in Section 4. 
Averaged values for 2 stations: Sapporo and Asahuigawa (see Figure 2.2). 

C Averaged values for S stations: Aomori, Miyako, Ishinomaki, Akita, Yaniagata and 

h115Ih1ma (see Figure 2.2). d  
Scenario assumes ten consecutive occurrences of these conditions. 
Scenario assumes three repetitions of these conditions, 
Includes a scenario of transient change from present to 2 >< CO 2  conditions. 
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2.4.3. Sceiarios based on rice yield anomalies 

Using the 102-year record of national rice yields (1883 -1984), years with unusu-
ally high or low yields (relative to trend) were identified in Section 3. Scenarios 
for individual years were selected on the basis of significant positive ("good" 
year) or negative ("bad" year) yield anomalies. Sequences of years were chosen 
according to the stability of yields during a period, the unstable periods charac-
terized by a high frequency of summer damage years. Meteorological informa-
tion for each of the chosen years and periods was subsequently obtained from the 
instrumental observation records to quantify the climatic scenarios. 

The scenarios selected were: good (1979) and ba(1 (1980) individual years 
(for which May October temperature anomalies are mapped for all Japan in Fig-
ure 3.12), and stable (1957-1966) and unstable (1926--1935) decades. Some other 
variants were adopted elsewhere in the report. In Section 5 because suitable 
data were not available prior to 1945, the period 19741983 was selected as an 
unstable decade, and in Section 6, where chniatic data have been used as inputs 
to a national economic model, two further "synthetic" scenarios are introduced 
that are based on the instrumental record. The first embraces ten consecutive 
occurrences of the "bad" year, 1980, and the second involves three repetitions of 
the consecutive "cold damage" years 1980-82 assumed to occur over a 9-year 
period (Table 2.1). 

2.5. The GISS 2 x CO2  Scenario 

In common with the other case studies in this volume, outputs from the GISS 
general circulation model were used to simulate the climate of Japan under dou-
bled concentrations of atmospheric carbon dioxide (8cc Part 1, Section 3 of this 
volume). Values of mean monthly air temperature (C), precipitation rate 
(mm/day) and cloud cover (tenths) were provided on a 4 latitude x 5° longitude 
grid point network for the Japan region! ci. Figure 2.6(a)]. These were obtained 
in three forms: 

GISS model-generated 1 x 002  equilibrium values. 
GISS model-generated 2 x 002  equilibrium values. 
GISS 2 x CO 2  GISS 1 x 002  values (change in equilibrium climate for a 
doubling of CO 2 ). 

Since the cloud cover values were not actually required for impact experi-
ments, these were noted but no further computations were conducted. Tempera-
ture values are required as inputs to all the impact models in Sections 3-6, and 
for estimating net primary productivity in Section 3, precipitation data have also 
been used. 
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2.5.1. GISS iriodel verification 

In order to test the performance of the GISS model in simulating present 
climatic conditions in Japan, comparisons were made between the monthly 
values of terriperature and precipitation generated in the GISS model I x CO 2  
equilibrium run and instrumentally observed station data for the period 
1951-1980. Three stations (Sapporo, Sendai and Fukuoka) were selected to 
represent northern (Ilokkaido district), north-central (Tohoku) and southwestern 
(Kyushu) Japan, respectively, and G1SS model data from nearby grid points 
were extracted for comparison: 

llokkaido: 	Sapporo (43°03'N, 14120'E); GISS model grid point (42N, 140E). 
Tohoku: 	Sendai (3816'N, 14054E); GISS model grid point (38°N, 140E). 
Kyushu: 	Fukuoka (3335'N, 130°23i); GISS model grid point (34N, 130E). 

Observed values are plotted on the same axes as GISS 1 x CO2  and GISS 2 
x CO 2  values of mean monthly temperature and monthly mean precipitation 
rate in Figure 2.5. At all locations, the GISS model successfully reproduces the 
annual march of temperatures, with an August maximum, but the amplitude of 
the annual cycle is underestimated, with too low summer temperatures at 
fukuoka I FIgure 2.5(c), highly exaggerated winter temperatures (by nearly 
10°C) at Sendal [Figure 2.5(b)[ and a combination of these at Sapporo [Figure 
2.5(a)]. The discrepancies are probably attributable to the proximity of Japan to 
the moderating influence of the Pacific Ocean (warmer than the land in winter, 
cooler in summer), and the inability of the GTSS model, with its coarse grid point 
network, to account for the modifying effect of the Japanese land mass on this 
oceanic clirriate The GISS 2 x CO 2  temperature estimates imply a warming, 
relative to 1 x CO 2  conditions, in every month with the greater increases occur-
ring in the first than in the second half of the year at all stations (see below). 

While the GISS 1 x CO2  temperature estimates are inaccurate in re-
presenting the present conditions, the estimates of monthly mean precipitation 
rate are grossly in error and extremely misleading (Figure 2.5). The GISS model 
generates a fairly even distribution of monthly precipitation throughout the year 
at all stations, with higher values in the north than the south, and with a peak in 
late summer or early winter. Although the observation data show a late summer 
peak at Sapporo, values in every month are lower than predicted by the GISS 
model. The pronounced summer peak in observed precipitation rate at both 
Sendai and Fukuoka (the Bai-u rains - see Section 1) is not simulated by the 
GESS model at all, values are overestimated for Sendai IFIgure 2.5(b)[ and 
underestimated (by as much as a factor of 3) for Fukuoka j Figure 2.5(c)[. GISS 
model estimates for 2 x CO 2  precipitation are similar in pattern to the 1 x CO2  
estimates but, in contrast to the estimates for the other high latitude regions 
reported in this volume, the 2 x CO 2  values for some months are lower than the 
1 x CO2  values (particularly at Fukuoka, in southwestern Japan - see discussion 
below). 
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Figure 25. Comparison of observed mean monthly temperatures and monthly mean 
precipitation rate (1951-80) with GISS model-generated 1 x CO 2  and 2 x CO 2  equilib-
riurn temperatures at (a) Sapporo, (b) Sendai, and (c) Fukuoka. (Source: Japanese 
Meteorological Agency, 1981.) 
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2.5.2. Constructing the 2 x CO 2  scenario 

Given the poor correspondence between the GISS model 1 x CO 2  estimates and 
observed climate in these three regions of Japan, it was considered likely to be 
similarly unrealistic to use the 2 x CO 2  estimates directly to represent local 
agroclimatic conditions under doubled CO 2 . lnstead, and in line with the other 
case studes, it was thought more appropriate to use the change between the 
G1SS-gerierated 1 x CO 2  and 2 x CO2  equilibrium conditions to represent the 
difference between the observed present-day climate and a future 2 x CO 2  cli-
rriate. Although this assumption is of somewhat doubtful validity for construct-
lug the 2 x CO 2  precipitation scenario, that scenario is employed in only one 
application (in Section 3) and is riot used for estimating impacts on rice produc-
tion. 

in each of the subsequent sections, therefore, the 2 x CO 2  scenario has 
been constructed by adding the difference between 1 x CO 2  and 2 x CO2  tern-
perature and, where applicable, precipitation values to the mean values for the 
baseline period - the "differences" methods: 

1 2xCO 2 	[Tciss 2xCO 2 	C1SS 1CO2 + 'REF 

and 
-- rj 	 Ii 	 P 2xCO 2 	c1S 2.iO -- ciss xCO 	RIl' 

it should be noted that the adjustinient of precipitation values differs frorri 
the "ratios" met hod used in the Canadian and leclan die case studies, there being 
rio particular ad vantage in using the latter technique in Japan since haseline pre 
cipitatiori totals are quite lngh (especially during the growing season) relative to 
the changes estimated by the GISS model. Further discussion of the 
"differences" and "ratios" iriethods is given in Part 11, Section 1 of this volume. 

The geographical patterns of changes in air temperature and precipitation 
rate are shown in Figures 2.6(e) and 2.f(e) for the warmer half year 
(April-September), and in Figures 2.6(b) and 2.6(d) for the colder half year 
(October March), respectively. Some specific features of the distributions of air 
temperature include: 

Temperature increases of about 3 3. 5C in the warmer half year, compared 
with 2--I C in the colder half year (in contrast to greater warming in the 
winter than summer months in the other high latitude case study regions). 
The smallest temniperature increases in both years are in southwestern 
.1 apan. 
There is a zone of maximum warming running from the Korean Peninsula 
to ilokkaido during the warmer half year, while flokkaido experiences the 
greatest warming in Japan in the winter hall year Fngure 2.6(a) and (b)l. 

The pattern of changes in precipitation rate shows a marked contrast 
between southwestern japan and the central and northern regions, the former 
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Figure 26. Geographical distribution of GISS model-generated changes between 1 x 
CO2  and 2 X CO 2  climate: (a) mean April SepLcr[Lbcr arr ternperatllre (CC), (b) mean 
October-March air temperature, (c) mean April-September precipitation rate 
(mm/day), and (d) mean October-March precipitation rate. 

area receiving decreased precipitation in both half years (particularly so in the 
winter), while Hokkaido and Tohoku districts show small positive anoirialies 
[Figure 2.6(c) and (d)[. 

In the following sections (3-6) of this study, climate impact experir.ents 
have been conducted for specific regions in Japan, with each regional 2 x CO 2  
scenario constructed relative to different baseline station data and for different 
months or seasons. Table 2.1 compares temperatures under the 2 x CO 2  
scenario with those for the various instrumental scenarios in Hokkaido and 
Tohoku districts. For comparative purposes, all scenarios are expressed in terms 
of mean July--August temperatures, although this averaging period is not 
employed in all studies. 
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For a more detailed comparison between the observed clirriate and the 2 x 
CO 2  scenario climate, Table 2.2 shows the respective mean monthly air tempera-
ture and precipitation data for Sapporo (Hokkaido district, altitude 17ni) and 
Sendai (coastal Tohoku, altitude 38 nì) for the period 1931 60. In addition, to 
give an impression of the types of geographical shifts of the climatic regIme 
implied in the 2 x CO 2  scenario, meteorological stations have been identified (by 
examining climatological data for the same 1931-60 period from elsewhere in 
Japan) that might serve as present-day analogues of the estimated scenario con-
ditions. Thus, the 2 x CO 2  climate of Sapporo might resemble the present cli-
mate of Yamagata (38°15'N, 14021'E, altitude 151 m - inland from Sendai in 
central Tohoku) or, further south, that of Nagano (3640'N, 138'12E, altitude 
418mn - an upland site in northeast Chuba district), and the 2 x CO2  Sendai cli-
mate would be analogous to that of Nagoya (35'I0N, 136'58'E, 51 m - at the 
extreme southwest of Chuba district (Table 2.2 - for station locations, see Figure 

Finally, mention should be made of the methods with which the 2 x CO 2  
scenario has been applied to data in the impact experiments. In most cases, the 
experiments are conducted for climatic conditions averaged over a period of 
years or for individual years, and the 2 x CO 2  scenario is assumed to represent 
the equilibrium climatic condition at a hypothetical date in the future. However, 
in Section 6, an attempt has been made to simulate the transition between the 
present climate and the 2 x CO 2  conditions. The impact model used in this 
application operates over 16 years; therefore this time period has been selected as 
the hypothetical transition phase over which the climatic change occurs (it is 
assumed to be liflear over time). Of course, this represents a very rapid, prob-
ably unrealistic, change in climate, but it does provide a temporal comnpoiient to 
the scenario that is lacking in the other experiments. 

2.6. Relating Regional Scenarios to Synoptic Processes 

2.6.1. Coniposite maps of anomalously warm months 

We now attempt to evaluate the realism of the 2 x CO 2  scenarios by seeking 
analogues in Japan from the instrumental record. 

Four anomalously warm months were selected to represent each of the 
warmer and cooler half years over Japan. rfhese  were April and May 1963, May 
1964 and May 1967, representing the warmer half year; and February 1967, 
December 1968, February 1972, and December 1972, the colder half year. The 
use of specific warm months to represent a half year period was considered be 
an acceptable procedure, since under 2 x CO 2  conditions, all months in a partic-
ular half year might, on average, be expected to exhibit similar (semi-permanent) 
mid-tropospheric circulation patterns. That assumption is not tested here, but it 
should be noted before attempting to interpret the results. The 4-month comnpo-
site surface air temperature anomalies relative to the period (1951-80) are 
mapped for the Japan region in Figures 2.7(a) and 2.7(b) (for the summer and 
winter half years, respectively). 
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Figure 2.7. Composite maps of surface air temperature anomaly (C) relative to the 
period 1951-80 for 4 months representing (a) the summer half year (April-September) 
and (b) the winter half year (October-March). 
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[n the summer half year l Figure 2.7(a)], a warm anomaly extends from 
southwestern to central Japan, and a cool anomaly runs from the Yellow Sea via 
the Korean Peninsula to Tohoku District. Another warmer than average zone 
extends frorn northeast China in an east-northeast direction. Comparing Figure 
2.7(a) with /"ujure 2.6(a), which shows the temperature anomalies estimated by 
the GISS model for 2 x CO 2 , it is evident that the anomalies are of rriuch greater 
magnitude under the latter conditions, and the anomaly patterns are also 
different. This suggests that different mechanisms in the synoptic climatology of 
the region may be of importance under conditions of a 0-1 C warming than 
under the postulated 3.0-3.8 C change given 2 x CO2  conditions. 

The composite anomaly map for the winter half year lFigure 2.7(b)] is 
characterized by large positive anomalies over the northeril part of the Sea of 
JapaTi extending to northern Japan, and a small negative anonialy to the 
southwest of Japan. Comparing Figure 2.7(b) with Figure 2.6(b), (2 x CO 23  
winter half year), it is clear once again that the patterns are somewhat different. 
However, the two patterns do both show an increase in the temperature anomaly 
towards northern Japan. 

The vertical distance in the atmosphere between air at 1000mb pressure 
(near to the ground at sea level) and air at 500mb pressure (at about 5-6 km 
height) varies according to the temperature of the air. Warm air expands, and 
the 1000-500mb distance (geopotential height) increases, while the reverse 
occurs with cold air. Composite maps of the 1000--500mb geopotential height 
anomaly were constructed for the same months as described above [Figures 
2.8(a) and 2.8(b)I. This measure was used because it shows the characteristic 
situation of the troposphere better than surface temperature or surface pressure 
patterns alone. Note that these maps cover a much larger area of eastern Asia 
and the north Pacific than the maps of surface air temperature anomalies. Dur-
ing the summer half year, a positive height anomaly covers the zonal region 
extending from east China to the Aleutian Islands. This zone is still present but 
less pronounced in the winter half year. On the other hand, the negative anom-
aly region in Siberia is more striking in the winter than in the summer half year. 

Connibining the infornniatioii in Figures 2.7(a) and Figure 2.8(a), the follow-
ing synoptic clinniatological processes can he interpreted for the summer half 
year. The zonal region with positive air temperature ajioinalies over southwest 
Japan is a result of weaker activity of the polar frontal zone, which can be 
observed as a positive geopotential height anomaly. On the other hand, the posi-
tive anomaly of air terriperature from northeast China to Sakhalin may be caused 
by a westward shift of the low pressure trough that extends from the Arctic Sea 
to higher latitudes in Siberia. The eastern part of this trough, which under the 
anomalous condition covers the area from northeast China to Sakhalin [Figure 
2.8(a)], brings warnier than normal conditions to northern Japan because of the 
warmer southwesterly winds that circulate around the trough. Furthermore, 
comparing Figure 2.8(a) with Figure 2.6(a), it can be inferred that the maximum 
warming zone frorri the Korean Peninsula to northeast Japan might be related to 
a positive geopotential height anomaly zone under 2 x CO 2  conditions. In addi-
tion, the weakening of the polar frontal zone in southwest Japan could explain 
the reduced precipitation inferred for the region IFigure 2.6(c)]. 
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Fignre 2.8. Composite maps of the geopotential height anomaly (gpm) at the 500 mb 
level relative to the period 1951-80 for 4 months representing the (a) summer half year 
and (b) winter half year. 

Comparing Figure 2.7(b) with Figure 2.8(b), for the winter half year, a 
positive height anomaly extends across the whole of Japan indicating that, at 
least to the south of 55N, the trough in East Asia is weaker than normal, result-
ing in a reduced northwesterly winter monsoon and positive temperature 
anomalies in northeast China and in and around Japan I Figure 2.7(b)]. 

The striking positive anomalies in northeast China and northern Japan 
under 2 x CO2  conditions [Figure 2.6(b)] are therefore thought to be real 
features. Also, the marked negative anomalies of precipitation south of Kymishu 
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might be Caused (as in the summer haLf year) by the weakened polar frontal 
activities l Figure 2.6(d)I. 

The polar frontal zone at the surface, and the trough in the mid-
troposphere, discussed above, appear as semi-permanent features on seasonal 
pressure maps, and play an important role in the climate of Fast Asia (Yosliino, 
1978a). Results such as these can therefore help to clarify some aspects of the 
synoptic clirriatology both of past and of future (including 2 x G0 2 ) climates in 
the region. 

2.6.2. Composite maps of good" and bad" harvest years 

In the same way that composite maps were used to exarriirie the synoptic 
features of the 2 x CO2  scenario, the instrumental scenarios of "good" and 
"bad" harvest years (described above in Subsection 2.4.3) can also be character-
ized in terms of regional-scale spatial climatic patterns. During the period 
1945-1983, a number of good harvest years (1952, 1955, 1962, 1967, 1975 and 
1979) and bad harvest years (1953, 1954, 1956, 1971, 1976, 1980, 1981, 1982 and 
1983) occurred that have been identified in Section 3 of this report. Some of 
these have been selected as extreme year scenarios (see Table 2.1), so we produce 
here composite maps of the surface climatic conditions for all of the respective 
good and bad harvest years, in an attempt to identify characteristic features of 
these events. Anomaly maps (relative to 1951 80 averages) have been con-
structed for mean growing season (May-October) air temperature and precipita-
tion during six good and six bad harvest years, respectively. Due to limitations 
oii data availability for certain stations in China and North Korea, the years 
1981, 1982 and 1983 were omitted fronri the calculations. 

Air Temperalure Anomalies 

Figures 2.9(a) and 2.9(b) show the distribution of May--October temperature 
anomalies (relative to 1951-80) for good and had harvest years, respectively, in 
Fuqure 2.9(a), the regions of greatest positive anomalies are located on the Pacific 
side of Hokkaido and northern Honshu, where the cool northeasterly Yamase 
wind normally prevails, and also over northeast China. This suggests that dur-
ing the good harvest years, air temperature is frequently higher than the iiormal 
years in the higher latitude regions, probably because of the weakened influence 
of the northeasterlies from the Okhotsk anticyclone. in Figure 2.9(b) (had 
years), the negative anomaly regions cover a broad area encompassing nearly all 
of the four major Japanese islands. In contrast to this negative anomaly region, 
a positive anomaly appears in the Nansei islands, southwest Japan. This Shari) 
gradient along the southern coast of Japan may be attributable to a marked 
polar frontal zone located along the coast. The magnitude of the temperature 
differences between the composite good and bad harvest years are about 1 °C in 
north Japan, 0.8CC in Central Japan and 0.1-0.5C in Kyushu and Shikoku, 
southwest Japan. 
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Figure 2.9. Distribution of May—October temperature anomalies (relative to 1951 -80) 
for (a) good and (b) bad harvest years. 
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Precipta1zon A nornalies 

In order to examine the relative riiagnitude of precipitation anomalies in "good" 
and "bad" harvest years, absolute values of precipitation frorri the corriposite sets 
of good and bad harvest years have been mapped in Figures 2.10(a) and 2.10(b). 
The maps reveal a zone of heavy rainfall (>300mm) rulirling from the Nansei 
Islands in an east-northeast direction, coinciding with the Pacific polar frontal 
zone that controls the Bai-u and Shurin rainy seasons. Three interesting 
features can he observed: 

In the good harvest years, the axis of the rainfall zone is located latitudi-
nally about I-V to the south of the southern coast of Japan, whereas in 
the had harvest years, the zone covers the southern coasts of Kyusliu and 
Shikoku. 
The zones of greatest precipitation amount are more extensive in the bad 
than in the good harvest years. 
The combination of the above two effects results in Kyushu and Shikoku 
receiving 70 100 rrirn more rainfall in the composite had harvest years than 
in the good harvest years. In Central and Northern Honshu, the differences 
are 20 40mm. 

The distribution of precipitation anomalies for the good and bad harvest 
years are shown in Figures 2.11(a) and 211(b), respectively. Consistent with the 
observations mentioned above, negative anomalies of about 20 to -40nirni are 
found in Kyushu and Shikoku during good harvest years, while positive 
anomalies of 60 &)mm are common over much of southwest Japan with only 
minor negative anomalies in Hokkaido and time Nansei Islands in the bad harvest 
years. Interestingly, the pattern of precipitation anomalies in the good harvest 
years is similar to that implied for the warmer half year under the 2 < CO 2  
scenario [aee Figure 2.6(e)]. 

2.6.3. Interpreting the 2 x CO 2  Scenario 

The foregoing analysis of ariomnialy patterns over the Japan region suggests the 
following interpretation of the synoptic mechanisms operating under a 2 x CO 2  
climate. In the summer half years, the large positive temperature anomalies over 
Japan l Figure 2.6(a)1 could be explained by the enhanced development of the 
Ogasawara high (subtropical anticyclorie) bringing warm air to the higher lati-
tude regions in the study area. A marked belt of positive pressure anomalies 
would restrict the intensive development of the Bai-ii and Shurini fronts, result-
ing in scarce rainfall over southwest Japan and the southern seas las in Figure 
2.6(c)]. 

For the colder half year, the striking positive air terriperature anomaly 
regions in northeast China (about 4'C), and smaller positive anomalies (about 
2 C) along with decreased precipitation in the lower latitudes of the study region 
may be related to the appearance of a positive pressure anomaly in the middLe 
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troposphere in the latitude of Hokkaido. This implies a weakening of the trough 
that usually extends along 140° E longitude, and a weakened winter monsoonal 
circulation leading to warmer conditions over the whole country, with less 
precipitation in southern regions due to decreased frontal activity [Fzgure 2.6(d)1. 

Whatever the controlling mechanisms behind these climatic changes, it is 
likely that further changes will occur in the future, so the remainder of this study 
investigates what the probable impacts of a range of climatic variations (as 
specified by the scenarios) may he. in Section 3, the sensitivity of national rice 
yields to climatic variability is discussed, and changes in net primary produc-
tivity of vegetation are evaluated for the different scenarios. In Section 4, the 
limits on cultivable area for rice in llokkaido and Tohoku districts are computed 
for a range of scenarios, while in Section 5 levels of rice yield in Hokkaido are 
estimated using a simulation model. Section 6 examines the effects of climate-
induced productivity changes on the supply and stocks of rice at national level 
using an integrated econometric model. 



SECTION 3 

The Effects on 
Latitudinal Shift of 
Plant Growth Potential 

3.1. Introduction 

The main purposes of this sectioji are 

To study the latitudinal distribution of thermal resources important for the 
cultivation of rice 
To estimate the extent of latitudinal shift due to climatic variations. 
To assess variations in plant growth potential which might occur under the 
different climatic scenarios described in Section 2. 

Rice plants, being indigenous to tropical or subtropical humid regions, need 
enough thermal and water resources throughout their growing season to yield a 
good crop. Since rice cultivation has been introduced into Japan, much effort 
has been concentrated on the development of agricultural techniques for increas-
ing its yield. The breeding of rice varieties more tolerant to cool summer condi-
tions and the development of irrigation systems for water supply have succeeded 
in expanding the boundary of rice cultivation as far north as Hokkaido (located 
between 41°N and 45°N) and at as high an altitude as the foot of Mt. Yatsuga-
take (at about 1000m, and at latitude 36°N). With the development of rice cul-
tivation techniques, the main producing area of rice in Japan has moved north-
wards from Kyushu district in the Meiji era (1868-1912), to Hokkaido, Tohoku 
and 1-lokuriku at the present. 

The climate in Japan varies considerably frorri south to north Japan, 
because the four main islands lIokkaido, Honshu, Shikoku arid Kyushu - 
stretch in an arc 2200 km long between 24°N and 46°N. Temperature conditions 
in the northern districts are not favorable for rice production and rice cultivation 
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here is very sensitive to variations of climate, particularly to cool summer dam-
age. It is this sensitivity of rice production in marginal areas of Japan that is the 
focus of this section. 

3.2. Statistical Characteristics of Thermal Resources 

3.2.1. Latitudinal distribution of thermal resources 

Meteorological data from about iSO stations in Japan and about 229 stations 
with an altitude of less than ISOm elsewhere in the northern hemisphere, have 
been analyzed to study the latitudinal change in thermal resources important to 
plant productivity (Tichijima, 1976a, 1976h, 1976c; Uchijima and Horibe, 1977). 
Four agroclimatic indexes - effective accumulated temperature (E T 10 , degree-
days), effective period (D 10 , days), warmth index (WI, degree-months) and cold-
ness index (CI, degree-months) - were calculated from the following relations; 

k 

	

E T0 	=7d,i 	 for 7'd > 10°C  

	

D0 	
t1 	

for T> 10°C 	 (3.2) 

	

WI 	(Tm,j  -. 5) 	 for Tm  > 5°C 	 (3.3) 

	

CI 	E (5 Tn, 	 for T < 5°C 	 (3.4) 
j=1 

where Td1  is mean temperature on day i, T 3  is mean temperature in month 5, 
k is the number of days on which daily mean temperature was equal to or above 
10 °C, nn is the number of months in which monthly mean temperature was equal 
to or above 5°C and n is the number of months in which monthly mean tempera-
ture was equal to or below 5°C. The effective period (D 10 ) characterizing the 
duration of period in which summer crops and plants can grow vigorously is the 
length of the consecutive period with T equal to or above .10°C, in days. 

The computed data for the respective indexes were grouped over latitudinal 
bands, each with a width of 5 degrees, to illustrate their latitudinal distribution. 
They are plotted along with mean annual temperature over the northern hemi-
sphere, in Figure 3.1. The points in Ftgure 3.1(a) and 3.1(c) denote the zonal 
average of the climatic indexes. The number of stations representing each lati-
tude band are shown together with vertical bars on the points that indicate the 
standard deviation of the indexes in the respective latitudinal bands. As can be 
seen in these plots 1 T 1  D and WI are nearly constant in a latitudinal range 
lower than about 20°N, and then decrease sharply in the middle latitudes, 
becoming approximately zero at a latitude of about 75°N. 

On the other hand, the mean coldness index (CI) is zero at latitudes lower 
than 30°N, and increases considerably with increasing latitude. The change in 
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Fzgure 31. Latitudinal distribution of (a) effective accumulated temperature, 1T13 , 

and annual mean temperature, T,, (Uchijima, 1976a); (b) effective period, 510  (adapted 
from Uchijima, 1976b); and (c) warmth index, WI, and coldness index, CI (Ucliijima 
and Horibe, 1977). For explanation, see text. 

ET10 , D10 , WI and C! with latitude, ço, over the northern hemisphere can be 
well approximated by: 

	

ET = 10663 + 4l.lp 9.02 + 0.096 	for çi <GtYN 	(3.5) 
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Pi9ure 9.2. The dependence of T 10  on mean July-August temperature, P7 . 8 .  

Li 10  363.1 + 3.54 p - 0.3 p2  + 0.0029 p3  for p < 60 0 N (3.6) 

W7 = 244.3 + 3.94 p 	0.29p 	* 0.0026p 3  for p < 500 N (3.7) 

CI = 0.676 (p - 30) 1.47 for p > 300 N (3.8) 

where the upper bars denote the period average values of each quatitity. The 
curves calculated from the above empirical relations are shown by solid lines in 
Figure 9.1. 

Analyses of field experimental data of rice growth and yield in relation to 
weather conditions have revealed that the yield index of rice Idescribed in equa-
tion (3.11), belowl correlates closely to the mean temperature for the warmest 
period (July and August) (NIAS, 1976; Uchijima, 1981). This is mainly because 
the young ears of rice plants, which are vulnerable to temperature, are formed 
and developed in this period. Hence, it is reasonable to assume that the mean 
air temperature for the period July to August (T7 8) is also an important 
climatic index characterizing the thermal resources for rice cultivation. Using 
meteorological data from 150 stations over Japan, the relationship between E T 0  
and T7. , was studied and is presented in Figure 8.2. T. was found to range 
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from 19°C in the northern part of Hokkaido to 27°C in the southern part of 
Kyushu. The dependence of ET I. on "7 8 in Japan can be approximated by: 

E T10 = 9.08 T 
	

(3.9) 

This empirical relation can be used to convert T7 8  into T IO ,  and vice versa. 

3.2.2. Latitudinal shift of isopleths of E T10  

Using climatic data from the European plain of the USSR, Saposhnikova el al. 
(1957) studied the northward or southward shift of 2T10  due to recorded varia-
tions in the climate. As already reported in a previous paper (Uchijima, 1981), 
the variability of thermal resources increases gradually with decreases in the 
annual mean temperature, and these variations should lead to a shift of the iso-
pleths from their average position, influencing the growth and yield of crops. 
Using the assumption that values of d/dT 10  obtained from equation (3.) can 
be applied to estimate the latitudinal shift of E T10-isopleths frorri their normal 
positions, the following relation was obtained (Uchijima, 1976a): 

L7 -= A(1 - Z) ETIO 	 (3.10) 

where A is the latitudinal shift of the 	T 10-isopleth (in degrees), E1, 10  is the 
period average of E T10 , and A and Z are respectively given by: 

A cl ~o ldE Tm 

1.96 X 10-2 	5.16 X IO' 	3.96 X tO_lU 

and 

z 	1 j-  [To/(370 f 40.8 

o is the return period in years and CVET  is the coefficient of variation of E T10  
fluctuations. Equation (3.10) indicates that when Z is larger than unity (imply-
ing that climate becomes warmer than the normal), the T 10-isopleths shift 
northwards, while values of Z smaller than unity lead to a southward shift of the 
isopleths, indicating that the climate has become cooler than normal. 

The results obtained from equation (3.10) are presented as the curve in 
Figure 39(a). This is compared, on the same diagram, with the results obtained 
from the World Atlas of Agroeltrnatic Resources (Golts'berg, 1972). The good 
agreement of results from equation (3.10) and from the World Atlas g ives strong  
support to equation (3.10), which has thus been applied to climatic data from 
Japan, for estimating the shift of E T 10-isopleths over the latitude range of Japan 
due to climatic fluctuations [expressed in terms of their return period - Figure 
3.3(b)J. The conclusion to be drawn from this figure is that the shift of T10-
isopleths is larger in the northern districts than in the southern districts of 
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isopleths that could be expected if the temperature regime changed as indicated (after 
Uchijima, 1976c). 

Japan. This implies that the Huctuation in thermal resources is larger in the 
northern districts, giving climatic conditions that are less favorable to rice cul-
tivation, than in southern districts where thermal resources for rice cultivation 
are plentiful. A southward shift of E T10-isopteths indicates an anomalous lower-
ing of temperature and a poor crop of rice, while their northward shift is associ-
ated with anomalously high temperatures and the likelihood of a good rice crop. 
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3.3. Yield Variability of Rice in Relation to 
Temperature Variations 

Although improved agricultural techniques have been successful in increasing 
and stabilizing rice production in Japan, climate (particularly temperature) is 
still a most important constraint (see Sections 4 and 5 of this report). The poor 
rice crop in Japan for the 4 consecutive years from 1980 to 1983 indicates clearly 
the close correlation between rice yield and temperature conditions. 

The following yield index (IY) was calculated in order to distinguish the 
effects of the development of agricultural techniques and of fluctuating climate 
on rice yield: 

IY(t) = Y(t)/ YT(t) 	 (3.11) 

where Y(t) and Y 1 (L) are, respectively, the actual rice yield and the trend value 
of rice yield (t/ha) in year t. The trend yield of rice [YT(t)I was estimated 
approximately by fitting a polynomial equation to the time series of annual rice 
yields using a simple computer package (Cen and Ida, 1983). Figure 3.4 shows 
the variations in the yield index of rice in representative prefectures of Japan. 

In Hokkaido and Iwate where the rice production has been frequently 
affected by cool summers, the variations in IY(t) are of greater magnitude than 
those in southern prefectures with sufficient heat supply (as indicated by the 
standard deviation values shown in Figure 3.). As a result, the occurrence 
probability of a yield index lower than 0.7 is about 0.18 in Hokkaido and about 
0.07 in Iwate prefecture. In regions further south, the magnitude of the 
coefficient of variation of the IY time series decreases considerably, reaching a 
minimum level in the Kansai district (central honshu, prefectures 23 and 2-29, 
see Fzgure 1.1), before increasing again in the southernmost districts of Japan, 
probably because of the higher frequency of typhoons in those areas. 

The yield variability (CV1y) of rice has been plotted against the mean 
July--August temperature (p78)  for all Japanese prefectures to investigate quan-
titatively the dependence of yield variability of rice on thermal resources l Figure 
8.5(a). The magnitude of CV1y  in the IV time series increased approximately 
linearly with decreasing T78  for the range of T78  below 24 'C, reaching a level of 
about 30% at T 	of 19°C (in hlokkaido). Although there is somewhat large 
scatter of points in the range of T 	above 24 'C, it appears that the magnitude 
of CV1y  is lowest at about 10-12% between 25 and 26°C (in the Kansai district), 
followed by a gradual increase in CV1y  with higher mean temperatures. Figarc 
8.5(b) depicts the relationship between yearly variations of the yield index and of 
178. The figure indicates how the standard deviation of the IY time series (ajy ) 
increases nearly linearly with increments of the standard deviation of the 
time series, for the range of UT  over 1.0°C. The dependence of the yearly varia-
bility of rice yield (as characterized by CV1 and a1y) on the thermal resources 
(T78 ) and the yearly variability of thermal resources (a 7 ) can be well approxi-
mated: 
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CV1 - 275.19 - 19.933 T + 
0.03761T7812 	

(3.12) 

ajy  = —1.068 ± 4582CT - 5.737a. * 2.3324 , 	 (3.13) 

0.65 < 	< 1.3 

where T75  is the period average of T78  (Uchijirna, 1980. Relationships similar 
to equations (3.12) and (3.13) were also obtained by Hanyu and Ishiguro (1972) 
between the effective accumulated temperature during the safe cultivatioji season 
for rice plants, and the crop situation index of rice. They used weather and rice 
yield data from i{okkaido and Tohoku districts. Because these districts have 
soiriewhat unfavorable weather conditions for rice cultivation, the relationship 
between rice yield and thermal resources was more clearly delined than in the 
results presented in Figure 3.5. 

3.4. Climatic Variations and Plant Growth Potential 

Different climatic factors tend to fluctuate simultaneously with some correlation 
between them, and their combined effect can influence the growth of crops and 
natural vegetation. Therefore, it is usually necessary to consider the simultane-
ous effects of climatic factors on plants. In the following section an agroclimatic 
model for evaluating the net primary productivity (NPP) of natural vegetation is 
described. Impacts of climatic variations on plant growth potential 
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(characterized by net primary productivity) are then quantified using the model 
for a number of climatic scenarios. 

3.4.1. Chikugo model for evaluating net primary productivity 

By considering the vertical fluxes of carbon dioxide and water vapor due to pho-
tosynthesis and transpiration of a plant community, Uchijima and Seino (1985a) 
obtained the following relation between NPP Itonnes  dry weight per hectare per 
year, tDW/(ha/yr)] and climatic factors: 

NPP= A0.1? 
	

(3.14) 
d(1 + /1) 

where R is the annual net radiation (kcal/cm 2 ), d is the water vapor deficit of 
air (mm Hg), 3 is the Bowen ratio characterizing the partitioning of solar energy 
into sensible and latent heat fluxes, and A 0  is a numerical constant related to 
stomatal and canopy resistances, carbon dioxide concentration in the air, and 
stomatal cavities of leaves. Equation (3.14) indicates that NPP should increase 
linearly with increasing annual net radiation and is inversely proportional to the 
product of d and (1 + 3) (related to the dryness of the climate see Budyko, 
1971). Equation (3.14) is the theoretical basis for the Chikugo model to be 
described below. Data on phytomass production, obtained through the Interna-
tional Biological Programme (IBP) during the period 1964 to 1972 (Cannel!, 
1982) and climatic data from Japan and the rest of the world (Muller, 1982; 
Colts'berg, 1972; Japanese Meteorological Agency, 1982) were used to verify the 
above theoretical expression and to construct the Chikugo model. 

Figure 3.6 illustrates the dependence of NP? on the annual net radiation 
for respective climatic zones that are characterized on the basis of the radiative 
dryness index (RDI = R/lr, where 1 is the latent heat of evaporation, cal/g 
H20, and r is the annual precipitation, cm). The circles on Figure 8.6 denote the 

average of NPP values over R bands with a 5 kcal/cm 2  interval width. Inspec-

tion of Figure 3.6 indicates that NPP values in each RDI zone are approximately 
proportional to annual net radiation and that the proportionality constant () 
between NPP and R decreases considerably as the climate becomes drier. This 
suggests that the efficiency of plant photosynthesis decreases rapidly as climate 
becomes more dry, agreeing well with results obtained in crop experiments (for 
example, see Gifford, 1979). 

The relationship between RDI, R and NPP can thus be expressed as fol- 

lows: 

NPP = 	R1 	 (3.15) 

a = f(RDI) 	 (3.16) 
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Figure 8.6. Dependence of NPP of natural vegetation on annual net radiation (Rn ) for 
respective RDI bands. The numeral (n) for each tone denotes the number of data on net 
primary productivity (after tJchijima and Seino, 1985a). 

The proportionality constant (a), determined from the data in Figure 3.6, is 
presented in Figure 8.7 as a function of the radiative dryness index (RD1). As 
indicated in this figure, the value of a decreased drastically with increasing RDI 
from about 0.29 in a RDI range below 0.2, to a level of 0.01 in a RDI range 
above 3.0. This relation can be approximated by: 

a -= 0.29 exp [-0.216(RDI) 2 ] 
	

(3.17) 

By combining Budyko's and hare's proposals about the relationship 
betweeti climatic dryness indexes and vegetation types (Budyko, 1956; Hare, 
1983), we can suggest the following correlation between RDI and vegetation 
types: 
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RDI Range 	Vegetation type 

	

> 10 	True desert 

	

7 10 	Desert margin 

	

2-7 	Semi-arid zone 

	

1-2 	Subhuinid, steppe or savanna 

	

< I 	H timid forest zone 

Figures 3.6 and 3.7 and the above list, indicate that IWI is a useful index for 
characterizing the efficiency of phytomass production by natural vegetation. A 
dry climate, by causing a shortage of available moisture in the root zone of 
plants, thus reduces the energy efficiency of plant phytornass production 
(expressed as the percentage calorific value of dry matter relative to the inter-
cepted so'ar radiation energy). This agrees well with the conclusion obtained 
from equation (3.14). 

Substituting equation (3.17) into equation (3.15) yields: 

NPP = 0.29 exp {-0.216(RDfl 2 1 R 	 (3.18) 

This is the Chikugo model for evaluating net primary productivity of natural 
vegetation from weather data (Uchijima and Seino, 1985a). 

3.4.2. Verification of the Chikugo model 

Evaluation of net prtrnary produetwn 

The total net production (TNP - tonnes dry weight per year, tDW/yr) in each of 
the Japanese prefectures was evaluated using the Chikugo model and compared 
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with results reported by Iwaki (1984), in order to test the model's validity. 
Total net production in the ith prefecture was estimated as: 

4 

TNP 	A 3 E,NPP  
j=1 

where A 13  is the area (ha) of the jth land class in Ilie ith prefecture, E3  is the 
production efficiency of the jth land class, and NPP is the mean net primary 
productivity of natural vegetation in the ith prefecture. In our calculation, the 
mean NPP of individual prefectures was determined using a geographical distri-
bution map of NPP (Uchijinia and Seino, 1985b). - 

In an independent analysis, Iwaki (1984) evahiated the values of NPP1  
using data on net primary productivity for 30 typical vegetation types, derived 
mainly from production data obtained experimentally in the Japan IBP studies 
(Kira, 1976; Tadaki and llachiya, 1968). The land in each prefecture was 
divided into four classes - forest, orchard, cultivated land and grassland - having 
production efficiencies of 1.0, 0.8, 0.81 and 0.625, respectively. 
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I'igsre 8.8. Comparison of total net production values, by prefecture, obtained using the 
Chikugo model and Ewaki's method (after Seino and Uchijirna 1985). 

Figure 3.8 shows the comparison of TNP1  obtained by the Chikugo model 
with the results evaluated by iwaki (1984) using plant ecological data. As can be 
seen in this figure, the points are well distributed near the line of perfect agree-
ment, indicating that the Chikugo model is satisfactorily valid, and can he 
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applied to assess the influence of climate variations on net production of natural 
vegetation. 

Applicability for estirnatrng crop production 

The following relation derived from equations (3.14) and (3.15) was used to esti-
mate the magnitude of the numerical constant A 0 : 

A 0 =ad(1--13) 	 (3.20) 

Values of A 0  estimated from equation (3.20) using empirically derived values of 
a and weather data are also presented as a function of RDI in Figure 3.7. The 
magnitude of A 0  increases curvilinearly with increased RI)!, up to an RDI value 
of between 1.4 and 1.8 and decreases gradually for higher values of RI)!. The 
value of A 0  is strongly affected by physiological characteristics of the plants and 
weather conditions at each location. Experimental data show that the net pho-
tosynthesis of crop leaves exceeds that of forest vegetation by a factor of about 
1.5-2.5 (for example, see Kira, 1973). Therefore, we can conclude that the value 
of A. for crops grown in a well cultivated field are likely to be larger than that of 
natural vegetation. Further studies are needed to verify this assumption and to 
extend the use of the Chikugo model to crop production. 

3.4.3. Climatic scenarios 

Imstrumentaj scenartos 

As already outlined in Subsection 2.4.3, in order to construct instrumental 
climatic scenarios for evaluating impacts of climatic variations on plant growth 
potential, the secular change in the national average of rice yield in Japan was 
studied. Data on yield, extending over 102 years (1883-1984), were obtained 
from the Crop Statistics published by the Ministry of Agriculture, Forestry and 
Fisheries of Japan [Figure 3.9(a)). Also shown, on the same time axis, are the 
secular variations in decaded variability of yields, represented as 10year moving 
averages of the coefticient of variation of the yield index, CV1 )Fgure 9.9(b)). 
Rice cultivation in Japan was affected 28 times by unusually cool summer condi-
tions during the past 102 years )black dots on Figure 3.9(a)), implying that cool 
summer damage of rice cultivation in Japan occurs, on average, once in every 4 
years. However, the variations in CV1  indicate that highly unstable suhperiods 
alternate with relatively stable subperiods at an interval of about 2030 years 
[Figure 3.9(b)). Considering the characteristics of these fluctuations in rice yield, 
a number of individual years and periods were adopted as climate scenarios to 
study the impact of climate variation on )VPP-distribution over Japan [see Fig-
ure 3.9(a)). 

In selecting "good" and 'bad" decades, we considered the number of cool 
summer years in each period. The 10-year period, 1957 to 1966, contained only 
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Figure 39. Secular changes 1883-1984, in (a) average national rice yields (t/ha), and 
(b) coefficient of variation (10-year running mean) of detrended rice yields (yield index), 
CV1y (%). Also marked are the positions of the instrumental climatic scenarios. 

Table 3.1. Index of observed rice yields under the in-
strurnental climatic scenarios used in this section. 

Scenario 	 Year(s) 	Yield index (%) 
Good year 1979 103 
Good period 1957-1966 103 
Baseline 1951-1980 100 
Bad period 1926-1935 100 
Bad year 1980 87 

two weak cool summer years (good decade), while the bad period, 1926 to 1935, 
included five cool summer years (Figure 3.9(a)1. Because of the difference in the 
number of cool summer years between the two periods, the fluctuation of rice 
yield was larger in the bad period than in the good period, as indicated in Figure 
8.9(b). However, there was little difference in the mean yield index between 
these periods (see Table 3.1). 

Data on air temperature and precipitation for each of the selected instru-
mental scenarios were extracted from meteorological statistics (Japanese 
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Meteorological Agency, 1981), and were the basic input data for the impact 
experiments. 

2 x CO scenario 

The change in climate from the baseline climate (1951-1980) to that due to a 
doubling of carbon dioxide concentration in the atmosphere was also studied as a 
climatic scenario. As described in Subsection 2.5, changes in mean monthly air 
temperature, precipitation and cloud cover between 1 X  CO 2  and 2 x CO 2  
equilibrium climates were generated by the Goddard Institute for Space Studies 
(GISS) general circulation model (see Part I, Section 3 of this volume). For the 
purposes of these experiments, distribution maps of the equilibrium changes in 
each variable were shown using the grid point data. The distribution maps were 
then superimposed onto the distribution map of meteorological stations in Japan 
to determine the changes at each station. Finally, these values were added to 
the baseline (1951-80) values of the respective variables at the stations, in order 
to obtain scenario values for a 2 x CO 2  climate. Since the changes in cloud 
amount were found to be only slight, these were subsequently ignored in the cal-
culation of global solar radiation and net radiation required for the Chikugo 
model. 

3.4.4. Variations in plant growth potential under different 
climatic scenarios 

Using the climatic scenarios shown in Table 3.1 together with the 2 x CO 2  
scenario for meteorological station locations in Japan, estimates were made with 
the Chikugo model to evaluate the impacts of changes in climate on NPP distri-
bution and total net production of Japan (TNI'0 , tl)W/yr). Figure 3.10 com-
pares the NPP distributions for the respective climatic scenarios. Several imnpor-
tant conclusions can be drawn: 

When the climate is as warm as in 1979 (relative to normal), the isopleths 
of NPP shift northwards from their average positions, mainly due to the 
prolongation of the plant growing period. It was found that the area with 
NPP values below 10 LDW/(ha/yr) narrows considerably shaded area in 
Figure 3.10(e)1, a result of the upward altitudinat shift and northward lati-
tudinal shift of NPP-isopleths. 
When the climate resembles the cool conditions of 1980, the isopleths of 
NPP shift southwards and towards lower elevations relative to their normal 
positions. These shifts of NPP-isopleths lead to an enlargement of the land 
area with NPP values below 10 tDW/(ha/yr) I Figure 3. 10(e)I. 
Under the GISS 2 x CO 2  scenario mean annual air temperatures are about 
2.5'C above the 1951-80 baseline in southern districts (Kyushti and 
Okinawa) and about 3.5'C above in northern districts Hokkaido and 
Tohoku - see Section 2, Figure 2.6(a) and 2.6(b)I.  In response to this 
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warming of climate, the NPP-isopleths shift a considerable distance north-
wards jFigure 3.1001. 

(4) The latitudinal and altitudinal shifts of NPP-isopleths are greater in 
Tohoku and Hokkaido districts than in the southwestern districts of Japan. 
This result agrees well with the conclusion obtained from equation (3.10) 
and presented in Frgure 3.3(a). 

The distribution maps of NPP over Japan shown in Figure 3.10 were used 
to assess the change in area of zones with various NPP values due to variations 
in climate (Ezgure 3.11). The thin line shows the distribution curve of percent-
age area for the baseline climate (1951-1980). As can be seen in this figure, the 
curve shifts towards a higher NPP range or lower NPP range, reflecting the 
change in climate. Comparison of tile distribution curves between the good year 
(1979) and the bad year (1980) shows that the favorable climate observed in 
1979 diminishes the contribution from the NPP range below 10tDW/(ha/yr) 
and increases the contribution from the intermediate NPP range between 10 and 
15tDW/(ha/yr). On the other hand, the unfavorable climate in 1980 decreases 
the contribution from the NPP range above 15tDW/(ha/yr). No great 
difference in the distribution curve is observed between the good period and the 
bad period. This is assumed to be due to the smoothing effect of averaging 
weather conditions over 10 years. Warming of climate under the 2 x CO 2  
scenario has a considerable effect on the distribution curve of the percentage 
area, shifting the curve towards a higher NPP range. 

To quantify the effect of climatic change on the total net production 
(TAP0 ) of Japan, the relative total net production (R7'NP) was calculated from: 

TNP0  
RTNP - 1NP06  (3.21) 

where 7NP08  is the total net production for a specified climatic scenario, and 
TNPOb is the total net production for the baseline climate (380 x 10 tDW/yr). 
The value of TNP0  was determined from: 

47 
TNPQ -z 	TNP1 

a.— I 

where TNPa  is the total net production for the ith prefecture evaluated from 
equation (3.20). As indicated in Figure 3.11, the values of RTNP range from 
0.93 in the bad year (1980) to 1.09 for the 2 x CO 2  climate. Moreover, an 
environment with higher atmospheric CO 2  concentrations would increase the 
photosynthetic rate in plants, with a concomitant increase in dry matter produc-
tion (for example, see Goudriaan and de Ruiter, 1983). The value of RTNP 
tinder a 2 x CO 2  climate might thus be larger than 1.09, if we consider the com-
bined effects on plant production of enhanced photosynthesis and a warmer cli-
mate. 
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Figure 3.10. Distribution maps of net primary productivity of natural vegetation es-
timated using the Chikugo model for specified climatic scenarios: (a) baseline period 
(1951-80), (b) bad decade (1926-35), (c) bad year (1980), (d) good decade (1957-66), 
(e) good year (1979), (j) GISS 2 X CO 2  experiment. 
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Figure 3.11. Distribution curves of percentage area with different NUP values for 
specified climatic scenarios. Class intervals are 2t,DW/(ha/yr); broken line represents 
distribution for the baseline climate (1951 .1980). 



Laiudina1 sluft of pIat growth potential 	 793 

3.4.5. Effect of the extreme year scenarios on rice yield 

As described above, rice cultivation in Japan is very sensitive to climatic condi-
tions, particularly to variations in thermal resources. To investigate the impact 
of climatic variations on rice yield, the geographical distribution of the yield 
index (IV), by prefecture, was compared between the good year and the bad 
year. The results are presented in Figure 3. 12 together with the geographical 
distribution of average (May-October) air temperature anomalies relative to the 
baseline (1951-80). As shown in this figure, there are large differences in JY 
values between 1979 and 1980, particularly on the Pacific Ocean side of Tohoku 
and JJokkaido, where east or northeasterly cool winds ("Yamashe-kaze") dorn-
mated during the rice growing season in 1980. Marked differences in IY values 
between 1979 and 1980 were also observed in southwestern parts of Japan, and 
these can he attributed to the active Bai-ii front being located iii that area for a 
prolonged period during July and August of 1980, reducing global solar radiation 
and decreasing air temperatures. The delayed growth of rice plants that resulted 
in that area caused the decreases in rice yield recorded in 1980. 

Given such large contrasts in yields between 1979 and 1980, the average 
temperature anomalies for the same years appear modest by comparison. The 
May-October temperature anomalies in 1979 and 1980 ranged from 0.0 to .0 °C, 
arid from 0.2 to -1.0°C, respectively. As indicated in Table 3.1, the IY valucs in 
1979 and 1980 were 103% and 87% respectively, while corresponding RTNP 
values were 1.03 and 0.93 (I'Igure 3.11). 'l'hese results indicate that the effects of 
climatic variations on rice yield in Japan are somewhat greater than the effects 
on the net production of natural vegetation. This is probably because rice plants 
are more sensitive to temperature conditions than the natural vegetation found 
in Japan. 

3.5. Conclusions 

The results indicate that the effective accumulated temperature (T)  is highly 
correlated with .July-August air temperatures ( T78 ) that are important for rice 
cultivation. Isopleths of )2T 10  move northward or southward in response to 
changes in the general climate. Such changes in E T10  distribution are more sub-
stantial in northern .Japan than in the southern region, indicating that climatic 
change has a more important influence on rice cultivation in the northern (lis-
tricts. This is confirmed by the fact that variability of rice_yields increases 
approximately linearly with decreasing T78  over the range of T values I low 
24 °C, the coefficient of variation reaching 30% in Hokkaido district where tem-
perature resources are frequently insufficient for rice cultivation. 

The Chikugo model was used to study the impact of climatic changes 
(including that due to a doubling of atmospheric CO 2  content) on plant produc-
tivity potential. The results show that the potential, defined as net primary pro-
ductivity (NPP), is significantly affected by changes in climate. The impact of 
climatic change (represented by specified climatic scenarios) on NPP was more 
considerable in the northern districts of Japan than further south, as observed 
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Figure 3.12. (a) Regional distribution of rice yield index (JY) in 1979 and 1980. (b) 
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for the relationship between rice yield and climate. The relative total net pro-
duction (kTNP) a measure of the ratio of total net production over Japan in 
scenario weather years to that in the baseline (1951-80) average weather year, 
ranged from 0.93 under the "had" year scenario (1980) with a cool summer, to 
1.09 under the GISS model-derived 2 x CO 2  climatic scenario. This latter result 
indicates the potentially important role of climatic changes due to increasing 
CO 2  for plant productivity potential and crop production in Japan. 

In the next section, an empirical statistical approach is employed to exam-
ine the sensitivity of rice yields to temperature variations, and the altitudinal 
limits on potential for rice cultivation are also investigated for a number of 
climatic scenarios. 



SECTION 4 

The Effects on 
Alt itudinal Shift of Rice Yield and 
Cultivable Area in Northern Japan 

4.1. Introduction 

The Hokkaido and Tohoku districts in northern Japan (cf. Figure 1.1) are major 
rice producing areas, accounting for about one-third of total Japanese rice pro-
duction. however, these districts exhibit large interannual fluctuations of rice 
yield, because they are situated near the northern limit of production. The 
coefficient of variation of the yield index (representing annual yields) is higher 
here than elsewhere, amounting to 30.7% in Hokkaido and 13.9% in Tohokii 
(Uchijirria, 1981; see also Subsection 3.3 above). 

Rice growth is particularly sensitive to temperature conditions during the 
heading phase in the summer season, and cool weather dama ge due to low tem-
perature is a recurrent phenomenon in the Hokkaido and Tohoku districts. The 
frequency of occurrence is about one year in six in northern Tohoku, and about 
one year in three or four in 1-Iokkaido, the most northerly island in Japan (Uchi-
jima, 1983). In this section we explore the effect of variations of summer tem-
perature on rice yields and the cultivable area for rice in northern Japan. 

4.2. Critical Temperatures in Rice Production 

The usual cropping season for rice in Japan is from May to October. In order to 
complete the normal growth cycle, effective accumulated temperatures (E T 10) of 
at least 3200 degree-days in Tohoku and at least 2600 degree-days in Hokkaido 
(where early-ripening rice varieties are widespread) are required (Uchijirna, 
1983). Note that the estimate for Hokkaido is a refinement of that presented in 
Section 1 (see Figure 1.6). 
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Figure 4.1. Variations in annual rice yield (tonnes/hectare) in llokkaido, 1888-1983. 
Curved line indicates polynomial trend fitted to annual yields. 

Rice cultivation in Toholcu and Hokkaido is commonly restricted to those 
areas with suitable average E T IO  values. However, rice yields in any one year 
are closely related to the temperature in mid-summer, which includes the head-
ing period. Figure 4.1 shows the secular change of rice yield in Hokkaido over 
the period 1888-1983. The effect of cool summer damage is reflected in 
significantly reduced yields in some years. Since about 1950 average yield has 
increased considerably due to the development of agricultural technology. 

The fluctuation of yield is closely related to yearly variations in tempera-
ture. To separate the effects of the development of agricultural technology and 
fluctuating weather upon rice yield, a yield index was calculated as: 

IY= Y(t)/ YT(t) 	 (4.1) 

where IY is the yield index, and Y(t) and Y7.(t) denote, respectively, the actual 
rice yield and the trend rice yield in year t. The latter values were constructed 
by polynomial fit, as shown by the continuous smooth line in Figure 4.1. The 
yield index is closely related to the mean temperature for the July-August period 
in both Tiokkaido and Tohoku (NIAS, 1975). These relationships (shown in Fig-
ure 4.2) can be well approximated by equations (4.2) and (4.3): 

Hokkaido: IV = 1.2035 — 0.04803 (T78 — 22 . 5) 2 	 (4.2) 

Tohoku: IV = 1.1207 0.03147 (I'78 24 . 5) 2 	 (4.3) 
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Figure 4.2. Relattoriships between the yield index (IV) and mean July-August tempera-
ture (T78 ) in (a) Hokkaido and (b) Tohoku districts. 

where T78  is mean July-August temperature. The temperature in Hokkaido is 
represented by average data from two meteorological stations (Sapporo and 
Asahigawa), and in Tohoku by the average from six stations (Aomori, Miyako, 
Ishinomaki, Akita, Yamagata and Fukushima). Station locations are shown in 
Figure 2.in Section 2. 

A convenient threshold of temperature may be selected from these results 
that gives a yield index of 1.0 in each district (20.4°C in Hokkaido and 22.5°C in 
Tohoku), and a remarkable decrease in the yield index can be observed for the 
range of temperatures below these values. Employing these relationships, we can 
thus estimate rice yieJds due to a range of climatic conditions, and determine the 
critical temperatures required to obtain particular yield levels. 

4.3. Altitudinal Shifts of the Cultivable Area 

Air temperature at a given location is related to its latitude and altitude. In 
Japan, the lapse rate of monthly mean temperature with increasing latitude is 
between 0.59 and 1.19°C/degree, while the lapse rate with increasing altitude is 
between 0.51 and 0.64 °C/lOOm. Combining these characteristics, July-August 
mean normal temperatures at any location in Japan can be approximated by: 

	

T78  = 29.3 - 0.62(L - 30) - 0.0063H 	 (4.4) 

where L is the latitude (degrees) and H is the altitude (meters) (JMA, 1960). 
Thus, for example, it can be shown from equation (4.4) that at a given latitude 
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the altitude of a given isotherm will be shifted by 100 in for a mean temperature 
change of 0.63 C. 

By substituting this altitudinal lapse rate into equations (4.2) and (4.3) it is 
possible to relate the altitudinal shift of temperature isotherms induced by a 
temperature anomaly to a change in yield index at a fixed location (Figure 4.3). 
A positive temperature anomaly leads to an altitudinal shift of thermal resources 
uphill, with yields at any fixed point in both districts increased. In contrast, 
there is a rapid decrease of the yield index for equivalent altitudinal shifts 
downslope. The response of the yield index is greater in Hokkaido than in 
Tohoku because of its more northerly location. 

The long-term mean yield index in each district is 1.0, and this represents 
yields for an average elevation in the cultivated area. Towards the tipper limits 
of cultivation the mean yield index clearly decreases and the probability of failing 
to achieve satisfactorily high yields (arbitrarily delined) increases. Most of the 
rice area in recent years has been distributed below about 250m in Hokkaido and 
below about 350m in Tohoku (Figure 4.4).  If we assume that these altitudes 
correspond to the mean long-term upper limits of the cultivated zone, for which 
the mean yield index is 1.0, then this zone can be matched to rriean July-August 
temperatures that give the yield index 1.0. Year-to-year variations in tempera-
ture relative to the mean can thus be translated into shifts in the altitudirial level 
of temperature isotherms and of the "safe" cultivation zone. 

Ftgure 4.5 shows these interannual shifts in limits of potential cultivation in 
Hokkaido and Tohoku, during the period 1890-1983. There are noticeable falls 
in the cultivable limit during the 1890s, 1910s, 1930s, 1950s and 1980s in both 
districts, with the greater variations occurring in Ilokkaido, situated at a higher 
latitude than Tohoku. 

For any arbitrary elevation, for example the average altitude of present-day 
cultivation (dashed line B. in Figure 4.5), the number of years in which the 
potential cultivation limit is at a lower level can be used as an indicator of 
"failure-frequency" (i.e., failure to achieve the threshold ternperatu re require-
ment). At altitude B the proportion of failure-years is 22.4% in Hokkaido, and 
7.0% in Tohoku. These proportions are almost equal to the proportions of cool 
summer damage years recorded in these district.s 

The relationships between frequency of these failure-years and altitude in 
Tohoku district is illustrated in Fzgure 4.6. At higher altitudes the risk of failure 
evidently increases, and a zone of high risk is plausible where rice cultivation can 
be considered only marginally viable. Unless supported by empirical field evi-
dence, the delineation of such a marginal zone is essentially arbitrary. Here we 
assume that the zone lies in the failure probability range of 0.15-0.35 (i.e., 
between 1 year-in-7 and 1-in-3), which would be found at elevations of between 
about 200-330m. 

Clearly, shifts in the altitudinal limits of cultivable area give rise to changes 
in the area of safe cultivation. Using the estimates of the distribution of cul-
tivated area (Figure 4.4), changes in safely cultivable area have been evaluated 
for certain specified temperature conditions relative to the period 1951-80 (Table 
4.1). Analysis of these results shows that for a low temperature anomaly in bk-
kaido occurring with a return period of 5 years, the altitudinal limit for safe 
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Figure 44. Proportion of total cultivated rice area (%) at different altitudes in Hok-
kaido (solid line) and Tohoku (dashed line). Data are for 1978. (Source: Ministry of 
Agriculture, Forestry and Fisheries, various dates.) 
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Figure 4.5. Attitudinal shifts of the limit to potential cultivation, 1890-1983, for Hok-
kaido and Tohokii. l)ashed lines represent A: the altitudinal limit of present-day rice 
cultivation, and B: average altitude of present-day rice cultivation. 
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Table 4.1. The effect of anomalies of mean July—August temperature (relative to the 
average for 1951 -80) on altitudinal limits of potentially 'safe" cultivation, the area of 
potentially safe cultivation, and yield index (for fixed cultivation area). 

Temperature 	 Temperature 	Alt itudinal 	Cultivable 	Yield 
event 	 anomalj (C) 5 	shift (so) 	area (%) 	indexb 

HOKKAIDO 

0.0 	 0 	lOt) 	1.03 

—1.2 —190 56 0.74 
—1.7 —270 0 0.58 
—2.2 —349 0 0.40 
—2.4 —381 0 0,32 

TO [10K U 

1951 1980 
Average 

Return period (years): 

5 
10 
20 
30 

1951-1980 
Average 

0.0 0 	 100 	1.03 

5 
10 
20 
30 

Return period (years): 

--0.9 —143 84 0.91 
—1.3 206 76 0.84 
—1.9 —302 38 0.71 
—2.2 - 349 20 0.64 

I)eviations from 1951-80 mean temperatures: 20.6'C in Hokkaido, 22.8'C in Tohoku. 
Assuming no change in actual cultivated area from present day. 

cultivation shifts downhill by about 190m, representing a decrease in the safely 
cultivable area for rice to about 56% of normal. For aiiomalies with return 
periods of 10 years or greater, the altitudinal shifts would he such that no safely 
cultivable area remains. In Tohoku the safely cultivable area contracts to 84% of 
the present-day area under low temperature anomalies corresponding to a return 
period of 5 years, and to only 20 0/c in the case of the 1-in-30 year temperature 
anomaly. Since they are based on district averages, these estimations probably 
exaggerate the impact of cool temperatures because in both districts there are 
regions where conditions remain favorable even under the most severe (average) 
teiiiperature anomalies. 

The shifts depicted in Table 4.1 are of potentially safe cultivable area. In 
reality, of course, the cultivated area does not change markedly from year to 
year, so the observed impact of temperature anomalies needs to be assessed in 
terms of changes in average yield. Table 4.1 therefore also includes information 
on yield index for the temperature anomalies corresponding to the specified 
return periods. 
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4.4. Changes in Rice Yield and Cultivable Area Under 
Different Climatic Scenarios 

4.4.1. Climatic scenarios 

As described in Section 2, two types of climatic scenario were selected in this sec-
tion for assessing impacts on rice cultivation in northern Japan: instrumentally 
derived scenarios and CISS model-derived estimates of 2 x CO 2  climate. To 
construct the scenarios, we considered only temperature, because rice yield in 
Japan depends chiefly upon temperature during the growing season. 

The instrumental scenarios, based on the characteristics of variation in the 
Japanese climate, were selected from about 100 years of observed meteorological 
data. As a reference against which to compare anomalous individual years or 
periods, the period 195 1-1980 was adopted as a "baseline". The scenarios 
chosen for this study are listed in Table 4.2. Note that most of these differ from 
the years selected in Section 3, which were based on variations in rice yield. 

The 2 x CO2  temperature scenario is based on the GISS model outputs for 
2 x CO2-1 x CO 2  equilibrium conditions (see Subsection 2.5). Deviations from 
the baseline temperatures in llokkaido and Tohoku (Table 4.2) were obtained as 
mean July-August values averaged from four grid point locations representing 
each district (respectively, Hokkaido: 46°N, 140°E; 46'N, 145°E 42'N, 140E and 
42N, 145'N; Tohoku: 42N, 140E; 42N, 145°E; 38'N, 140E and 38N, 145E). 

Table 4.2. Climatic scenarios for Section 4, representing variations in July-August 
mean temperature. 

Clmatic scenario Years 
Mean July-A ugust 
7'empereture (C) 

Deviation from 
baseline (CC) 

HOI{KAIDO 
Warmest year 1978 23.1 +2.5 
Warm year 1955 22.6 +2.0 
Warm decade 1921--1930 21.0 +0.4 
Baseline 1951-1980 20.6 0.0 
Cool decade 1902-1911 19.5 -1.1 
Cool year 1980 19.0 -1.6 
CooLest year 1902 17.3 -3.3 
2 x CO2  Future 24.1 +3.5 

TOHOKU 
Warmest year 1978 25.1 -1-2.3 
Warm year 1955 24.7 +1.9 
Warm decade 1921-1930 23.5 10.7 
Baseline 1951-1980 22.8 0.0 
Cool decade 1902 1911 21.8 -1.0 
Cool year 1980 20.2 -2.6 
Coolest year 1902 19.7 -3.1 
2 x CO2  Future 26.0 -1-3.2 
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4.4.2. Changes in yield and the altitudinal limits of cultivable rice 

Estimates of the impact of the scenarios on rice yield and cultivable area are 
shown in Table 4.3. Under the climate represented in the "coolest year" 
scenario, the hypothetical altitude of the safely cultivable zone is shifted down-
ward in both districts by about 500m thus effectively precluding safe rice cul-
tivation in all but the most favorable areas in either district (see Figure 4.4), 
while the average yield index for the present cultivated area would collapse to 
zero relative to the normal (baseline) in Hokkaido, and 38% of normal in 
Tohoku. Under the "cool decade" scenario, the altitudinal limit shifts downhill 
by more than 150m and the yield index is 75% of the normal in Hokkaido, and 
87% in Tohoku. In contrast, under the "warmest year" scenario, the altitude of 
the safely cultivable zone is shifted upward by nearly 400 in and the yield index 
increases to 115% of the normal in Flokkaido, and 108% in Tohoku. Under the 
"warm decade" scenario, the yield index is estimated to he about 106% relative 
to the baseline in each district. 

The 2 x CO 2  scenario would cause a shift in the tipper limit of l)OtelItiallY 
safe cultivation of more than 50Gm in both districts, while the yield index would 
be about 105% and 102% of normal in Hokkaido and Uohoku, respectively. Thus 
rice yields under a 2 x CO 2  climate might well be smaller than those for the 
warm year and warm decade scenarios, a result of the curvilinear relationships 
shown in Figure 4.2. 

Table 4.3. Effects of the climatic scenarios on altitudinal limits of potentially safe ciii-
tivation and the yield index in Hokkaido and Tohoku. Values are relative to the base-
line period (1951.80). 

Climatic scenario 
Mean July-A ugust 
temperature ('C) 

Attitudinal 
shift (m) 

Yield inder 
(% of baseline) 

1-10 KKA I Do 
Warmest year 23.1 397 115 
Warm year 22.6 317 117 
Warm decade 21.0 63 106 
Cool decade 19.5 175 75 
Cool year 19.0 - 254 60 
Coolest year 17.3 —524 0 
2 x CO2  24.1 556 105 

TOHOKU 

Warmest year 25,1 365 108 
Warm year 24.7 302 109 
Warm decade 23.5 Ill 106 
Cool decade 21.8 159 87 
Cool year 20.2 —413 52 
Coolest year 19.7 492 38 
2 x CO2 	- 26.0 508 102 
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4.4.3. Changes in the safely cultivable area for rice 

As already stated above, one method of defining the safely cultivable area for rice 
under present-day agricultural technology is to consider those areas with an 
effective accumulated temperature (Z T 0 ) greater than 2600 degree-days in bk-
kaido, and above 3200 degree-days in Tohoku. Based on the regional distribu-
tion of these critical ETS values, the safely cultivable areas have been estimated 
for each of the climatic scenarios. Selected results are illustrated in Figure 4 . 7. 

The present cultivated area of rice in Hokkaido is about 180 000 ha (see Fig-
ure 1.9), with the majority distributed at elevations below 200m in the 
southwestern part of the island I Figure 4.7(a)j. Under the cool decade scenario, 
with mean July—August temperatures about 1 'C lower than the normal, the 
safely cultivable area is restricted solely to elevations below lOOm in 
southwestern Hokkaido, where the Sea of Japan acts to ameliorate the climate 
[Figure .7(b)]. Under the warm decade scenario, with temperatures about 0.4 'C 
higher than normal, the area would expand to include land up to about 250 rn 
altitude in western parts, and in part of the eastern region too, up to elevations 
of about lOOm [Figure .7(0I. 

With the conditions implied in the 2 x CO 2  scenario and if other factors do 
not intervene, the estimated temperature rise of about 3.5 'C could open up most 
of the land below about 500 in for rice cultivation, except for the low temperature 
areas in the east and in the mountains [Figure 4.7(0. 

In Tohoku, the area at present cultivated for rice is about 600 000 ha, with 
the bulk of this land distributed at elevations below about 300m. However, 
northeastern regions that are liable to be influenced by cool summer weather 
caused by incursions of the Okhotsk air mass are unfavorable for rice cultivation 
under present conditions, even at low elevations [Figure 4.7(a)]. The cool decade 
scenario, giving mean temperatures some I 'C lower than the baseline value, 
would cause the safely cultivable area to contract to elevations below 200m, and 
the unfavorable regions in the northeast to expand southwards [Figure 4.7(b)I. 
During the warm decade scenario with temperatures about 0.7 'C higher than 
normal, part of the northeastern region, up to about 100 m elevation, would 
become suitable for cultivation [Figure 4.7(c)]. Finally, under the 2 x CO 2  

scenario in Tohoku, the increase in mean temperatures of about 3 'C could open 
up most of the area below about 600m altitude for rice cultivation, except in the 
mountainous regions [Figure 4.7(d) ]. 

Interestingly, and consistent with the results recorded (using a different 
approach) in Ta&k 4.1, no safely cultivable area would remain in Hokkaido 
under the coolest year scenario, and the area would be restricted to elevations 
below about 200 m in the southern part of Tohoku, emphasizing the vulnerability 
of these northern districts to low temperature episodes. 

4.5. Conclusion 

From the results presented, it can be concluded that under the anomalously 
warm conditions that have been observed historically in northern Japan, the rice 
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Figure 4.7. Safely cultivable rice area in northern Japan under four climatic scenarios. 
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yield index may be increased by up to 17% above the average levels observed in 
the baseline period (1951-80) in Hokkaido, and to nearly 10% above average in 
Tohoku, while under the cool climate scenarios the yield index may be reduced 
(in extreme cases) to zero in IIokkaido, and to less than 40% of the average, in 
Tohoku. Under the 2 x CO 2  scenario, with mean July-August temperatures 
more than 3'C higher than in the baseline period, the yield index of present rice 
varieties may be increased by about 5% in Ilokkaido, and by about 2% in 
Tohoku. 

It is important to emphastze that in order to keep the experimental tech-
niques simple it was necessary to incorporate into the analysis a number of 
assumptions. First, although the altitudinal shifts in potentially cultivable area 
may be realistic meteorologically, in practice factors such as terrain, drainage, 
exposure and soils may preclude rice cultivation even if the climate is suitable. 

A second assumption (which is problematic in cases of significant climatic 
change such as under the 2 x CO 2  scenario) concerns the exclusion of other 
climatic variables, particularly solar radiation, windspeed and precipitation, from 
the analyses. Although temperature anomalies exert an important influence on 
rice yields, these other factors can also be significant (as will be demonstrated in 
the next section). 

Thirdly, the incidence of crop diseases could well change in response to 
climatic changes, thus influencing both the potential yield and the suitable areas 
for cultivation. This was not considered in the above analyses. 

Fourthly, in order to estimate impacts of scenario climates not hitherto 
observed in the historical record (namely, the 2 x CO 2  scenario), it was neces-
sary to extrapolate statistical relationships, such as those for the yield index, out-
side the range of climatic conditions for which they were developed. This prob-
lem is discussed further in the next section, and caution is advised in interpreting 
the 2 x CO 2  scenario results presented above. 

Finally, the estimations conducted in this section were for quick-maturing 
varieties of rice that are grown today in northern Japan. Later-maturing rice 
varieties that exploited the higher temperatures under the 2 x CO 2  scenario 
might well offer substantially greater yields. This problem is investigated in the 
next section, with experiments using a rice- weather simulation model. Other 
possible adjustments in agricultural technology in response to climatic change 
are considered in Section 7. 



SECTION 5 

The Effects on 
Rice Yields in Hokkaido 

5.1. ktroduction 

We have seen that cool summer damage can have a significant impact on 
Japanese rice production, especially in the northern regions of Ilokkaido and 
Tohoku, which produce more than a third of the national output. In this section 
we use a dynamic model to simulate the growth and yield of the rice crop in 
Hokkaido under some of the climatic scenarios described in Section 2. Results 
from these experiments will subsequently be used to substantiate further experi-
mental results in the next section of this report. 

The model developed here is a process-oriented dynamic model that can be 
used to predict the growth and yield of rice under altered climatic conditions, in 
contrast to empirical statistical rice models which cannot be extrapolated with 
much confidence beyond the range of data upon which they were constructed 
(for exaniple, see Sections 3 and 4, this report; Matsuda, 1960; Hanyu et al., 
1966; Kudo 1975; Munakata, 1976). Since the model is dynamic, it may also he 
applied to a real time prediction of the growth and yield of rice under changing 
weather conditions, providing timely information that is useful both for crop 
management and policy determriinations. 

5.2. The Model 

The SImulation Model for Rice-Weather relationships (SIMRIW) was con-
structed on the basis of the general principle that the grain yield Y G  forms a 
specific component of the total dry matter production W of a crop: 

= hW 
	

(5.1) 

in which h is the harvest index. 
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Fgure 5.1. Relation between total crop dry weight (Wi ) at different times during 
growth and absorbed shortwave radiation (S e ) or FAR (S)  cumulated over time for 
"Nipponbare" rice grown at Tsukuba, Ibaraki prefecture (Hone and Sakuratani, 1985). 

It has been shown that crop dry matter production is proportional to the 
photosynthetically active radiation (PAR) or the shortwave radiation absorbed 
by a crop canopy (Shibles and Weber, 1966; Monteith, 1977; Gallagher and 
Biscoc, 1978). Hone and Sakuratani (1985) showed that this is also true in rice 
and that the proportional constant, the conversion efficiency from the radiation 
to biomass, is constant until the middle of the ripening stage and thereafter it 
decreases curvilinearly (Figure 5.1). Moreover, they concluded from both simu-
lations and experiments that the conversion efficiency is practically unaffected by 
climatic conditions in a wide range of environments. 

SIMRIW is based on this general principle as follows: 

dW - 

aT- 	c3 I 	 (5.2) -- 
where c is the conversion efficiency from the absorbed shortwave radiation to 
the rice biomass (g/MJ), and I the absorbed radiation per unit time. Since the 
time constant of rice growth after transplanting into the field (the reciprocal of 
the relative growth rate) is more than 5 days, it is sufficiently accurate to 
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integrate equation (5.2) with a time interval of 1 day. Hence equation (5.2) can 
also be presented as: 

W = 	 (5.3) 

in which A W is the daily increment of the crop dry weight and S, the daily total 
absorbed radiation. Likewise, in SIMRIW the growth in dry weight, leaf area 
and yield is computed day by day by inputting daily weather data. 

The quantities h, c, and S are functions of the environment, crop develop-
mental stage and growth attributes. These functions and parameters have been 
determined by analyzing the data from field experiments conducted for major 
Japanese rice cultivars grown under widely different environmental conditions. 
Since it is not the purpose of this report to describe the details of derivation of 
each functional relationship and parameters of the model, only the principal 
functions of the model are described in the subsequent sections. 

5.2.1. Crop development 

The developmental processes of a rice crop, such as ear initiation, booting, head-
ing, flowering and maturation are strongly influenced both by the environment 
and by the crop genotype. In STMRIW these are represented by a continuous 
variable named developmental stage, D VS, in a similar way to that employed by 
de Wit et al. (1970). This variable is defined in such a way that DVS is zero at 
the onset of the crop emergence, 1.0 at heading and 2.0 at maturation. Thus the 
development at any moment in time is represented by a D VS value between 0 
and 2.0. 

The value of DVS at any moment of the crop development is given by 
integrating the developmental rate, DVR, with respect to time. Day length and 
temperature are known to be the major environmental factors determining D yR. 
Under Japanese geographical and clirriatological conditions, r ice development 
was found to be explained by a function of temperature atone (hone, 1984), as 
follows: 

DVR -  11.0 - exP{KD(T Tcn)j1 	for T > 

(5.4) 
DVR=0 	forT<TD 

where T is daily mean temperature; TD  minimum temperature for development; 
G and KD are parameters. Since the developmental process is different between 
the vegetative phase (0 < DVS < i) and reproductive phase (1 < DVS < 2), TD 
and the parameters in equation (5.4) are also different between these phases. 

The values of parameters in equation (5.4) also differ between varieties. In 
general late-maturing varieties have a larger G, while cultivars with a higher sen-
sitivity to temperature have a smaller KD. By using experimental data, these 
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parameters were determined for the leading rice varieties in various regions of 
Japan by the "simplex" method, one of the trial-and-error methods used to esti-
mate parameters of nonlinear functions. 

5.2.2. Dry matter production 

To simulate crop dry matter production by equation (5.3) it is necessary to com-
pute the absorbed radiation by the crop canopy S which is the function of the 
incident solar radiation S50 , leaf area index (LA!) F, and the structure and opti-
cal properties of the canopy. Using crop inicrometeorological theory originating 
from Monsi and Saeki (1953), S is given by: 

= S. [i 	r 	- r0) . exp {[l 	m]k F} 	 (5.5) 

where r and r0  are the reflectances of the canopy and the bare soil, respectively, 
rn is the scattering coefficient, and k* is the extinction coefficient of the canopy to 
daily shortwave radiation. The canopy reflectance r can be approximated well 
by the following equation (Research Group of Evapotranspiration, 1967): 

TI  - - r0 ] exp 1-0.5FJ (5.6) 

in which rf  is the reflectance when the surface is completely covered by the vege-
tation. From Hone and Sakuratani (1985), the following values were adopted for 
the parameters of the above functions: k = 0.6, rn = 0.25, rj  - 0.22 and t-  = 
0.t. 

In most simulation models for crop growth, leaf area growth is calculated 
from the growth of leaf weight by multiplying with a simple conversion factor, 
the specific leaf area. In SIMRTW, however, the expansion of leaf area in rice is 
modeled independently of the weight, for reasons outlined in Hone el at. (1978). 

Under the present conditions of rice production, it is reasonable to assume 
that water and nutrients are not limiting factors to the expansion of the leaf 
area, while the main governing factor is temperature. In S!MRTW the relation-
ship between LAI (F) and daily mean temperature for the period before heading 
is given as: 

ldF_ 

	

A [l.0 — exp I—Kf(T - T1)}] {i.o 	[F/Fji} 	 (5.7) 

in which A is the maximum relative growth rate of LAI; Tj  is the minimum 
temperature for LAI growth; F. is an asymptotic value of the LAI when tem-
perature is nonlimiting, and K1  and 77 are parameters. 

In rice, it is commonly observed that LAI attains a maximum at about the 
heading stage and thereafter declines gradually during the maturing stage. 
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However, the physiology and the environmental response of the leaves during 
this maturation process are quite obscure. For this reason, the change in LAI 
from the time just before the heading to the maturation of the crop is 
represented in SIMRIW by a unique function of the crop developmental stage 
(DVS), alone. 

By use of the above equations, the crop-absorbed radiation S in each day 
can he obtained, and the dry matter production can be simulated with the 
appropriate value of the conversion factor c,. As has been shown in Figure 5.1, 
c5  is constant until the middle of the grain filling stage and then it decreases 
gradually. These features of the change in C 3  may be represented by: 

c 3  = 19.5 g/MJ 	 for 0< DVS < 1.0 

1+11 	 (5.8) 
= 19.5 	 for 1.0 < DVS < 2.0 

1 + B exp {(DVS 1)/r} 

in which B and r are parameters. 

5.2.3. Harvest index 

Figure 5.2 shows that the relationship between the dry weight of the brown rice 
(unprocessed grain), W,, and that of the whole crop, W1 , is linear over a wide 
range of W, indicating that the proportionality constant, the harvest index (h), 
is constant. However, this is not always so. The harvest index decreases if the 
percentage sterility of the spikelets increases, or if the crop ceases growth before 
completing its development, due to cool late-summer temperatures or frost. The 
increase in the number of sterile grains brought about by cool temperatures at 
the booting and flowering stages is called cool summer damage due to floral 
impotency, and the preiiiature cessation of growth due to late-summer coolness 
is called cool summer damage due to delayed growth. 

In SIMRIW, the harvest index h is represented as a function of the percent-
age sterility of rice spikelets, -y, and the crop developmental stage, D VS, in order 
to take into account both types of cool summer damage, as follows: 

= hm11.0 - 41 1.0 
- exp I—KhJDVS 

- 1.22111 	 (5.9) 

where h is the potential harvest index of a given cultivar and K, is a parame-
ter. Equation (5.9) implies that the harvest index decreases as ' increases due to 
cool temperature at the booting and flowering stages, or according to the date of 
cessation of growth before full maturation (D VS = 2.0) due to cool late-summer 
temperatures. 

Using the 'cooling degree-day" concept (Uchijima, 1976), the relation 
between daily mean temperature, T, and the percentage sterility may be approx-
imated by the following equation (Figure 5.3): 
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Figure 5.2. Relation between the dry weight of brown rice and that of whole crop for 
"Nipponbare" rice grown under different environmental conditions. Data on the high 
yielding cultivars "Milyang 23" and "IR-36" are also shown. 

-t = "to + Kq  Q" 
	

(5.10) 

where 	K. and a are empirical constants, and QT  is the cooling degree-days, 
given by: 

QT 	{.o - Ti 	 (5.11) 

The summation of equation (5.11) is made for the period of greatest sensitivity of 
the rice panicle to cool temperatures (0.75 < DVS < 1.2). 

The terminal condition of the model simulation occurs either when DVS 
reaches 2.0 (full maturation), or when the number of days with T < 10.0 'C 
reaches three. In the latter case, with daily mean temperatures below about 
10 'C in Hokkaido, autumn frosts are likely and cool summer damage due to 
delayed growth usually occurs. 
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Figure 5.3. Relation between cooling degree-days and percentage sterility of spikeles of 
"Eiko" rice between the booting and flowering stages. (From the data of Shibata et aL 
1970.) 

5.3. Crop Parameters and Climatic Scenarios 

To simulate rice yields using the model described above, values of the crop 
parameters and climatic variables (temperature, and radiation or sunshine 
hours) are required. 

5.3.1. Crop parameters 

The crop parameters were determined by analyzing well specified field experi-
mental data on the crop—weather relationships for three major rice cultivars in 
Japan. The cultivars are "Ishikari", a dominant variety in Hokkaido, "Koshihi-
kari", a middle-maturing variety commonly grown in Honshu and "Nipponbare", 
a late-maturing variety, also grown in Honshu. To simulate the rice yield under 
the present level of technology, the crop parameters for "Ishikari" were used for 
Tlokkaido. 
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5.3.2. Climatic scenarios 

The climatic data observed at Sapporo (4303'N, 141'20'E) were used to 
represent the climatic conditions for rice production in Hokkaido, since it is 
located close to the center of the rice producing area of the island. Daily weather 
data, which are required as inputs to the model, are available for about the last 
40 years. Temperature data can be applied directly, but consistent daily solar 
radiation values are not available for the scenarios described below. As a substi-
tute, solar radiation was estimated from daily sunshine hours using the method 
of Yoshida and Shinoki (1978). 

As described in Section 2, both instrumental and model-based climatic 
scenarios were employed in this study. The instrumental scenarios comprised an 
anomalously cool summer year, and decades of "stable" and "unstable" yields 
(primarily reflecting the frequency of cool summer damage). Within the con-
straints of data availability, 1971 was selected at the extreme case scenario, the 
climatic data from 1957-66 represented the stable decade, and those from 
1974-1983 the unstable decade, the latter choice differing from the unstable 
decade used in Section 3 because suitable data from the period 1926-35 were not 
available. The standard baseline period, 1951-80, is used as a reference in most 
of the experiments in this section, although the recent decade, 1974-83, is 
employed for this purpose in some of the experiments with the 2 x CO 2  scenario. 

To represent a possible future climate corresponding to conditions under 
doubled concentrations of atmospheric carbon dioxide, outputs from the G1SS 
general circulation niodel were utilized, following the procedures outlined in Sub-
section 2.5.2. Adjustments to the reference daily temperature data at Sapporo 
were made by adding the differences between GISS model-derived 1 x CO 2  and 
2 x CO 2  equilibrium monthly temperatures, for a grid point location approxi-
mating the Sapporo station. In this application, the arithmetic mean of values at 
four grid points surrounding Sapporo (at 46°N, 140'E 46'N, 145'E 42'N, 
140'E and 42'N, 145°E) were used. [Note that in Subsection 2.5.1 only a Single 
grid point location (42' N, 140' E) was used to compare the GISS model outputs 
with data for Sapporo.] Table 5.1 shows the computed GISS model-derived 
monthly temperature changes for a doubling of atmospheric CO 2  at Sapporo 
during the main rice growing season. 

Table 5.1. Monthly temperature change, AT ('C), due to a doubling of atmospheric 
CO2  predicted by the GISS model, for the rice growing season in Hokkaido. 

May 	June 	July 	August 	September 	October 

T ('C) 	4.0 	3.7 	3.5 	3.5 	 3.4 	 3.3 

The temperature changes given in Table 5.1 were added to the observed 
daily data in each month during the recent 10-year period 1974-83 and also to 



Rir.e yields in Hok*aido 	 817 

the daily normals for the baseline period (1951-80). The GISS model also 
predicts that the precipitation and cloud cover would slightly increase with a 
doubling of CO 21  but since the rice crop is assumed to be fully irrigated in the 
model, and because information is not available for changes in solar radiation, 
we have assumed that all other climatic factors remain unaltered from their 
baseline values. 

5.4. Yield Simulations, Technology Adjustment 
and Sensitivity Analysis 

Figure 5.4 illustrates the results of a model simulation of the growth processes of 
a rice crop under changing weather conditions. For daily inputs of air tempera-
ture and derived solar radiation, the crop development stages, leaf area expan-
sion and dry matter weight (of the whole crop and of the grain) are depicted 
along the same time axis. 

Since it is assumed in SIMRIW that water, nutrients, insects and diseases 
are managed adequately, the model estimates are of potential yield achievable 
under the present level of rice production technology, with climate as the only 
constraint. To adjust the simulated yield to match the observed average farm 
yields, comparisons were made between the simulated average district yields and 
the actual yields in Hokkaido for the recent decade (1974-1983). The results are 
shown in Figure 5.5. 

Since the actual yield level is a function not only of temperature and radia-
tion, but also of typhoon, pest and disease damage, the model cannot fully 
explain the year-to-year changes in yield. Nevertheless, it is clear that a large 
part of the yield variation in Hokkaido can be explained by variations in tem-
perature and sunshine hours, as modeled. 

Figure 5.5 shows that actual yield in Ilokkaido at the present level of tech-
nology may be obtained by multiplying the factor 0.4 by the siiiiulated yield. 
Accordingly, the impact of the scenario climates on rice production under 
present technology has also been estimated by multiplying this factor to the 
simulated yield in the experiments reported below. 

It was important, before conducting the scenario experiments, to evaluate 
first the sensitivity of the model to a range of climatic perturbations. The results 
of this sensitivity analysis are given in Figure 5.6, in which yield isopleths are 
depicted as a function of temperature and sunshine hours anomalies relative to 
the baseline period (1951-80). In this analysis, crop parameters for the cultivar 
"Ishikari" were used. Figure 5.6 shows that, with a negative anomaly of Ihe 
average temperature over the whole growth period of greater than 1 C, a large 
yield reduction is expected, being almost independent of the sunshine hours. 
This is due to the overriding influence of cool summer damage at these tempera-
tures. However, as the temperature anomaly increases from 1 'C, the effect of 
sunshine hours becomes more conspicuous. 
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Figure 5.6. Isopleths of simulated rice yield in Hokkaido as a function of anomalies rela-
tive to the baseline (1951-80) of temperature and sunshine hours over the whole growing 
period. 
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Figure 5.6 also shows that the maximum yield at a given level of sunshine 
hours is obtained at a temperature anomaly of about 0°C, and that as the anom-
aly deviates in both the positive and negative directions, a significant reduction 
in yield occurs. The yield reduction under the positive temperature anomaly 
conditions is derived from the fact that "Ishikari" rice develops too rapidly, 
reaching the reproductive stage before establishing a sufficient vegetative growth 
for maximum productivity. The above result implies that this rice cultivar is 
very well suited to the present climate in Hokkaido, having been selected during 
about 100 years of rice breeding there. 

5.5. Estimated Rice Yield for Stable and Unstable 
Decades, and for Anomalously Cool Years 

Figure 5.7 shows the year-to-year changes in actual and simulated rice yields for 
the stable decade (1957-66) and unstable decade (1974-83), together with 
anomalies from the 30-year baseline period (1951-80) of total sunshine hours 
over the main growth period (July--September) and the average air temperature 
over July and August. July and August temperature is used (as in Sections 3, 4 
and 6) because this is the period in which cool summer damage due to floral 
impotency of rice usually occurs. The magnitude of the variations in these tem-
peratures during each period was one of the criteria that influenced the selection 
of the stable and unstable decades. 

As has been described, the simulated yield level was adjusted to the recent 
technology level in the 1974-83 (unstable) decade by multiplying by a factor of 
0.84. Hence the differences between the simulated yield (averaging 4.48 t/ha) 
and actual yield (3.57 t/ha) during the stable (1957-66) decade can be ascribed 
to the advance in technology during the period between the two decades. Thus 
in Hokkaido the increase in the rice yield due to the advance of the technology is 
estimated to be about 25% for the 17 years from 1961 (middle of the stable 
decade) to 1978 (middle of the unstable decade). 

The computed difference in the simulated average yield between the stable 
and unstable decades is negligibly small, while the coefficients of variation (CV) 
of the simulated yields in the two decades are 7.8% and 11.6%, respectively. The 
specific explanation for this result is derived from the fact that in the stable 
decade the temperature anomalies are small but the sunshine hour anomalies 
large, while in the unstable decade the reverse is true, and the large temperature 
anomalies tend to have a greater impact on annual yields in individual years 
than anomalies in sunshine hours, thus accounting for the greater variability. 

Note that these values of CV (for simulated yields) are somewhat smaller 
than the CV of actual yields in Hokkaido (about 15% in both decades), the 
difference considered to be derived from the effects of the technological trend, 
insects and disease, as well as climate that were not modeled but are observed in 
the actual yields. The CV values are also considerably smaller than that of 
30.7% reported for the Hokkaido in Subsection 4.1 of this report. However, this 
value was calculated for variations in the yield index, IY, over about 100 years, 
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Figure 5.7. Year-to-year variation in simulated and actual rice yields in llokkaido for 
the stable (1957-1966) and unstable (1974-1983) decades. AS8  is tlie deviation from 
the baseline of the total sunshine hours from June to September, and AT is the devia-
tion of July-August mean temperature. 

while the CV values given in this section are for 10-year periods in recent years 
with modern rice cultivation technology. 

Figure 5.8 shows the simulated growth and yield of rice under the 'worst-
case" annual climatic conditions (1971), together with those under baseline cli-
mate. In 1971 the mean air temperature was below normal (1951-80 average) 
for almost the entire growth period, and sunshine hours were also lower than 
normal for most of the period. The anomalously 'ow temperatures in July 
brought about cool summer damage due to floral impotency, and those in August 
and September caused cool summer damage due to delayed growth. In this year 
the actual rice yield in Hokkaido was 66% of the average level at that time, while 
the simulated yield for that year, assuming the present advanced technology, is 
73% of the normal (i.e., simulated for the baseline climate). This suggests that, 
if the climatic conditions, comparable with those in 1971, were observed today, 
the yield reduction would be similar to that in 1971, even under the present 
advanced technology for rice cultivation. 
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Figure 5.8. Simulated growth and yield of rice in the extreme year (1971) and in the 
average (baseline) climate in Hokkaido. T and 5h  denote daily mean temperature and 
sunshine hours, respectively. 

5.6. Estimated Rice Yields for the 2 >< CO 2  Scenario 
under Present and Adjusted Technology 

An assessment of the likely impacts of the GISS-derived 2 x CO2  climatic 
scenario (described above) on rice in Hokkaido was conducted for two cases. 
The first involved estimating the impact on rice productivity under current tech-
nology (fixed cultivar and the planting date, etc.). The second evaluated the 
impact under an adjusted technology (changed cultivars and planting date). in 
both cases, the actual climatic data from the period 1974-83 and the 30-year 
"normal" climate (951-80) were used as the bases, and the predicted change in 
climate (in fact, in monthly temperature alone) was added to these bases. 

Figure 5.9 shows the simulated growth curves for total crop and grain dry 
weights with current and adjusted technologies under the present-day (1 x G0 2) 

and future (2 x CO 2) climatic conditions. The current technology means that 
the present dominant rice cultivar "Ishikari" is used with the current transplant-
ing date (around 25 May) and management technologies, while the adjusted 
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Figare 59. Simulated growth curves of the total crop and grain dry weight under the 
present (baseline) and GISS model-derived 2 x CO 2  climates in Hokkaido with both 
current and adjusted technology. Current technology indicates that the present cultivar 
("Ishikari"), transplanting date, and technology are adopted; adjusted technology as-
sumes a late-maturing cultivar ("Nipponbare") is adopted, with 25-day earlier trans-
planting - 

technology refers to the later-maturing varieties, "Koshihikari" and "Nippon-
bare" (mentioned above in Subsection 5.3.1), cultivated with a transplanting 
date 25 days earlier than "Ishikari". 

Under the 2 x CO 2  scenario, as predicted by the GISS model, the mean 
monthly temperature in Hokkaido during the rice growing period would increase 
by 3.3-4.0°C (see Table 5.7). For the situation where this temperature rise is 
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Table 5.2. Actual and simulated annual rice yield variations in Ilokkaido (1974-83) 
under observed climate and current technology, and simulated yields under the GISS 2 
x CO 2  scenario with current and adjusted technologies. Also shown are the period 
means and coefficients of variation (CV). 

Observed climate 2 x CO 	climate/simulated yield (t/ha) 

Simulated Current variety Md-maturzng Late-maturing 
A ctual yield with (Ishikari) & variety variety 

rice current current teens- (Koshihikari) (Nipponbare) 
yield technology planting date & TI) 25 days & TI) 25 days 

Year (t/ha) (t/ha) (T)) earlier earlier 
1974 5.03 5.06 4.87 5.64 5.70 
1975 4.46 4.20 3.94 4.83 4.92 
1976 3.61 4.24 4.93 5.77 5.87 
1977 5.04 4.53 4.67 5.41 5.48 
1978 5.36 4.76 4.65 5.63 5.85 
1979 5.02 5.06 4,81 5.90 6.07 
1980 3.85 3.83 4.69 5.27 5.25 
1981 4.13 3.70 4.32 5.13 5.43 
1982 5.01 5.15 5.45 6.38 6.45 
1983 3.55 4.30 4.44 5.15 5.43 
Mean 4.51 4.48 4.68 5.51 5.64 
CV (%) 14.9 11.6 8.5 8.1 7.8 

added to the normal annual course of the temperature, the present rice cultivar 
in Hokkaido would develop very rapidly, reaching the reproductive stage too 
early, before a sufficient vegetative growth is established. For this reason, the 
total crop dry weight and grain yield both decrease relative to the baseline under 
this scenario, provided that the current rice cultivation technology is fixed (curve 
2 in Figure 5.9). 

A warmer 2 x CO2  climate would extend the possible period for rice cul-
tivation in Hokkaido to about 150 days from the present 120 days. By introdic-
ing "Nipponbare" rice, which can exploit almost fully the temperature resources 
under the 2 x CO 2  scenario, a higher dry matter production and yield could be 
expected (curve 3 in Figure 5.9). 

The above results are based on 30-year average clirriate, which tends to 
smooth out the inevitable interannual variations in climate that would reduce 
the long-term average yield. To study the year-to-year impacts, the predicted 
temperature rise was added to observed temperatures during 1974-1983, and the 
effects on rice productivity in Hokkaido were simulated. The results are shown 
in Table 5.2 and Figure 5.10. Tinder the 2 x CO 2  climate for current technology, 
yield reductions due to cool summer damage that were observed in 1976, 1980 
and 1981 would almost disappear. in the favorable harvest years (1974, 1978 
and 1979), however, yield reductions could he expected due to too high tempera-
tures under the scenario climate. For this reason, substantial yield increases 
cannot be expected under the doubled-0O 2  climate, provided that the current 
rice cultivars are applied with the current cultivation technology. The model 
simulations show that, only when different rice cultivars are applied with an 
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Figure 5.10. Simulated year-to-year variations in rice yield under the observed and 2 x 
CO2  scenario climates for the period 1974 1983 in Hokkaido. Estimates are for iirrent 
technology and adjusted technology (as defined for Figure 5.9)_ 

altered transplanting date, can substantial yield increases be expected under 2 x 
CO 2  climate. By applying middle-maturing "Koshihikari" (not sliowji in Figure 
5.10) and late-maturing "Nipponbare" cultivars from Honshu Island with traus-
planting advanced by 25 days, 23% and 26% yield increases are expected, respec-
tively, in Hokkaido (Table 5.). 

The above assessments indicate that, the likely climatic change indicated by 
the GISS model for a doubling of atmospheric carbon dioxide concentrations 
would dramatically reduce the incidence of cool summer daniage of rice crops in 
Hokkaido, but would not increase the yield level substantially, as long as the 
current technology for rice cultivation were applied. (The probable effects of 
increased atmospheric concentrations of carbon dioxide on plant photosynthesis 
and water use efficiency are not considered in this report.) Substantial yield 
increases under a 2 x CO 2  climate would only be achieved by the adjustment of 
rice production technology to the changed climate, e.g., selecting alternative rice 
varieties, changing the planting date and procedures, and modifying the manage-
ment of nutrients and water. 

current technology 

77 	'78 	'79 	'80 	'81 	'82 	'83 



SECTION 6 

The Effects on 
the Japanese Rice Market 

6.1. Introduction 

The delicate balance between supply and demand in Japan's rice market is 
affected both by government policy and by climate. The purpose of this section 
is, firstly, to simulate the effects of temperature variations on national rice sup-
ply and rice stocks using an integrated econometric model; and, secondly, to con-
sider what fiscal and policy responses are most appropriate. The temperature 
variations considered here are similar to those adopted as scenarios in the 
preceding sections. 

The rice production system in Japan is an interrelated structure comprising 
climatic, technological and political factors, economic and fiscal variables, and 
rice policy measures. The impact of climate on rice yield and production has 
been shown in the preceding sections of this study to differ considerably between 
regions. The dominant effect of climate is through cold summer damage to rice 
in the northern part of Japan, the magnitude of which is well represented by 
July—August temperature (Uchijima, 1981; see also Sections 4 and 5). In this 
study a model of the Japanese rice system, incorporating those variables (includ-
ing climate) mentioned above, has been constructed for three regions of Japan 
(Ilokkaido, Tohoku, and the rest of Japan), and its parameters estimated using 
econometric methods for the period 1966-82. The model thus represents the 
integration of a crop—weather relation into an economic model, the need for 
which has been emphasized elsewhere (Parry and Carter, 1984). 

The model is based on a prototype developed for Japan and its rice trading 
partners for the 1950s and 1960s period (Tsujii, 1982). The prototype is a 
nationally aggregated rice market model with an emphasis on rice production 
technology and on international rice trade relations. The new model is a rice 
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market (supply and demand) model for Japan alone, with the supply side disag-
gregated into the three subregions of Japan for the purpose of capturing more 
accurately the regional impacts of temperature changes on rice supply. 

In this section the development and performance of the model is first 
described. Secondly, impacts of climatic variations on rice production are 
evaluated by model simulations for a number of specific climatic scenarios. 
Finally, implications regarding policies for rice prices, surplus disposal, land 
diversion, reserve stocks and production technology, and food and agricultural 
policy in general will be explored, based on the simulation results. 

6.2. The Rice Production System 

Rice is the staple food for the Japanese, and is growii all over the Japanese archi-
pelago on four million farms (Table 6.1). Both in economic and political terms it 
is therefore the most important agricultural product in Japan. Because all 
paddy fields in Japan are irrigated (a situation that was achieved over 100 years 
ago), drought is not a problem. However, the recent northward extension of rice 
production (see Section 1) has exposed rice crops in the north (especially in Hok-
kaido and Tohoku districts) to cooler temperatures that can be damaging to pro-
duction. This assessment focuses on such effects by considering the two north-
ern districts separately from those in the rest of .lapan. The contributions of 
each region to national rice production are shown in Table 6.1. 

Japan's rice balance is shown in Table 6.2 for two years, 1980 and 1983. In 
both years, domestic rice production (supplemented by some minor imports and 
previous years' stocks) was utilized for direct consumption and for other uses 
such as animal feed, while a small proportion was also exported. 

We can illustrate the role of government in influencing rice production in 
Japan by using a straightforward supply-demand diagram (Figure 6.1). Simply 
expressed, supply, in this case rice production, increases as the farmers' price 
increases (represented by the supply curve S), while demand, the quantity of rice 
that is required and can he afforded by the consumers, decreases as the con-
sumers' price increases (the demand curve D). By superimposing government 
pricing policies onto these basic relations, the problems of this sector of Japanese 
agriculture quickly become apparent. 

The domestic rice market is separated from the world rice market by the 
government monopoly of international rice trade, and is effectively under the 
control of the government, which determines both the prices paid to farmers 
(F) and the price () paid by consumers [which is itself determined by the 
government's resale price ('R) - Figure 6.1j. Thus in Japan discrepancies 
between the demand for and supply of rice are not adjusted by changes in the 
rice prices, and thus not through market mechanisms. Since the end of World 
War II a dominant but declining part (S2  II) of the total marketed rice (S2  - 
i) has been purchased from farmers by the Food Agency at PF,  stored, and 
resold at a lower price, PR,  to wholesalers. Mainly because of the strong politi-
cal power of nationally organized agricultural cooperatives and due to the effects 
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Table 6.1. Statistics of Japanese rice cultivation, 1983. (Source: Ministry of Agricul 
Lure, Forestry and Fisheries, 1985.) 

Number of 	Planted Prodaction Paddy area 
rice farms 	area (brown rice Yield withdrawn 

(1980) 	(000 ha) 000 tonnes) (kg/ha) (000 ha) 

Hokkaido 54700 	147 522 3551 111 
Tohoku 625600 	558 2910 5215 99 
Rest of Japan 3154000 	1568 6934 4422 410 
Japan total 3834300 	2273 10366 4560 626 

Table 6.2. 	Balance of production, trade, stocks and con- 
surnption in 1980 and 1983. (Source: 	Ministry of Agricul- 
turc, Forestry and Fisheries, 1985.) 

Japanese rice balance 
(000 tonnes) a 1980 1983 

Production 9751 10366 
Exports —754 -384 
Imports 27 18 
Stock change —2185 --1489 
Utilization (white r i ceb) :  

Direct consumption - 8971 --8826 
Other users —1172 —1572 
Per capita 

78.9 75,7 consumption (kg) 
a frown rice unless otherwise staLed. 
bVaIUes expressed as the edible component of brown rice: 

white rice = 0905 brown rice (by weight). 

of rice shortages before 1968, the farmers' rice price (Pr.) has been supported 
and raised to extremely high levels during the past two and a half decades 
(Tsujii, 1984). In recent years it has been 4-5 times higher than the world 
market price of rice ()• The resale price (ER)  has also been raised following 
the fast rise in producer prices in order to limit the extent of government expen-
diture involved in the purchasing and reselling operation. The product of these 
costs (F R) combined with the government marketing cost (Q .... P1), and 
the amount of rice purchased (S 2  - R), determines the total government expen 
diture on procurement (depicted as the area HIJK in Figure 6.1). 

The farmers' price has remained higher than the government resale price of 
rice (ER)'  though the difference between them (F - R) has recently tended to 
decrease. Thus the resale price of rice (ER)'  has been raised faster than P1 , 

which has led to a faster rise of the price of rice to the consumer (Pc)  than P1 . 

The potential supply is governed by the producer price, P1  (which inter-
sects the supply curve, S. at point A and is extended to point C), and the poten-
tial demand is determined by the consumer price, Pc  (which crosses the demand 
curve, I), at point E). In Figure 6.1, a potential surplus is represented by CE, 
the excess of potential supply over demand. The potential rice surplus condition 
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Figure 6.1. Relationship between government pricing policy and rice production in 
Japan. Values for 1980 are shown in parenthesis (Y240 = US$1). S potential supply 
curve; S actual suppiy curve; D demand curve; P W  world market price; Pfl  resale price; 
P,c farmers' price; PC  consumers' price; PDS disposal cost; Q 	government mark- 
eting cost; OL quantity of rice disposal; S 2 - T quantity of marketed rice; S 2 	H quao- 
tity of rice purchased by Japanese Food Agency; S 1  potential quantity of rice production 
according to farmers' price; HLJK subsidy on government marketed rice; LMNO subsidy 
on rice disposal; ABFG subsidy on land diversion; C - E potential rice surplus. For full 
explanation, see text. 

(CE) has worsened considerably, and Japan has experienced two severe rice 
surplus periods during the last two decades. 

The recent trend in the highly supported producer price, and the two 
recent and large government-owned surpluses are shown in Table 6.3. It is clear 
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Table 6.3. The farmers' price of rice and the rice surplus in Japan, 1960-1984. 
(Source; Food Agency, various dates.) 

Farmers' 
price, PF a 
(yen/tonne) 

Relative 
Price Index 

F/Aa 
(1970 = 1) 

Rice 
surplust  

(000 
tonnes) 

Surplus as 
percentage of 
total demand 

(%) 

1960 65033 0.93 440 3.5 
1961 68816 0.91 500 3.8 
1962 76033 0.91 100 0.8 
1963 83833 0.94 200 0.2 
1964 96200 1.03 10 0.1 
1965 103800 1.00 52 0.4 
1966 115600 1.04 210 1.7 
1967 126533 1.04 640 5.1 
1968 134800 1.09 2980 24.3 
1969 134866 1.02 5530 46.2 
1970 135866 1.00 7202 60.3 
1971 141366 1.02 5891 49.7 
1972 148000 1.01 3074 26.0 
1973 170300 0.95 1477 12.2 
1974 224850 1.03 615 5.1 
1975 257333 1.05 1142 9.5 
1976 273866 1.02 2641 22.4 
1977 284766 1.07 3761 32.8 
1978 286266 1.03 5783 51.0 
1979 286266 0.99 6517 58.1 
1980 292266 0.97 6693 59.7 
1981 293383 0.95 4415 39.0 
1982 296616 0.98 2700 22.9 
1983 302700 0.98 909 7.9 
1984 311133 - 360 - 
The average government procurement price. 
Wholesale price of agricultural products. 

c Rice held by the government more than 1 year after its production, on 1 November each year. 

from this that the large surpluses accumulated when the farmers' price level 
increased faster than the wholesale price of agricultural products (represented by 
a relative price index). 

The effect of the government policy and the severe potential and actual rice 
surpluses has been to force the government into high levels of expenditure in the 
form of three types of subsidy. First is the cost of the difference between the 
government procurement price (HF)  and the government resale price (ER)'  r,lus 
the government rice marketing cost (Q - PF) multiplied by the government rice 
procurement (S 2  R) (i.e., the shaded area, HIJK in Figure 6.1). The second 
comprises large subsidies that have been paid to many farmers during the last 15 
years for transferring paddy fields to other crops. In Figure 6.1, the subsidy in 
1980 ($593/tonne) shifts the total rice supply curve to the left, from S to S, and 
the total expenditure is represented by the area ABFG. Thirdly, large sums 
have been spent during the last 15 years on disposal of surplus rice as feed, 
export goods, etc. (area LMNO). This subsidy is a product of the disposal cost 
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per tonne (IDs)  and the annual amount of disposal OL. The disposal cost is the 
sum of the government marketing cost (Q P) and the procurement pnce 
(Pr .) minus the world market price (Pw).  In addition to these large subsidies, 
the governmentoperatcd compulsory rice crop insurance scheme is also expen-
sive (Tsujii, 1985). This is an important policy institution which modifies the 
economic impacts of climatic variations on the rice economy in Japan, and 
though beyond the scope of this report, it merits consideration of its efficiency 
and distributive effects. 

The sum of the first three subsidies (1.5, 1.6 and 2.3 billion dollars, respec-
tively see Figure 6.1) amounted to about 38 of the total current agricultural 
expenditure by government, and about 3.2% of the total current expenditure in 
the fiscal year 1980. The large share of these three subsidies in total agricultural 
expenditure increased during the 1960s and 1970s and the slow growth in total 
government revenue since the first oil crisis has made the subsidies increasingly 
heavier burdens to the government. 

In summary, since 1965 the rice market in Japan has been characterized by 
severe potential surplus a potential that has been realized twice because of 
good weather, rapid increases in the government procurement price of rice, and 
sharp decreases in the paddy field diversion subsidy. Near balances between rice 
supply and demand in the mid-1970s and mnid-1980s were reached only through 
heavy government subsidization of paddy field diversion and measures to dispose 
of rice surpluses. 

The above problems are confounded by weather effects on productivity. 
Poor rice yields are usually a result of cool temperature damage in the northern 
regions of Japan. In 1984, the .Japanese almost faced a severe rice shortage 
because of four consecutive cold damage years before 1984, a very cold spring in 
1981, and trouble with rice fumigation. However, in 1984 a severe shortage was 
averted because of favorable, hot summer conditions. That such a severe short-
age threatened even under an overall condition of large potential rice surplus 
demonstrates that the balance of supply and demand for rice in Japan is 
extremely delicate. It can easily be transformed into a severe rice surplus or into 
a rice shortage as a result of either inappropriate policy measures or the effects of 
weather. 

6.3. A Model of the Japanese Rice Market 

8.3.1. Description 

There are three components of the Japanese rice system that are endogenous to 
the model used in this section: consumption, supply and stocks. These are 
expressed as functions of a number of explanatory variables in the following 
description. 

Consumption 

The first equation is a behavioral function for total national rice consumption in 
Japan, which has the standard specification of a demand function with deflated 
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net national product and the relative price between rice and its most important 
substitute (i.e., bread) as its explanatory variables: 

CF = f1 (NNP,RB) 	 (6.1) 

where CF is the total direct consumption of rice as food (thousand tonnes), NNP 
is the net national product (billion yen, deflated), and RB is the consumers' rice 
price relative to the consumers' bread price (1980 = 1). 

Supply 

Three regional rice supply functions are required in the model, each having the 
same specification. This is the component that includes a climatic variable, tem-
perature, which is perturbed in the scenario experiments described below. The 
respective functions for Hokkaido (subscript 11), Tohoku (subscript fl, and the 
rest of Japan (subscript II) are: 

OH Z-f21TH,TSU,F,FH,YR,AH1 (6.2) 

OT  f3  [TT,TS T,P,F 7',  YRAT) (6.3) 

OR =f4 (TR5 TSR PFR YRA R 1 (6.4) 

where O is the rice supply after harvest (November 1 each year) in region i 
(thousand tonries), Tj  is the mean July-August temperature in region 1(0.1 "C), 

TS is the square of Ti  (i.e., T), P is the government procurement price of rice 
(yen per 60 kg, deflated), F1  is the fertilizer price in region i (yen per 22kg mixed 
fertilizer, deflated), YR is the annual technological trend (indexed to the year), 
and A 1  is the area of rice planted in region i (thousand hectares). 

The form of the explanatory temperature variable, T, in the above equa-
tions is consistent with that of the statistical yield-climate relationships reported 
in Section 4 [see equations (4.2) and (4.3), Subsection 4.21. It was demonstrated 
in Section 5 (for example, see Figut-e 5.6) that solar radiation (often substituted 
by hours of sunshine) also affects rice yield in Japan, especially during the 
grain-maturing period (August-September). This variable tends to be positively 
correlated with August-September temperatures, which suggests some 
justification for omitting it from simple regression-derived functions in the model 
that are applied to the range of present-day climatic conditions. However, under 
possible carbon dioxide-induced climatic change, this temper ature-radiat ion rela-
tionship may not hold, so it would be useful to incorporate a separate radiation 
term in any future modification of the model. 

For an econometric specification of the rice supply function, the planted 
area variable, A, can be treated separately from the other variables which are 
used to estimate rice yield: 

Y = 1(Pi',1iv) + aOT + al T2  + jt0 	 (6.5) 
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and 

(6.6) 

where y is the rice yield, 0 is the total rice supply, PF  is the rice procurement 
price, PN  is the input price, T is the mean July—August temperature, 1L,, is a dis-
turbance term and a 0  and a 1  are coefficients. 

The planted area, A, has been determined by the government since 1970 
through the paddy field diversion policy, in order to attain domestic equilibrium 
in the rice market. A is thus exogenous and equations (6.5) and (6.6) permit a 
separate analysis of the effects of this policy on the Japanese rice market. how -
ever, because this is not an objective of this study, a more simple linear 
specification has been adopted that includes the area term, A: 

0 	+ 617 ,  + 62  + 63 	+ 64 1N + 55 A + L 	 (6.7) 

where 61, 62 , b3 , b4 and 65are coefficients and p is a disturbance term. 
Equation (6.7) specifies the form of the regional supply functions [equations 

(6.2), (6.3) and (6.4)1, which are combined to give the national rice supply: 

°ff + °T  + OR 
	 (6.8) 

Stocks 

The change in rice stock is related to the supply and consumption variables 
defined above, as well as to trade and other uses of rice, expressed as: 

I = 0 -. CF - X -f M - CNF 	 (6.9) 

where 1 is the change in rice stocks, () is total rice supply, CF is total consump-
tion of rice as food, X is rice exports, Mis rice imports and CNF is the total non-
food utilization of rice (all units in thousand tonnes). 

The total accumulated stock, S, is the final effect variable in the system: 

S=LAC+I 	 (6.10) 

where LA C is the rice stock at the end of the preceding harvest-year (thousand 
tonnes). 

A flow diagram of the model is shown in Figure 6.2, indicating the linkages 
between different variables included in the model and some other factors not 
included. Enclosed within the bold rectangle are the endogenous variables 
[described by equations (6.1)—(6.4) and (6.8)—(6.10)), while outside this but inside 
the outer rectangle are the exogenous variables. Elements outside the outer rec-
tangle are related to the model but not included in it. Solid arrows show the 
linkages specified in the model, and dashed lines indicate long-run policy deci-
sions and other connections not explicitly modeled. 
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model. They are, in fact, long-run feedback mechanisms in the Japanese rice 
system, and involve not only economic but also political, institutional and cul-
tural factors that are not easily modeled. They are illustrated as dashed arrows 
in Figure 6.2, and in the experiments reported below they are assumed fixed at 
the actual annual levels recorded during the model simulation period (1966-82). 

6.3.2. Model coefficients and sigrlificaHcc testing 

Fairly good annual and regional time series data for the model variables are 
available in Japan. Unlike the experiments reported in earlier sections of this 
report, however, this study employs only the years 1966-82 (rather than 
1951-80) as the baseline period. This is because the basic economic structure of 
Japan's rice market changed considerably during the late 1960s from a rice 
shortage market to a rice surplus market and the whole economy grew very 
rapidly from 1959 to 1972. The climatic variable, regional average July-August 
temperature, was calculated for each of the years 1966-1982, based on a close 
check of consistency between the regional distribution of the rice production 
areas and weather stations. [The weather stations selected to represent each 
region were, for Hokkaido: Haboro, Rumoi, Asahigawa, Twamizawa, Suto and 
Tomakornai; for Tohoku: Aoniori, Hachinohe, Akita, Morioka, Sakata, Yama-
gata, Sendai and Fukushima; and for the rest of Japan: Niigata, Kanazawa, 
Kumagaya, Nagoya, Tottori, Hiroshima, Osaka, Saga, Kagoshima and Kochi. 
Their locations are shown in Figure 2.2.1 

Since the model is not a simmiultaneous (dynamic) system, each behavioral 
function [equations (6.1)-(6.4)1 was estimated using the Ordinary Least Squares 
(OLS) regression procedure. This involved relating the recorded annual values 
of all the explanatory variables to the corresponding values of the dependent 
variables (i.e., national consumption or regional supply) for the period 1966-1982 
using multiple linear regression. This procedure supplies estiniates of the values 
of coefficients required in the model equatons [for example, in equation (6.7)]. 
These are listed in Tables 6.4 and 6.5, along with the standard errors and 
significance (T-ratios). 

Signs of the estimated parameters are in accordance with theoretical expec-
tations (for example, the signs of the temperature coefficients are consistent with 
those presented in Section 4), and the statistical T-ratios allow us, in most cases, 
to reject the statistical hypothesis that the coefficients are zero. The R-squared 
values show the percentage of the variation in the endogenous (dependent) vari-
able of each behavioral function explained by the function. These are also satis-
factorily high, implying that the validation of each estimated behavioral function 
is acceptable both on theoretical and on statistical grounds. 

6.3.3. Comparison of model estimates with observed values 

Another way of verifying the model is to check how well it can simulate the 
actual time series of values of the endogenous variables of the model, given 
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Table 6.4. Magnitude and significance of the coefficients used in the rice consumption 
function [equation (6.1)] a 

Estimates Intercept NNP RB 

Coefficients 13902.8 -0.0132 1204.7 
Standard error 318.5 0.0007 227.9 
Prob > I T 1 0.0001 0.0001 0.0001 
aTotal Jepanese rice consumption, UF: R2  = 20.967; Prob > F = 0.0001. 

Table 6.5. Magnitude and significance of the coefficients used in the regional supply 
functions [equations (6.2)-(6.4)]. 

Hokkaido rice supply, °H 	11 2 	0.793 	Prob> F 0.0054 

Estimates 	intercept 	TH 	TSff 	P 	Fif 	YR 	AH 

Coefficients -46207 104.82 -0.234 0.0487 -0.143 17.18 4.55 
Standard error 22299 100.6 0.25 0.058 0.13 8.8 1.4 
Prob> 	T 0.0650 0.3220 0.3741 0.4240 0.2795 0.07920.0089 

Tohoku rice supply, °T R 2 	0.854 Prob> F -= 0.0011 

Estimates intercept TT TST P FT YR AT 

Coefficients -112628 147.82 -0.290 0.131 -0.491 46.25 6.87 
Standard error 37138 98.9 0.22 0.09 0.34 16.0 1.9 
Prob> I T 0.0126 0.1658 0.2103 0.1632 0.1760 0.0159 0.0046 

Rest of Japan rice supply, OR 	11 2  =0.956 Prob> F = 0.0001 

Estimates Intercept TR TSR P F YR AR 

Coefficients --350016 254.64 -0.424 0.166 -0.852 156.26 5.51 
Standard error 123837 460.7 0.87 0.13 0.60 51.2 1.0 
Prob> I T 1 0.0180 0.5926 0.6383 0.2371 0.1871 0.0122 0.0002 

actual time series values of the exogenous variables as inputs to the model. This 
is called the "final test of the model" in the discipline of econometrics. Since the 
model includes a variable which updates the annual rice stocks, LAG, the final 
test is effectively a dynamic simulation. The results are presented in Figure 6.3. 

The plots indicate that the simulation estimates correspond very closely to 
the actual time series values of the endogenous model variables, representing the 
actual behavior of the Japanese rice system very accurately. Further indications 
of this accuracy can also be obtained from goodness-of-fit statistics (Table 6.6). 

In passing, it may be noted that rice in Japan has become an "inferior 
good" Isee Figure 6.3(a)] as indicated by the almost continuous decline both in 
total and in per capita rice consumption as the average income of the Japanese 
has increased during the sample period (i.e., the income elasticity of demand for 
rice was negative). 
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Figure 6.9. Comparison of predicted and actual values of endogenous model variables 
for the period 1966-1982. The graphs show: (a) rice consumption, (b) rice supply (na-
tional and regional), (c) rice inventory change, and (d) total rice stock. 
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Table 6.6. Goodness of fit of model estimates to observed 
values of variables over the simulation period (1966-82). 
RMS error is the standard deviation of the differences 
between predicted and observed values, expressed both in ab-
solute terms and as a percentage of the actual mean value. 

Variable 
RMS error 

(000 tonnes) 
RMS error 

(%) 
CF 77.46 0.72 
011 82.93 11.70 
0T 121.17 4.30 
OR 201.36 2.37 
o 317.96 2.68 
1 305.82 369.69 
S 243.75 2.20 

6.4. Scenario Experiments and Results 

Having validated the model for conditions during the simulation period, the 
effects of specified temperature changes on regional rice supplies and on the 
whole rice market were investigated in six separate scenario experiments. 

6.4.1. The climatic scenarios 

The six climatic scenarios that were selected in this section have been described 
briefly in Section 2. They include four instrumental scenarios, based on observed 
historical temperature data, and two scenarios of the climate estimated for con-
ditions of doubled atmospheric concentrations of carbon dioxide by the Goddard 
institute for Space Studies (GISS) general circulation model. All scenarios 
represent adjustments of mean July—August, temperatures from each year of the 
model simulation period, 1966-82 (the baseline climate employed in this section). 
The scenarios are described here and the results of model scenario rmis are 
reported in the following subsection. 

Stable decade (1957-66) and unstable decade (1926-35) 

Mean July-August temperatures from these 10-year periods are assuiiied to 
occur in each region of Japan for the period 1973-82, replacing the baseline 
values. Since the model simulation period is 17 years, the years 1966-72 are 
retained, and the temperature values in those years rerriain unaltered. The 
stable decade is the same period employed as a scenario in Sections 3 and 5, and 
the unstable decade is also described in Section 3. 

Ten consecutive cold damage years 

1980 was a severe cold damage year for rice in much of northern Japan (see Sec- 
tions 2, 3 and 4). Here, the regional average July August temperatures in 1980 
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have been assumed to occur in the ten consecutive years 1973-82, in reality an 
unlikely episode, but effective as a "synthetic" scenario to illustrate the potential 
impacts. The 1966-72 temperatures remain unaltered. 

Three repetilwns of three cold damage years 

Three repetitions of the temperatures recorded (il1rng the three years 1980-82 
(each a cold damage year for rice) were applied to the nine-year period 1971-82. 
The remaining temperatures for the period 1966-73 were retained at their base-
line values. As in the previous case, this is also a rather unrealistic, synthetic 
scenario but it does incorporate some interannual variability in climate that is 
lacking in the 10 consecutive "1980" events. 

f x CO2  equilibrium chmate 

To simulate the average climate existing under doubled concentrations of atmo-
spheric carbon dioxide, the GISS gelleral circulation model estimates (see Sub-
section 2.5) were employed for each of the three regions. Following the pro-
cedures outlined in Section 2, the changes in mean July-August temperature 
between the GISS model 1 x CO 2  and 2 x CO 2  equilibrium conditions were 
averaged for grid point locations representing each region as follows: 

ilokkaido: 	(GP46,140  + GP46,145 	UP42,135  -f UP42140  + cP42 l4S)/ 
Tohoku: 	(GP42135  + UP42140  + UP42,145  + GP38,140  + GP 38,145 )/5 
Rest of Japan: (UP 38135  + GP34,130  + UP34,135  + GF34,40  f- GP30130  + 

GP30 135)  /6 

where GP is the grid point value at latitude i and longitude j. The regionally 
averaged changes were then added to the baseline values for the period 196682, 
thus representing a new "equilibrium" 2 x CO 2  climate, though retaining the 
same year-to-year variations as the baseline climate. 

Although the estimates themselves may be reasonably justified as a 
representative equilibrium climate under a 2 x CO 2  atmosphere, they are 
treated here as an instardaneous change in preserit'.day conditions rather than as 
the climate occurring at that time in the future when CO 2  concentrations have 
actually doubled (probably towards the end of the next century - see, for exam-
ple, Carbon Dioxide Assessment Committee, 1983; BoRn et al., 1986). This is 
because there is no appropriate method of predicting so far into the future how 
values of the other exogenous variables in the economic model might change. 
Thus this scenario represents the application of a future climate to present-day 
(baseline) economic conditions, which although unrealistic, is presented here for 
illustrative purposes. 

2 x CO 2  transition chmate 

This is a modification of the previous scenario which attempts to simulate a 
transition between the present-day climatic conditions and a 2 x CO 2  climate by 
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adding to the baseline time series (1966-82) progressively larger increrrients of 
temperature change, increasing linearly from zero in 1966 (tIte assumed 
"present" condition) to the GISS model-derived 2 x CO 2  1 x CO2  equilibrium 
change in 1982 (the 2 x CO 2  climate). Of course, this represents an extremely 
rapid change in cliniate (from a 1 x CO 2  to a 2 x CO 2-type climate in only 17 
years), and such changes would inevitably be accompanied, in reality, by large 
adjustments in other exogenous model variables that are assumed fixed in this 
application. However, it is probably more realistic to think of future climatic 
change as a transient change in the average condition rather than an abrupt, 
step-like change from one instantaneous mean condition to another. As such, 
experiments with this type of scenario represent an initial attempt at providing 
estimates of rates of change of irripact in response to time-dependent changes in 
climate. 

6.4.2. Results 

The more extreme climatic scenarios, as already discussed, represent large, long-
lasting temperature changes to which farmers would inevitably adapt their cul-
tivation methods. The simulated impacts below, however, are calculated based 
on the assumption that production methods are not adjusted from their present 
condition. As a result, there is likely to be a bias in some of the estirriate.s of rice 
supply. For large negative and persistent temperature anomalies, the model 
over-estimates the probable reduction of supply. For large positive and per-
sistent temperature anomalies, however, the model under-estimates the probable 
increases of supply. This under-estimation may be enhanced since the parabolic 
relationship between temperature and supply [i.e., the functional form of equa-
tions (6.2)-(6.4), which closely resemble the curves in Figure 4.21  impLies declin-
ing supply in the high- and low-temperature ranges of the curve. 

Mean July-August temperature is included only in the supply Functions as 
an explanatory variable, and does not have a modeled affect on rice consuniption 
in Japan. Thus the graph for consumption [Figure 6.3(a)] is not presented with 
other results of the six scenario simulation experiments described below. 

Stable decade (1957-66) and unstable decade (196 95) 

The impacts of these scenarios on Japan's rice supply and balance are quite 
small. Thus only the impacts on the total national rice production and on the 
total rice stock are described here, and the differences in the impacts between the 
two scenario simulations are compared. The simulated rice supply under time 
unstable decade [Figure 6.5(a)] varies slightly more than under the stable decade 
scenario [Figure 6.(a)[ relative to the actual (baseline) rice production. This is 
not surprising considering that the unstable decade contains five, while the 
stable decade includes only two (minor) cold damage years (see Section 3). Fig-
ure 6.(b) and Figure 6.5(b) show the impacts on the total rice stock of the stable 
and unstable decade scenarios, respectively. The results indicate neither a 
surplus nor a shortage of rice and there is no significant difference between the 
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Figure 6.. Simulated impacts on (a) national rice supply, and (b) total rice stock, as a 
result of (c) the stable decade scenario (1957-66), where mean July-August tempera-
tures are adjusted for the simulation period 1973-82. Scenario estimates (dashed lines) 
are compared with the actual (baseline) values (solid lines). Temperatures are for the 
three modeled regions. 
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Figure 6.5. As for Figure 6.4, but for the unstable decade scenario (1926-35). 
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impacts of these two scenarios. The simulations imply that the rice supply in 
Japan under present technological and management conditions is quite resilient 
to periods of anomalously high temperature variability that have occurred over 
the last century. 

Ten conseeuive cold damage years 

Figure 6.6 shows the simulated impacts of ten consecutive occurrences of the 
severe cold damage year of 1980. The scenario temperatures lead to a decline in 
rice supply relative to the baseline values, which is proportionally greater in the 
northernmost region of Hokkaido than further south and southwest in Tohoku 
and the rest of Japan. Consequently, the total rice supply also declines consider-
ably I Figure 6.6(a)]. This, in turn, results in a sharp decline in the total rice 
stock in Japan as shown in Figures 6.6(b) and 6.6(c), such that in the last two 
years of the scenario decade, the rice stock is exhausted. This dramatic fall in 
rice stocks indicates that Japan would have to import more than 1 million tonnes 
of Japonica rice annually during the simulation decade, in order to maintain rice 
stocks after harvest at the annual human consumption level of about JO million 
tonnes. This would be an essential measure for any government, both because 
rice is such an important staple food for the Japanese population, and because of 
the advisability of maintaining an appropriate food security level. however, this 
is a difficult task to achieve because, while about 10 million tonnes of rice are 
traded annually on the world iriarket, this is predominantly indca rice which is 
not favored by the Japanese. 

Three repetztions of three cold damage year 

The estimated effects of three repetitions, (over the period 1974 -82) of the three 
consecutive cold damage years (1980-82) are depicted in Figure 6.7. The 
impacts are considerably riioderated compared with the results of the previous 
scenario. Regional rice supplies are reduced slightly in some of the years from 
1974 to 1979, and hence the total rice supply is also reduced during the same 
period l Fiyure 6.7(a)]. These impacts on rice supply result in a decline in the 
total rice stock as indicated in Figure 6.7(c). The simulated stock falls below 10 
million tonnes in 1974, 1975, and after 1979, dropping to nearly 5 million tonnes 
by 1982. Japall would thus again face a severe rice shortage situation in these 
years, and 1-2 million tonnes of Japonica would need to be imported to feed her 
population. Again, this would not be easy to achieve considering the total 
amount and the kind of rice traded at present on the international rice market. 
It would also undermine the government's objective of retaining self-sufficiency 
in rice. 

? x CO equilibrturn climate 

The CO2-induced increases, relative to the baseline, of over 3 C in mean 
July-August temperature estimated by the GISS model for all regions of Japan, 
and applied to the whole simulation period [1966-82; Figure 6.8(d)] lead to an 
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Figure 6.8. Simulated impacts on (a) national and regional rice suppiy, (b) rice invento-
ry change, and (c) total rice stock, as a result of (d) ten consecutive occurrences of the 
1980 cold damage year, where mean July--August temperatures are adjusted for the 
simulation period 1973-82. Scenario estimates (dashed lines) are compared with the ac-
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increase in rice supply in all three subregions in almost all years. This results in 
total rice supply increases of 1-2 million tonnes of brown rice nearly every year 
[Figure 6.8(a)]. The two severe rice surplus periods in the late 1960s and late 
1970s are further worsened and the total rice stock in Japan reaches 25 rriillion 
tons by the last year (1982) of the simulation period [Figure 6.8(b,c)]. This is 
more than twice the total annual rice consumption in Japan, and about 15 iriil-
lion tonnes more than the actual rice stock in 1982, indicating an extreme rice 
surplus. Moreover, if the bias in the sirriulated response to supply is taken into 
account, the actual surplus would be even greater. 

)< CO 2  transition climate 

The effects of this scenario of transient change in temperatures between the 
baseline climate and the GISS model-derived 2 x CO 2  climate over the 17-year 
simulation period [Figure 6.9(d)] are not as extreme as for the instantaneous 
climatic change assumed in the previous experiment. Nevertheless, while the 
simulated increases of rice production and surplus are much less than for the 
"equilibrium change" scenario, the total rice stock in 1982 still reaches a level of 
20 million tonnes, which signifies a serious rice surplus. If we consider tile likely 
under-estimate of the simulated supply then this surplus irright well be greater. 

6.5. Policy Implications 

Severe rice shortages or surpluses in Japan are the simulated impacts of the two 
more extreme groups of scenarios (i.e., consecutive occurrences of cold damage 
and the 2 x CO 2  climate, respectively). These impacts would have serious 
effects on the Japanese rice system, the economy amid national budget, and would 
reduce national food security. In this subsection we consider the policies mriost 
appropriate as responses to the changed conditions. 

6.5.1. Implications of consecutive occurrences of cold damage to rice 

Of the two scenarios that cause a severe rice shortage situation iii Japan, ten 
consecutive occurrences of the very severe cold damage year (1980) is less prob-
able than the three repetitions of the three consecutive occurrences of cold (lam-
age years (1980-82). Thus the specific policy implications that are discussed 
here relate to the second scenario although the general implications are the same 
for both cases. 

As already explained, rice shortages occur from 1.974 onwards under this 
scenario, and Japan must import 1--2 million tonnes of rice annually after that 
year in order to supply demand. But Japan probably faces difficulties in import-
ing these amounts of rice. Japonica rice, which the Japanese like to consuirie, is 
not traded in large quantities in the mdica-dominated world rice market. 
Further, the size of the world rice trade is only about 10 million tonnes per year, 
rather small in comparison with the simulated Japanese imported requirement. 
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This and the ensuing rice shortage would be in sharp conflict with the goal of 
maintaining national food security. Neither the government nor the public 
would be likely to tolerate the occurrence of such shortages and this could lead 
to increased social dissatisfaction. Under present policy, various strategies can 
he followed in order to mitigate a rice shortage. First, the heavily subsidized 
paddy land transfer policy to other crops can he abandoned. 'l'his policy has 
been us(!d in order to attain a subsidized artificial balance between rice supply 
and demand in Japan, and its abandonment would considerably enlarge the area 
planted under rice possibly by up to 630000 hectares -. see Table 6.1). Although 
this would save the government subsidy needed for the paddy land transfer, it 
would not, however, increase rice supply greatly. 

The rice pricing policy could be adjusted, raising the producers' price to 
levels that increased the incentive of farmers to grow rice in the cold damage 
years, and increasing the consunlers '  price to discourage consumption, and 
encourage a shift in consurnier demand from rice to its substitutes, especially 
bread. 

Thirdly, increases in rice imports and changes in the policy concerning 
reserve stock would he a high priority. 

The important issue would be to decide upon the appropriate combination 
of these policy measures. Systematic methods, such as the model simulation 
described here, can readily be used to explore possible combinations of measures 
given certain policy objectives and public preferences. 

With respect to production technoLogy there would occur a switch to rice 
varieties more resistant to cool damage, as well as a change of planting dates and 
other rice production technologies, although probably with some time lag. The 
simulated results do not take into account these likely technological responses, 
thus overestimating the actual rice shortage that would occur. Government pol-
icy would be important here too, in coordinating and facilitating the technologi-
cal adjustments required to cope with changed climate. 

6.5.2. Implications of a 2 x CO2  climate 

Both of the 2 x CO 2  scenarios represent extreme deviations from the baseline 
conditions, though the transition scenario is perhaps the more appropriate for 
rriodel simulations in this application. Thins the effects and policy implications of 
this scenario are taken up here in detail, although they are similar to those per-
taming to the step-wise scenario. 

As shown above, art incremental warming of the climate leads to a very 
severe rice surplus during the simulation period. Such a situation in Japan 
results in heavy government expenditure in order to dispose of it. This is 
because the domestic prices of rice are fixed by the government at a level some 
live times higher than the international rice price. i'hus it cannot be exported 
without very heavy export subsidization. In addition, there is little demand for 
Japonica rice on the international rice market. If, as an alternative, surplus rice 
were fed to animals, the required government subsidy would be larger still, 
because feed prices are even further below the world market price. 
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The accumulated 20 million tonnes of total rice stock by 1982 resulting 
from the 2 x CO2  transition scenario would require extremely large additional 
government expenditures to dispose of it, and would waste considerable 
resources in its production. Paddy land transfers would need to be increased, 
but at a cost the exchequer could barely support. 

r1hI1s another policy approach relating to the government rice price policy 
would be necessary. Farmers' and consumers' prices would have to be reduced 
considerably by the government, resulting in increased domestic rice consump-
tion and decreased rice supply. Rice stock accumulation would therefore slow 
down, as the estimated parameters of the rice consumption and regional rice sup-
ply functions presented in Subsection 6.3 above indicate. This approach does 
not entail subsidies, which is thus desirable to the government. Furthermore, if 
the consumers' price is reduced by rriore than the producers' price, the govern-
ment expenditures for the procurement and sales of rice may even be reduced. 

In the past the nationally unified agricultural cooperative would not have 
been in favor of price decreases. However, after the two severe rice surplus 
periods experienced during the last two decades, the cooperative has come to 
appreciate the potential for severe rice surplus, and a policy of price decrease will 
probably be easier to follow in the future. 

Early warning of a rice surplus is also important. With slight modifications 
of the supply side of the rice model presented in this study (for example, by 
incorporating additional climatic variables or by refining the spatial and/or tem-
poral resolution), a short-term early warning capability could be achieved. 

Finally, technological adjustments in rice production would surely follow 
such large changes in climate, with developments at agricultural experimental 
stations complementing the farmers' independent adjustments. These and other 
policy issues are explored in the next section. 



SECTION 7 

The Implications for Agricultural 
Policies and Planning 

In the preceding sections we have shown that Japanese agriculture is finely 
adjusted to the climatic conditions prevailing in different regions of the country. 
in northern Japan in particular, where thermal conditions are critical deter-
miriants of rice production, seemingly small temperature anomalies can result in 
wide variations in productivity and regional rice supply that have implications 
for the national rice market, itself a precarious balance of domestic heavily stibsi-
dized supply and demand. 

Through the use of simple models we have evaluated some of these impacts 
for a set of specified climatic conditions (scenarios). In this section we will first 
summarize the experiments and their results and, secondly, discuss their implica-
tions in terms of the requirements for further research, technological develop-
ments, economic restructuring and policy responses. 

7.1. Summary of Results 

7.1.1. Climatic scenarios 

Experiments were conducted to simulate a range of feasible future climatic con-
ditioris defined largely on the basis of temperature. As described in Section 2, 
listed in Table 2.1 and summarized here in Table 7.1, scenarios were selected to 
reflect: 

The weather in extreme individual years (viz: 1978 warm, and 1980 cool) 
identified from the existing records of agroclimatic conditions over about 
one century up to the present. 
The weather in anomalously warm or cool decades recorded historically 
(viz: 1921-30 warm, and 1902-11 cool). 
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(3) The weather during decades of particularly stable or uristablc agroclitnatic 
conditions (viz: 1957 66 stable, and 1926-35 unstable). 

(1) The climate derived from the Goddard Institute for Space Studies (GTSS) 
model estimates for doubled concentrations of atmospheric carbon dioxide. 

The realism of the scenarios was investigated in Section 2 by examining the 
synoptic mechanisms that could explain the surface weather conditions assumed 
under each type. Composite maps of surface air temperature and precipitation 
anojnalies, and mid-tropospheric geopotential height anomalies for selected 
extreme months or seasons taken from the historical record, revealed that 
cooler-than-average summers in central and northern Japan are characterized by 
an extension of the influence of the northeasterly winds from the Okhotsk anticy-
clone, and an intensification of the polar frontal zone located along the southern 
coast of Honshu Island. In contrast, warm summers tend to be associated with 
weaker activity of the polar frontal zone over southwest Japan and with a west-
ward shift of the low pressure trough over Siberia such that the warm soutliwes-
terly winds circulating around its eastern part affect much of northern Japan. 

There are some similarities between the conditions observed in warm years 
and those derived for the 2 x CO 2  climate, and though the magnitude of warm-
ing in the latter scenario is much larger, it suggests that further studies utilizing 
historical data as analogues of possible future CO 2-induced clirmiatic change may 
provide some helpful statistical information as well as verification material for 
use in climate impact analysis. Geographical analogues might also serve a useful 
purpose: for example, under the GISS model-derived 2 x CO2  scenario, the cli-
mate of Hokkaido district (in the lowlands) would resemble the present climate 
in lowland Tohoku, or in upland Chuba districts, about 500 km and 700 km to 
the south, respectively. Agricultural adaptation to 2 x CO 2  conditions in north-
ern Japan might require the adoption of management practices and technologies 
already existing in these analogue regions. These considerations are discussed 
further below. 

7.1.2. Estimated effects on net primary productivity of vegetation 

Geographical distribution maps of net primary productivity (NPP) of vegetation 
were constructed for each climatic scenario on the basis of estimates using the 
Chikugo model (see Section 3). It was found that the northward or southward 
shift of the NPP-isopieths due to climatic change is larger in the northern dis-
tricts of Japan than in the southern districts. This result agreed well with the 
results obtained for the latitudinal shift of effective accumulated temperature 
(r, T1 ) isopleths. To quantify the effect of climatic change on NP1 distribution, 
distribution curves of percentage area of zones with various NPP values (NPP 
spectrum), and the relative total net production (RTNP) were calculated using 
the NPP distribution maps for the respective climatic scenarios. R TNP is the 
ratio of total net production (TNP0) for the climatic scenarios to the average 
values, where the 30-year baseline (1951-80) gives a ratio of 1.00. The results 
are shown in Table 7.1, the shifts in the NPP spectrum under each scenario 
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expressed in terms of JITNP values: 1.03, 0.99, 0.98, 0.93 and 1.09 for the good 
year, stable period, unstable period, bad year and 2 x CO 2  climate, respectively. 
Thus the climatic change due to a doubling in atmospheric CO 2  concentration 
may lead to the increase of about 9% in total net production of vegetation in 
Japan, well in excess of the increases experienced in even the warmest years in 
recent history. 

7.1.3. Estimated effects on cultivable area and rice yields 
in northern Japan 

In addition to their effects on productivity of vegetation and crops, temperature 
changes can also aFfect the potential area of cultivation of a crop such as rice. In 
some regions, the change in the thermal regime may he sufficient either to permit 
or to preclude the "safe" cultivation of rice (i.e., where the risk of cool summer 
darriage is within acceptable limits). For Flokkaido, the shift of potential cultiv-
able area under different climatic scenarios has been described both as a function 
of latitude and of altitude in Section 4. In a cool year such as 1980, the altitudi-
nal shift of the upper limit of safe cultivation of rice (-254m relative to the 
present approximate limit of 250m a.s.l.) would effectively demarcate the whole 
island (except for a few favorably sited regions) as unsuitable for rice cultivation 
(Table 7.1). In contrast, a warm year (such as 1978, or during the 2 x CO 2  era) 
would potentially open up much of upland Hokkaido for rice cultivation, given 
that other factors such as topography, soils and exposure are suitable. 

Japanese rice yields increased, with large year-to-year fluctuations, from 
about 2t/ha in the 1880s to about 5t/ha in the 1980s, reflecting the improve-
ment of rice cultivation techniques throughout the past 100 years. The strong 
year-to-year fluctuations of yield around its nonlinear trend were caused mainly 
by weather variations, in particular by interaninual variations in thermal 
resources during the rice growing period. The temperature-yield relationship 
was investigated using both a simple empirical statistical approach (Section 4) 
and a process-based simulation approach (Section 5). The estimated yield 
responses to the different climatic scenarios in Ilokkaido district are shown in 
Table 7.1. The responses in Tohoku, the northernmost district of Honshu Island, 
are riot shown in 7'able 7.1, but are similar in direction, though slightly different 
in magnitude, to those in Hokkaido. 

In the warm year, 1978, with a mean July August temperature anomaly 
relative to the baseline period of -4-2.5°C in Ilokkaido, the yield index is 1.19 
(15% above the baseline), while in the cool year, 1980, with July-August tem-
peratures 1.6°C below the baseline value, the corresponding yield index was 0.62 
(40% lower than the baseline yield index). Assuming that the relation between 
the rice yield index and temperature established from historical data can be 
applied to a case of future climatic change due to doubling in CO 2  concentration 
(i.e., by extrapolating the regression equation), the estimated change in yield 
index is -I 5% relative to the baseline. This is a significantly smaller increase 
than for the warm year, 1978, reflecting the curvilinear nature of the functional 
relationship and implying that the present rice cultivars would not be well 
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adapted to an average warming of such a large magnitude in Hokkaido. This 
conclusion was supported in Section 5 by results generated using a process-based 
rice yield simulation model. 

The results from that study are shown in Table 7.1, and the important 
fiuidings may be summarized as follows: 

A warming of the climate due to enhanced atmospheric CO2  concentrations 
may reduce the year-to-year fluctuations of rice yield in the northern part 
of Japan. 
If the current rice cultivation techniques, including the use of early-
maturing rice cultivars, are retained under warm climatic conditions, the 
average rice yield in Hokkaido would remain close to the present level. 
If later-maturing cultivars (such as those cultivated in Tohoku at present) 
were introduced into Hokkaido, the rice yield would probably increase 
markedly tinder warmer conditions. 

7.1.4. Estimated effects on national rice supply, rice stocks 
and pricing policies 

Just as the yield of rice is highly sensitive to terriperature variations in northern 
Japan so the levels of supply and demand in the national rice market are bal-
anced precariously through a systeni of expensive government-funded subsidies. 
This balance can easily be upset as a result of misguided poLicies or because of 
natural variations in rice supply including those attributable to weather effects. 

The impacts of the temperature change scenarios on the Japanese rice 
market were investigated in Section 6 using an integrated regional econometric 
rice model. The model was able to sirriu late the effects of temperature changes 
on regional rice supply in the two northern districts of Japan (where cool stun-
men damage can cause considerable production losses in some years) and in the 
remainder of Japan. The total national supply was then matched to demand - 
through relationships with trade, prices, technology and consumption to deter-
mine the change in national rice stocks during a specified simulation period (17 
years). 

The scenario irrupacts are shown in Table 7.1, two of which are worth 
highlighting here because they illustrate two extreme opposite situations. 
Firstly, the warmer conditions simulated for a 2 x CO2  climate, if they were to 
occur with present-day managenient under the current market system, would 
cause a considerable increase in regioiial rice supply and a large accumulation of 
surplus rice stocks. Since rice is priced at extremely high levels in Japan, its 
disposal is a serious problem, so it would be very important to implement 
appropriate precautionary policies to avoid a potentially acute surplus during a 
period of climatic warming. 

In contrast, the second scenario, representing the effects on national rice 
supply of ten consecutive occurrences of the cool damage year 1980, is character-
ized by considerable reductions in regional production and a rapid decline in 
total rice stocks (if present policies are retained). The goal of national food 
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security would be jeopardized tinder this scenario, and immediate policy adjust-
nients would be needed to encourage reversion of land (transferred to other crops 
through previous policy measures) to rice cultivation, reassess the pricing struc-
ture of the rice market and increase rice imports. 

An additional requirement under either type of climatic change would be 
for increased government support for research into appropriate technologies to 
cope with the changed conditions (e.g., different rice cultivars with properties 
adapted to the new climate, such as those experimented with in Section 5 and 
summarized in Table 7.1). 

7.2. JlMscussion 

There are several points that arise from the results presented above, particularly 
with respect to the 2 x CO2  scenario experiments: 

The temperature anomalies used in the instrumental scenarios (see Table 
7.1) are smaller (even in the extreme warm year, 1978) than those 
estimated by the GISS model for doubled atmospheric CO 2  concentrations. 
One problem in attempting to assess the effects of such large changes on 
agricultural productivity is to justify the application of present-day 
climate-yield relationships to conditions that have never before been 
recorded. 
It was concluded in Section 5 that the climatic change derived for a dou-
bling of CO 2  would decrease the cool summer damage of paddy production 
in 1-Iokkaido, but would not increase the level of rice yield substantially if 
the current cultivation technology remains fixed. Significant increases in 
yield will be achieved only by the adjustment of technology to the new con-
ditions produced by the climatic change (for instance, the selection of 
different crop varieties, changed planting dates and cultivation practices, 
and altered nutrient and water managerrient). Combining point (1) with 
this conclusion, it is clear that further studies are needed on the limits of 
extrapolation of the crop-weather relationships deduced from our experi-
ence, and the likely form of relationships beyond present limits. Such stud-
ies should include the problem of evaluating the rate of acclimatization of 
agriculture. 
The variability of yields is related to the variability of climate, but we have 
little or no knowledge about the likely climatic variability under the higher 
air temperature conditions predicted for a future 2 x CO 2  equilibrium cli-
mate. High amplitude year-to-year fluctuations could, of course, have con-
siderable economic effects. 
The results of the GISS general circulation model simulation runs were 
interpreted in this study for the regions surrounding Japan. It is question-
able, however, whether we can interpret with high accuracy the absolute 
values at each grid point, given that they have already been smoothed from 
a coarser resolution (see Part I, Section 3 of this volume). Generally speak-
ing, the historical variation of temperatures and the estimated CO2-induced 
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changes are greater at higher latitudes than at lower latitudes. This is also 
the case in Japan where they are greater in Hokkaido than in Kyushu. On 
the other hand, contrasts in climatic conditions (for example, annual pre-
cipitation receipt) are also great in the west-east direction in the part of 
East Asia that includes Japan, which is the boundary region between a vast 
water mass, the Pacific Ocean, and the biggest continental larI(I jflaSs, 
Eurasia. As a result, the isolines in this region often run longitudinally 
rather than latitudinally. Thus the absolute values of air temperature and 
rainfall simulated under a changed climate should be used with the greatest 
care, and only after comparison with the present-day regional- and local-
scale clirnatological characteristics of a particular area. 
The climatic changes induced by doubled CO 2  conditions may well 
influence agriculture in a less direct way than discussed above. For exam-
pie, if the mean air temperature under 2 x CO 2  conditions increased by 
3°C relative to the present during the winter half year, snow accunniulation 
in the mountainous regions on the side of Honshu Island that faces the Sea 
of Japan would be much lower than at present, and as a result springtime 
river discharges could be expected to decrease dramatically, with likely 
implications for the supply of water for irrigation. Furthermore, under 
conditions of increasing air temperature but unchanged or decreasing pre-
cipitation amount, the water deficit would increase because of the higher 
evapotranspiration. If this were to occur (as simulated by the GlSS model 
for southwest Japan) the available water for agriculture would he reduced 
and the potential for wind erosion might increase in some regions during 
the drier parts of the year. 
The results of the econorruc analysis in Section 6 raise similar issues to 
those discussed in points (1) to (4). The model employed there considered 
policies for prices, surplus disposal, land diversion, reserve stock, farm 
structure and production technology of rice, but the model equations are all 
based on the present (1966-1982) conditions. There are great problemnis in 
extrapolating these economic and social relationships to a future situation 
that we have never experienced. In particular, there are immense 
difficulties in anticipating the adjustments in technology, farm structure, 
trade, and markets, etc., that might occur by the time CO 2  doubling actu-
ally occurs in the future, and inserting them into the simulation model. 
Other countries will also experience changes in their agricultural produc-
tion and structure under global climatic changes, and so the exports and 
imports between Japan and her trading partners may also change drasti-
cally. 
Though the problems are many, as mentioned above, methodologically our 
approach may be correct. The method of sti.mdy in this repott has has been 
a hierarchical one (see Figure 1.1 i), proceeding as follows: climatic model 

climatic scenario - shift of climatic (mainly thermal) regime - 
modeled firstorder impact on agricultural productivity -* modeled 
second-order (economic) impact ' response experiments. Examples of the 
last two of these are presented in Sections 5 and 6. 
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7.3. Implications for Policy and Planning 

7.3.1. Policies related to weather-induced crop damage 

Japan has been developing policies for several decades to minimize crop daniage 
due to the weather. Under Japanese law, the government has a responsibility to 
establish countermeasures for various agricultural damages. Since 1961, it has 
been the responsibility (again, by law) of the local authorities to manage these 
problems, which are outside the jurisdiction of single settlements such as cities 
and villages. Local authorities therefore play an important role in deciding upon 
compensation for farmers, which, while additioiial to anything received frorri cen-
tral government, is assessed based on local knowledge, because the weather con-
ditions and cultivated crops differ from region to region. Indeed, some prefec-
tures have their own loan system to assist farrriers who are affected by weather-
induced damage to their crops. 

In the early 1950s, a low interest loan was rriade available to any farmer 
who suffered heavy damages when an extreme darniage-everit occurred. It was, 
however, difficult to legislate quickly after every event. Therefore in 1955 a gen-
eral law was passed for the "Loan System. in the Case of Natural Calamity" with 
details indicated by a government ordinance for every type of case, including 
weather-induced crop damage. Under this system farmers can receive a loan 
when their harvest is less than 70% of the normal and the loss of agricultural 
income by the decreased harvest is more than 10%, subject to the approval of 
the local authorities. Local authorities grant the payment at a fixed rate of 
interest, and the government subsidizes the interest paid by the local authorities. 

An integrated held crop and livestock insurance scheme was estabLished in 
1947 (Tsujii, 1985). Insurance specifically for fruit, cultivation was introduced 
tentatively in 1968, and confirmed in 1973. Also in 1973, a mutual aid system 
was introduced experimentally for field crops and horticultural equipment. 
Damage by strong wind, flood, drought, cool suirrirrier, heavy snow and other 
nonmeteorological causes including earthquakes and volcanic eruptions are all 
covered by this system. 

Thus the political countermeasures have been developed step by step, by 
introducing or revising laws, insurance and mutual aid systems in Japan. 
Though they have only recently been established, revisions of these measures 
provide sonmie basis for adjustment to long-term climatic change. At present, the 
Japanese government has no alternative policies for adapting to future climatic 
change apart from the encouragement of studies of possible countermeasures. 

7.3.2. Economic policy 

At a national level, the Japanese government has intervened very strongly in the 
rice market because of the importance of rice as the staple food for the popula-
tion and as the single commodity relevant to food security in Japan. The 
government monopoly of the international rice trade means that the domestic 
market is effectively separated from the world market. Further, the dorriestic 
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rice market is controlled by heavy goverrirrient intervention in rice marketing and 
the government's determination of both farmers' and consumers' rice prices. 
The former has risen to four or five times the international price of rice in recent 
years, and Japan has been faced with a potential (and on two occasions, a real) 
rice surplus (as described in Section 6). 

The government offers three large rice subsidies: 

For the difference (the negative cost margin) between the government pro-
curemeriL price and the government resale price, plus the government 
marketing cost. 
For paddy field diversion to other crops about US$4000 per hectare ($1 
155 yen in 1986)1. 
For the disposal of rice surpluses as feed and for export. 

in addition considerable expenditure is incurred by the government-
operated compulsory rice crop insurance scheme. 

The simulated results of the contrasting scenario experiments have sug-
gested that large rice surpluses or shortages could result from variations of cli-
rriate. The two 2 x CO2  scenarios would, cetens paribu, result in an enormous 
rice surplus. Under the present rice policy, the producers' and the consumers' 
prices of rice would need to be reduced considerably to decrease supply and to 
increase consumption. If these price adjustments alone were not sufficient (and 
this is highly probable because of strong fiscal and political constraints, including 
the strength of the agricultural lobby), then the paddy land diversion policy 
would need to he extended. Over the long term there should be a gradual transi-
tion to a policy of reduced government intervention, allowing the market 
inecharnsm to regulate demand and price, while retaining a governiriemit mnonop-
oiy of the international rice trade. 

Since potential rice surpluses have long been the norm, the distinct rice 
shortages predicted under the consecutive cool damage year scenarios are easier 
to handle under the present policy framework. The paddy land diversion policy 
can be reduced considerably or abandoned altogether with appropriate adjust-
ments in the regional distribution of rice production. This step would reduce 
slli)sidy expenditures and also the fiscal deficit. Increases in the producers' and 
consumers' prices may also be needed but this step is limited by the already high 
level of prices. Even after adopting these policy measures, rice shortages may 
still occur in some of the more severe cold damage years. Thus some rice 
imports by government may be needed, and this would require a diversification 
of import sources, for the specific Japonica rice favored by the Japanese public is 
not cultivated widely outside Japan. 

A new policy framework under these conditions could be similar to that 
proposed as a response to rice surplus, the rice market being expected to adjust 
itself in order to cope with the predicted shortage. Government rice imports 
might be necessary in order to smooth out extreme market adjustments over 
several years. An improved rice crop insurance policy could be retained. 
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7.3.3. Policy regarding research and technology 

Finally, some general recommendations can be made in relation to research 
priorities that apply not only in Japan but also further afield. Modern agricul-
ture depends heavily on five technologies: high yielding crop varieties, fertiliza-
tion, mechanization, irrigation, and the chemical control of weeds, pests and 
diseases. Each of these technologies has made an important contribution to the 
population capacity of the earth, and to the rise in the nutrition levels. But, 
because much of the potential arable land in the world is already in crop produc-
tion, one of the few ways of increasing food production will be to use more fossil 
energy for the intensification of agricultural management (particularLy in the 
production of fertilizers and agricultural chemicals). Yet the increased burning 
of fossil fuels along with carbon dioxide release from biological sources, has been 
responsible for raising the level of atmospheric CO 2  (:oncentrations throughout 
this century, and further increases will inevitably intensify the atmospheric 
greenhouse effect, probably causing a change in world climate. 

The climatic change induced by increased atmospheric CO 2  will probably 
affect physiological and ecological activities of plants (as we have shown for 
Japan in this report) and alter the relationship between climate and the distribu-
lion of terrestial ecosystems, including world agricultural systems. Assessing the 
direct effects of increased atmospheric CO 2  and the indirect effects of CO 2-

induced climatic change on food production is very difficult, because we do not 
fully understand the direct and indirect influences of increased CO 2  levels on 
crops and their surrounding environment. This is probably one of the results of 
the conventional practice of regarding the effccts of variations of climate on crops 
as origins of error in field experiments that are designed to study and develop 
new agricultural technologies. By referring to results reported by several 
authors, including the findings of this study in japan, the direct and indirect 
influences of increased atmospheric CO 2  in the future on crops and their environ-
inent have been summarized in Figure 7.1. 

The diagram shows clearly that increased atmospheric CO 2  would be 
prohitable for crops and food production according to some criteria and 
unprofitable according to others. With regard to these effects and their mitiga-
tion, the following scientific and technological problems need to be solved in the 
next few years: 

Assessment of the change in geographical and seasonal distributions of 
thermal and water resources important to crop production. 
Assessment of the change in microclimate within crop fields and forests 
associated with the change in large-scale climate. 
Elucidation of the direct effects of long-term CO 2  changes on dry matter 
production, yield formation, and water use efficiency of crop and forest 
plants. 
Evaluation of the responses of natural and controlled plant ecosystems to 
climatic change. 
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Determination of the adaptability of crop and forest plants to CO 2-induced 
climatic change. 
Elucidation of the effects of climatic change on the distribution and popula-
tion of pests and diseases in cultivated fields and forests. 
Assessment of the longer-term effects of climatic change on soil fertility and 
effectiveness of fertilizers and chemicals. 
Development of management methods of adapting agricultural systems to 
the increased atmospheric CO 2  concentrations and associated climatic 
change. 
Establishment of agricultural technologies for minimizing the impact 
imposed by climatic change on crop plants and their environment. 

In order to facilitate successful research and development relating to these 
problems, it is desirable to organize interdisciplinary national and international 
projects of which this study forms one contribution. 
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Editors' note: We refer to place names and authors in this index only where this 
is necessary to identify a climatic phenomenon, a method of impact assessment 
or an analytical model. 

Accumulated temperature, see Effective 
accumulated temperature, Effective tem-
perature sum 

Add deposition, 18 
Adjoint method, see Climate impact assess-

ment, adjoint method 
Adjustments (at farm level) to climatic vari-

ations, 18, 25, 44-50, 71-72, 486, 499, 
701-705, 744-747; adjustment experiments 
20-21, 114; see also Agricultural policy, 
Crop varieties, Farm operations, Food 
purchases, Irrigation, Soil drainage 

Afforestation, 405, 491, 501 
Agricultural cooperatives, 828 
Agricultural expenditure, see Farm expendi-

ture 
Agricultural output, see Food production, 

Yield 
Agricultural policy, 18, 20, 27, 50-51, 72, 

237, 241, 345- 348, 360-363, 365, 487, 
490-493, 498-501, 531, 544, 605-607, 
677-693, 695-706, 853-864; at regional 
level, 50-5I, 680-681; at national level, 51, 
72, 681, 692, 715-717; regional model of, 
682-684, 684-691, 710-714; see also Adjust-
ments, Exports, Food prices, imports, 
Set-aside, Subsidies 

Agricultural potential, 29, 53, 70, 279, 
415 444; climatic index of, 52, 54, 82, 84, 
105, 255, 264-270, 369; spatial pattern of, 
3639, 70; spatial shift of, 38, 773-795; see 
also Agroclimatic index, Agroecological 
potential 

Agricultural research, 364, 365, 470, 501-
503, 862-864 

Agrocenose, 664 
Agroclimatic index, 24, 104-105, 110; see also 

Agricultural potential, climatic index of 
Agroclimatic models, see Agroclimatic index, 

Crop-climate models 
Agroecological potential, 412-413 
Analogue regions, see Regional analogues 

Barley, 391, 441, 472, 498-499, 500, 526, 
547-563, 559-594, 582, 631, 632-633, 686, 
739; crop-climate simulation model of, 
245, 690-691; potential for cultivation, 
469; potential area of successful ripening, 
35; yields, 26, 42, 56-67, 88-89, 91, 326, 
331, 527-528, 533, 547-563, 600-602, 685, 
700, 745 

Baseline climate, see Climatic scenarios 
Base temperature, see Threshold tempera-

ture 
Beef, production of, 235, SQL, 531; see also 

Livestock 
Hioclimatic potential, 633 
Biomass, 16-17; net production of, 61, 120; 

potential, 26, 353, 358, 360; productivity 
of, 256, 265-266, 269, 352, 359; see also 
Chikugo model, Net primary productivity 
of vegetation 

Ijiomes, see Vegetation zones 
Biophysical models, see Agroclimnatic index, 

Crop-climate models 
lurch woodland, 390, 439, 440, 441 
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Blight, see Disease 
Boreal forest, 55, 86, 183-195, 629, 738 

growth rates of, 44; limits of, 121, 187, 208, 
210, 439-442; physical productivity of, 43, 
183-195; potential economic output from, 
43, 197-218; see also Afforestation, Forest 
sector model, Timber, Tree growth 

Canola yields, 326, 331 
Canopy reflectance, 812 
Capital, investment of, 677-693; stock of, 

683, 687 
Carbon dioxide, in atmosphere, 11, 23, 81, 

99, 125, 143, 150, 172, 241, 626, 637, 647, 
other trace gases, 11, 648; direct effects of, 
24, 48, 115, 184, 194, 208 365, 577, 673, 
675, 862; CO2-induced warming, 33, 206, 
207, 398, 405, 545; see also Climatic 
scenarios, CISS 

Carcass weight, 26, 64; of lambs, 435-437, 
475-487, 494, 496, 497; of meat, 624; of 
sheep, 51, 54-55, 67, 87, 405-406, 442 

Carrying capacity, 26, 32, 50, 64, 389, 473; of 
sheep on improved grassland, 54, 87, 
431-435, 442; of sheep on rangelands, 54, 
67, 87, 431-436, 442, 444, 475-487, 496, 
497; see also Livestock, Stocking level 

Carry-over effects, 63, 69, 448, 484 
Cattle, see Livestock 
Centrally planned economies, see Agricul-

tural policy 
Chikugo model, of net primary productivity, 

104-105, 116, 782-786, 788, 790- 791 
Climatic change, see Climatic scenarios, 

Climatic variations 
Climatic fluctuations, see Climatic variations 
Climate impact assessment, adjoint method, 

19-20, 73; direct method, 18-20, 73; im-
pact approach, 13-14; integrated ap-
proach, 15-17, 73, 229; interaction ap-
proach, 14-15; iterative approach, 73; spa-
tial approach, 17, 21, 38, 73, 121-122, 
290-291, 364, 412-4 13, 773-795 

Climatic index of agricultural potential, see 
Agricultural potential, climatic index of 

Climatic optimum (hypsithermal), 752 
Climatic scenarios, 24-25, 125-157, 245-252, 

357-358, 544, 636 637, 748, 751-772, 
786-788, 815-817, 835, 839-841, 853-855; 
instrumentally based scenarios, 25, 77-81, 
559-562, 754-757, 786-788, 804; instru-
mentally based scenarios, single years, 24, 
52-53, 59, 60, 61, 175-179, 229, 246-247, 
269, 296, 301-305, 315-316, 330-338, 351, 
407-409, 425-426, 462- 4114, 469, 484-487, 
493-498, 754-757, 804-805, 816, 820-821; 
instrumentally based scenarios, periods, 
24, 53, 54, 56, 60, 174-179, 229, 246-247, 
261, 269, 291-292, 296, 301 305, 311-315, 

330-338, 351, 389, 407-409, 425-426, 
462-464, 468-469, 495-498, 534-537, 569-
572, 589-596, 600-601, 754-757, 804- 805, 
816, 820-821, 839; instrumentally based 
scenarios using Vinnikov-Groisman 
method, 79, 81, 635, 637, 647-649, 672, 
696; baseline climate, 29, 52 69, 117-118, 
141, 142, 249, 407, 411, 537, 544, 572, 637, 
655-656, 696, 755; analogue scenarios, 
763- 767; synthetic scenarios, 25 59, 
77-81, 115, 637, 685-687; based on 0CM 
outputs, 24, 77-81, 115, 351, 354 356, 364, 
390; transient, 77-81, 118, 150, 700; see also 
General circulation models; GISS 

Climatic variables, see Precipitation, Solar 
radiation, Temperature, Windspeed 

Climatic variations and variability, 12-13, 
69, 159, 360; anomalies (extremes), 11, 31- 
32, 66-68, 69, 100, 107, 407, 463, 793; re-
turn periods, 276--278; cool periods, 408, 
443444, 756, 767, 786-788, 804, 806; warm 
periods, 408, 444, 756, 767, 786-788, 804, 
805; stable periods, 786, 816, 820, 839; Un-
stable periods, 786, 816, 820, 839; see also 
Climatic scenarios, Frequency, Precipita-
tion, Probability, Temperature 

Climatic warming, see Carbon dioxide, 
Climatic scenarios 

Cloud seeding, 704 
Coldness index, 103, 774, 775 
Collective farms, 626, 627 
Colliiiearity, 104, 110 
Comparative advantage, 36, 70, 75, 603, 699 
Competition, between land uses, 76; 

between regions, 75 
Construction sector, 338; impact on, 327, 

345 -347 
Cool periods, see Climatic variations 
Cooling degree-day, 103, 813-814, 815 
Cool summer damage, 731, 740, 742, 744, 

746, 749, 752, 786, 813, 817, 821, 824, 858 
Cooperatives, agricultural, 828 
Corn for silage, crop-climate simulation 

model of, 690-691; yields, 91, 685, 700 
Cornell University Soil--Plant -Atmosphere 

model, 298 
Cotton, 624, 627 
Cretaceous period, 140 
Crop allocation, see Land allocation 
Crop breeding, see Plant breeding 
Crop certainty, 577; see also Probability 
Crop calendar, for spring wheat, 99 
Crop-climate models, 105 -107, 252-257; 

assumptions in, 109-110; baseline spec-
ification for, 117-118; data requirements 
for, 109; extrapolation from, 110; missing 
variables for, 116; sensitivity analysis of, 
111, 298-301; spatial resolution of, 117; 
temporal resolution of, 16; time-dependent 
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changes in, 118; validation of, 106, 108, 
111-112, 252-253, 297-298, 352, 364, 424-
425, 427, 455-458, 557-558, 569, 571, 586-
589, 649-655, 653, 668; see also Agro-
climatic index, Empirical-statistical mod-
els, Simulation models 

Crop combinations, 597 
Crop dispersion, 702, 704 
Crop drying, 567 
Crop failure, 592, 800; frequency of, 800; 

probability of, 802 
Crop receipts, see Farm income 
Crop rotation, 324 
Crop storage, 237 
Crop varieties, changes in, 27, 28, 36, 44 46, 

361, 701-703; changes in varieties with 
high thermal refinements, 45, 67; changes 
in varieties giving less variable yields, 
45-46; changes from spring to winter 
wheat, 342-345; cold-resistant varieties, 
738; early-maturing varieties, 551, 565, 
568, 857; high-yielding varieties, 471, 562; 
late-maturing varieties, 48, 92, 565, 570, 
823, 825, 857; middle-maturing varieties, 
48, 92; of rice, 39; quick-maturing vari-
eties, 101; see also Plant breeding, Thermal 
requirements 

Cumulative effects, 31, 69 
Cultivation limits, see Limits 

Dairy farming, 235, 464-467; dairy cattle, 
432; milk production, 87, 393, 462, 465-
466, 531, 624; milk products, 606 

Data, availability of, 160-161, 534, 567-568; 
homogeneity of, 161; requirements, 417--
420; spatial resolution of, 74; temporal 
resolution of, 74 

I)ay length, 39, 811 
Degree-days, see Effective accumulated tem-

perature; Effective temperature sum 
Depopulation, 491- 492 
Desert pavement, 284 
Deterministic functions, 106 
Development rate, of plants, 811 
Development stage, of plants, 811, 818 
Diagnostic approach, to scenario develop- 

ment, 78 
Disease, 40, 71, 75, 282, 472, 563, 808, 817, 

864; blight, 40, 472; control of, 677, 702; 
rust, 41; ryegrass mosaic virus, 472 

Drainage, see Soil drainage 
Drought, 12, 237, 254, 116, 549, 604, 624, 

634, 740; frequency of, 26, 53, 82, 84, 250, 
254-255, 270-279, 353, 355, 360, 863; index 
of, 254, 256; in 1930s, 14, 238-239, 246, 
275, 291, 304, 311--315; 1936-type, 343 345; 
Palmer Drought Index, 104, 255, 270-278, 
355 356, 359, 369 370; relief payments 
after, 238 

Dwarf shrubs, 392 

Economic models, 17; for regional economic 
planning, 119; input-output models, 27, 
43, 322, 328; in Saskatchewan Drought 
Study, 325-328; of employment, 17; of 
farm production, 17, 42, 43; of farm prof-
itability, 17, 118-119, 322; of farm pur-
chases, 17; of Japan rice market, 827-851, 
857 -858; optimization models, 692, 715----
717; validation of, 364, 836 

Effective accumulated temperature, 640-641, 
739, 774-775, 777-778, 781, 797, 806; see 
also Effective temperature sum 

Effective temperature sum, 26, 28 -29, 36-37, 
52, 54-56, 59, 82, 84, 88-89, 92, 102, 104, 
184-193 passim, 209, 255-256, 260-262, 
279, 303, 353, 359, 406, 437, 524-525, 530, 
535-536, 549, 554, 556, 568, 584-597, 629, 
631, 633, 640-641, 675; definition of, 82; 
Thom's method of calculation, 260; see also 
Effective accumulated temperature 

Egg production, 235, 531, 624; see also Poul-
try 

El Niño, 12 
Empirical-statistical models, of crop -climate 

relationships, 13, 24, 27, 243-244, 255, 493, 
664; of barley, 108, 544, 547-563, 584-586; 
of carcass weight of lambs, 483-484; of 
hay, 108, 416 420-424, 445-474; of oats, 
108, 120, 584-586; of pasture, 108; of rice, 
108, 748, 749; of spring wheat, 108, 649 
665, 653-657; of winter rye, 108, 649 -665 

Employment, 43, 52-54, 64, 71, 85, 321-349, 
338, 342; at farms' level, 26, 28, 339, 
352 -353; model of, 322, 329, 338; regional, 
67, 255 

Erosion, see Soil erosion 
Evapotranspiration, see Climatic scenarios, 

Climatic variations 
Expenditure, see Farm expenditure 
Exports, 829, 850 
Extreme events, see Frequency, Probability 

Fallow, 233-234, 528 
Famine, 391-392, 536, 752 
Farm abandonment, 238, 281, 468, 169; see 

also Depopulation, Population, migration 
of 

Farm employment, see Employment 
Farm expenditure, 27, 49-50, 72, 322, 346, 

353, 687-692 
Farm income, 26, 28, 51-53, 56-57, 75, 332, 

338-339, 342, 346-347, 492, 533, 544, 605-
607; household level, 85, 332; national lev-
el, 64-68, 89; regional level, 42, 71; region-
al equity of, 51, 72, 605; stability of, 45; see 
also Farm profitability 

Farm Income Act (Finland), 606 
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Farming operations, timing of, 28, 677 
Farm inputs, 51 
Farmiab program (Canada), 362 
Farm models, see Economic models 
Farm production, 322, 605-607 
Farm profitability, 27, 33, 41, 71, 75, 544, 

579-597, 603-604 
Farm purchases, 50, 72 
Farm size, 234 
Farm wages, 579, 593, 606 
Feed grains, see Fodder 
Feed requirements, see Livestock 
Fertilizer, use of, 27-28, 36, 40, 46-49, 63, 

65, 72, 75, 87, 117, 324, 406, 418-420, 424, 
428, 443, 460-461, 465, 468, 469, 471, 497, 
623, 633-634, 653-654, 657-659, 672, 703, 
862, 864; costs of, 579-580; experiments 
with, 446-448, 454, 458, 473; Fertilizer in-
dex, 422-423, 426; fertilizer pollution in-
dex, 58; see also Nitrate pollution 

Financial sector, effects on, 338 
First-order interactions, 15, 25, 32-36, 43, 

70- 71, 97 123, 229, see also Disease, 
Droughts, Livestock, Second-order interac-
tions, Soils, Third-order interactions, 
Waterlogging, Weeds, Yields 

Fishing, 327, 345-347, 391, 393 
Flax yields, 331 
Fodder, crops 576; purchase of, 491, 492; 

reserves of, 491; shortage of, 492 
Föhn wind, 416 
Food consumption and demand, 827-851, 

857-858 
Food prices, 684, 827-851, 857-858, 860; 

support of, 28-29, 51; sce also Subsidies 
Food production, 75; national, 41, 71; opti-

mization of, 50-51, 72; regional, 41, 71; 
stabilization of, 51, 72 

Food production costs, 41, 71, 677-693; bar-
ley, 91; corn, 41, 91; grain, 49; hay, 91; 
oats, 91; potatoes, 91; vegetables, 91; win-
ter wheat, 41, 91 

Food purchases, 27 
Food security, 51, 72, 844, 850, 857 858, 860 
Food stocks, 26, 28, 607; of rice, 31, 60, 64, 

68, 92, 827-851, 857-858 
Food supply, 26; of rice, 31, 56, 61, 64, 92, 

749, 827-851, 857-858; district, 61; nation-
al, 61, 92 

Food surplus, 42, 71, 493, 532, 577, 606, 747; 
of rice, 827-851, 857- 858, 860 

Forage production, see Grass, Hay, Yields 
Forest, see Birch woodland, Boreal forest, 

Broadleaved woodland, Norwegian spruce 
Forest fires, 12, 390 
Forest Growth Units, 103-104 
Forest sector model, 198 -207, 214 
Freeze-thaw cycles, 284 

Frequency, 21; of cold summer damage, 34; 
of crop failure, 583, 802; of dry spells, 21, 
40, 84, 126; of extreme events, 31, 69, 75, 
126; of flooding, 40, 126; see also Probabil-
ity 

Frost, 237, 548-549, 688, 592, 634, 641, 643, 
814; probability of, 577, 608; aate of, 631, 
first autumn frost, 437; night frost, 592; 
frost-free period, 104, 231, 294, 398, 400, 
629-631, 685 

Fuel, 332, 339; fuel and oil purchases, 332; 
effects on fuel mines sector, 327 

General circulation models, 17, 24-25, 
125-157, 354366, 364, 637; Chervin signif -
icance test, 143, 152; climate inversion 
problem, 148; grid points/spatial resolu-
tion, 130, 131, 523, 537, 630; parameteriza-
tion, 129, 139, 149, 150; time steps/ tem-
poral resolution, 130, 131; see also GFDL, 
GISS, NCAR, OSU, UKMO 

Geopotential height anomaly, 765, 766 
Geostrophic wind, 168 
GFDL (Geophysical Fluid Dynamics Lab-

oratory) general circulation model, 131, 
132, 134, 135, 189 

GIMMS cartographical program, 585 
GISS (Goddard Institute for Space Studies) 

general circulation model, 24, 77, 78, 113, 
115-118, 133-148 passirn, 184, 256, 354-
356, 364, 404, 519, 569 -572, 635-636, 639, 
732; GISS-based transient scenario, 647, 
655 657, 696; GISS 2 x CO 2  scenario, 29, 
32 34, 38-68, 77-8 1, 113, 120, 143-- 148, 
183-- 188, 191, 197, 201, 208, 210, 229, 246-
252, 257, 260-261, 268, 271, 289, 291, 296, 
301- 308, 316-320, 330-338, 348, 354, 357-
358, 407, 409-412, 425-426, 462-464, 471-
473, 484-485, 493-498, 523, 537-542, 559--
561, 572- 575, 581-596, 600-601, 636, 639, 
644 -647, 655, 673-675, 696, 757-763, 769-
772, 788, 804, 816, 822-825, 840 841; grid 
point coverage, 78; interpolation between 
grid poLnts, 78, 151-152, 538; spatial reso-
lotion of, 137-138, 143; validation of, 78, 
139-143, 152-153, 247-248, 409, 538-539, 
645, 674, 758-759 

Glaciers, 392, 393 
Glacial Maximum, 140 
Grapes, 627 
Grass, 526, 631; common bent (Agrostis capit-

tans), 446; digestibility of, 36; meadow 
fox-tail (Alopecorus pralen.us), 446, red fes-
cue (Festuca rubra), 446; ryegrass (Lolmm 
pererune), 47 1-472; smooth meadow grass 
(Pon pralensas), 446; timothy (Phleurn pra-
tense) 459, 462; see also Carrying capacity, 
Hay 
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Grass growth index, 480, 481 
Grass margin, see Farm profitability 
Grazing intensity, see Stocking rate 
Grazing season, 31, 45; see also Growing sea-

son 
Greenhouse effect, see Carbon dioxide 
Greenhouses, 703 
Gross Domestic Product, 205; regional, 326, 

346, 347 
Groundwater, depletion of, 18; level of, 659, 

660, 700; supply of, 40 
Growing-degree days, see Effective accumu-

lated temperature, Effective temperature 
sum 

Growing season, 44, 183, 456, 471, 565; 
length of, 33, 70, 301, 303, 458 460, 520, 
524, 562, 631, 774; onset of, 26, 28, 54, 86, 
496; see also Grazing season 

Growth unit, 439, 440, 441 

Hailstorms, 704 
Harvest index, 809, 813-815 
Ilarvest procurement system, 627-628 
Harvest quality, see Yield quality 
[-leliottiermic factor, 105, 264, 266-267, 369 
Hay, 429-431; crop-climate simulation mod- 

el of, 690-691; harvest date, 449-454; har-
vest failure, 493; herbage quality, 461, 465, 
469, 473, 477, 483-484; yields, 26, 31-32, 
39, 54-55, 62, 67, 86, 91, 113, 406, 415-474 
passm, 492, 494- 496, 528, 685, 700; see also 
Empirical- statistical models, Grass, Live-
stock 

Herbicides, see Weed control 
Hierarchies, see Model hierarchies 
1-foldridge classification of vegetation zones, 

189 	 - 	- 
Ilolocene epoch, 140 	- 
l-lousehold consumption, 326 
Household income, see Farm income 
Household purchasing power, 52, 54, 82, 85; 

see also Farm income 

Impact assessment, see Climate impact 
assessment 

Im pacts, 	see 	First-order 	interactions, 
Second-order interactions, Third-order 
interactions 

lmn ports, 829, 850 
Income, see Farm income 
income elasticity of demand, 837 
Industrial sector, effects on, 16 
Insurance, 332, 339, 345- 347, 491, 704, 747, 

860; of crops, 76, 324, 499 
Interactions, see First-order interactions, 

Second-order interactions, Third-order 
interactions 

International Biological Programme (IBP), 
782 

irrigation, 238, 627, 703, 859, 862, see also 
Water resources 

Koppen climatic classification, 232, 398 

Labor, see Employment 
Lambs, growth rate of, 476, 483; see also 

Livestock 
Land abandonment, see Farm abandonment 
Land allocation, changes in, 27 -28, 45, 50, 

72, 75, 468, 626, 677 --693, 700, 702 
Land management, changes in, 703 
Limits, altitudinai, 28, 797-808, 856-857; of 

barley, 437-438, 442; of cereal cropping, 
31; of crop zones, 542-543; of cultivable 
area, 38, 64, 468, 474, 519, 526, 529; of 
rice, 59-61, 92, 773-795; of spring wheat, 
529; see also Boreal forest, limits of 

Livestock, 28; feed requirements for, 51, 
54-55, 86, 393, 429-431, 465 494; health 
of, 17; numbers of, 392-394, 432--435, 441, 
469, 531; production of, 395; rearing of, 
429 -431; yield of, 17; see also Carcass 
weight, Carrying capacity, Lambs 

Lodging, 101 

Maize, production of, 36, 262, 686; yields, 
12, 26,62 

Management, 14, 39, 44-50, 71-72, 117 7  320, 
457, 490; changes in, 446; of experiments, 
456; trend, 114; see also Adjustments, 
Agricultural policy, Technology 

Marginality, 21-22, 391, 415, 542, 731; mar-
ginal areas, 63, 472, 485, 501, 532, 800; 
marginal cropl and, 51 

Marketable yield, 579, 582, 581-586, 588-
589, 594; see also Yields 

Meat, 627; consuinption of, 606; see also Beef 
production, Lambs, Carcass weight, Live-
stock 

Mech anistic schemes, see Simulation models 
Mechanization, 580, 623, 862; cost of, 580; 

mniachine hire, 579; machine repair, 332, 
339 

Methane, see Carbon dioxide (and other 
trace gases) 

Milk production, see Hairy farming 
Mining, 327 
Model hierarchies, 17, 24, 118-120, 183, 197, 

216, 255, 348, 358- 360, 364, 732, 747, 827, 
859 

Models, see Economic models, Empirical 
statistical models, General circulation 
models, Model hierarchies, Simulation 
models 

Moisture stress, 36, 231, 263, 460-461 
Monsoon, 734 
Mortality, see Famine, l'opulation 
Mulberries, 739 
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Mulching, 704 
Multiplicative effects, 31, 69 

National agricultural policy, see Agricultural 
policy 

NCAR (National Center for Atmospheric 
Research) general circulation model, 131, 
132, 134 

Net primary productivity of vegetation, 749, 
750, 773-795, 855-856; see also Biomass, 
Chikugo model 

Nitrate pollution, 49, 657-658, 661, 700 
Nitrogen, see Fertilizers, Soil fertility 
Nitrous oxide, see Carbon dioxide (and other 

trace gases) 
Nonlinear effects, 31, 69, 73 
Norwegian spruce, 439-441 
Nutrients, cycling of, 208; requirements for, 

99, supply of, 18, 75, 448; transport of, 98; 
uptake of, 98 

Nutrient depletion, see Soil degradation 

Oats, 472, 526, 579-597, 582, 631-633, 686, 
739; crop -climate simulation model of, 
245, 690-691; yields, 26, 33, 36, 42, 57, 
64-65, 88-89 91, 120, 527-528, 530, 
600-601, 685, 700 

Obukhov model, of winter rye yields, 649, 
651-659, 709-710 

Ocean currents, 732 
Oil, see Fuel 
Oil seed yields, 528 
Optimal land use, 50; see also Land alloca-

Lion 
Optimization models, see Economic models 
OSU (Oregon State University) general cir-

culation model, 131-132, 134-135, 139 
Over-production, see Food surplus 
Ozone, see Carbon dioxide (and other trace 

gases) 

Palmer Drought Index, 104, 255, 270-278, 
355-356, 359, 369-370; see also Drought 

Pasture yields, 26, 54-55, 62, 64-65; see also 
Carrying capacity, Grass, Livestock, Yield 

Peat, 189, 392 
Permafrost, 652 
Pests, 40, 71, 75, 208, 282, 563, 817, 863-864; 

control of, 36, 51, 99, 100, 702, 862 
Phenological stages, 100, 300, 429--430, 568, 

570, 572, 811 
Phosphate, see Fertilizers, Soil fertility 
Photoperiods, 39, 471-472 
Photosynthesis, 98, 472, 577 
Plant breeding, 39, 76, 101, 361, 563, 607, 

627, 675, 773; see also Crop varieties 
Policy responses, see Agricultural policy 
Population, change of, 391; migration of, 

238; see also Depopulation 

Pork production, 531 
Potato, 393, 501, 627, 686, 739; crop-climate 

simulation model of, 690-691; limits of cul-
tivation, 444; yields, 26, 33, 91, 528, 685, 
700 

Poultry, 235, 531 
Prairie Farm Rehabilitation Administration 

(PFRA), 238, 254, 286, 362 
Precipitation, 161, 170-172, 401 -404; de-

creases in, 179; increases in, 40, 143, 170, 
179; variability of, 34, 169, 232, 250, 278, 
304, 438; see also Climatic scenarios, 
Climatic variations 

Precipitation effectiveness, 26, 28, 52, 54, 82, 
84, 255-256, 279, 353, 359; definition of, 
82; see also Precipitation index 

Precipitation index, 262-264, 289 
Pressure, 167-168, 397; anomalies of, 171 
Prices, see Food prices 
Probability, 364; of barley ripening, 438, 

469, 496; of cool summer damage, 66; of 
crop failure, 469, 802; of extreme events, 
706; of frost, 208, 577; of maturation! 
ripening, 26, 28; of winter kill, 458; of 
yields, 34-35, 70; see also Frequency 

Procurement prices, 627; see also Food prices 
Producer prices, 582; see also Food prices 
Production costs, see Food production costs 
Profit maximization, assumption of, 200 
Prognostic approach, to scenario develop-

ment, 78 
Proxy data, 397 
Pulses, 739 

Radiative dryness index (RDl), 782-784 
Rainfall, se Precipitation 
Flangeland, see Carring capacity, Grass, 

Livestock, Yield 
Red clover, 631 
Regional analogues, 38-39, 70, 73, 472, 540, 

542, 762-763, 855 
Regional Compensation Effect, 623 
Regional policy, see Agricultural policy 
Regression models, see Empiric al-s tatistical 

models 
Rice, 738-740, 746, 808, 827-851; crop-cli-

mate simulation model of, 34, 60, 108, 116, 
118, 749, 809-825; cultivation area of, 
797-808, 856 857; production of, 41, 731, 
741, 797-825; BLocks of, 31, 60, 64, 68, 92, 
827-851, 857-858; yield index of, 59-61, 
92, 113, 778-779, 781, 786-787, 793, 
797-808, 856- 857; yields, 12, 26, 32, 37, 
62-64, 66, 120, 740, 779-781, 787, 797-825 
passim, 856-857 

Risk, 21, 75, see also Frequency, Probability 
Root crops, 472, 498 
Rye, 526, 582, 631-633, 642, 643-644, 739; 

yields, 64, 527-528, 530; winter rye yields, 
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26, 56, 58-59, 65, 68, 90, 118, 642, 649-659 
passirrs, 1198 

Saltation, 283 
Sand dunes, 284 
Saskatchewan Wheat Fool (Canada), 291 
Sea ice, 131, 134, 392, 394-396 
Second-order interactions, 15, 25, 27, 41-44, 

71, 119; see also lniployment, Farm expen-
diture, Farm income, Farm production, 
Farm profitability, Farm purchases, First-
order interactions, Third-order interac-
tions 

Seed cost, 579, 580 
Self-sufficiency, 532, 604, 606-607, 844 
Sensitivity, 23, 28, 61, 70, 237, 364, 389, 415, 

470, 772, 817-820; analysis of, 36, 44, 227 
Service sector, effects on, 16, 327, 338, 345, 

346, 347 
Set-aside, of farmland, 42, 51, 607, 747, 835, 

858 
Severe winters, 391, 415, 417 
Sheep, 429-437, 475-487; see also Carrying 

capacity, Lambs, Livestock 
Shelter, for livestock, 439 
Shelterbelts, 281, 502, 704 
Shift of margins, see Climate Impact Assess-

ment (spatial approach), Limits 
Silage yields, 528 
Simulation models, of crop-climate relation-

ships, 24, 27, 45, 107, 245, 253, 664, 680, 
714-715; of barley, 245, 690--691; of corn 
for silage, 690-691; of hay, 690-691; of 
oats, 245, 690-691; of potatoes, 690-691; of 
rice, 34, 60, 108 116, 118, 749, 809-825; of 
spring wheat, 108, 115, 293--320, 322, 329-
330, 663-675; of vegetables, 690-691; of 
winter wheat, 690-691 

Snow cover, 416, 484, 520, 524, 576, 631, 
632, 643; variability of, 398 

Snow depth, 735, 737 
Soils, 231, 522, 629-630, 634, 642, 808; acid-

ity of, 631; classification of, 229; conserva-
tion of, 99-100, 240; degradation of, 227, 
234-235, 238, 240, 255, 357, 362, 364, 863; 
drainage of, 27, 46-49, 98, 72, 473, 633-
634, 659, 661, 703, 808; erosion of, 18, 40, 
49, 51, 71-72, 75, 98, 239, 357, 362, 390, 
651 652, 659; frost in, 629; heating of, 502; 
leaching of, 98; properties of, 101, 114, 
structure of, 18; see also Waterloggirig 

Soil fertility, 40, 66, 71, 864; index of, 26, 40, 
90, 652, 656-657, 700 

Soil moisture, 98, 143, 270-278, 449, 652 
Soil salinity, 651-652; salinization, 18, 75, 

98, 240, 357, 362 
Solar radiation, 98, 99, 100, 125, 265, 525, 

642, 811, 813, 818 
Spring wheat, see Wheat 

Stable period, see Climatic variations 
State farms, 626, 627 
Stocking level, 51, 63, 477, 483; see also Car-

rying capacity 
Storm tracks, 397 
Subsidies, 531, 606, 747, 850 
Sugar beets, 67, 528, 624, 627 
Sunflowers, 627 
Sweet potatoes, 739 

Taiga, see I3oreal forest 
Tea, 739 
Technology, 14, 39, 117, 495, 798, 822-825, 

862-864; change in, 44, 69, 243, 835; trend 
of, 110, 114, 243, 244, 656, 833; see also 
Adjustments, Agricultural policy, Crop 
varieties, Irrigation, Management, Mech-
anization, Plant breeding, Soil drainage 

Temperature, of northern hemisphere, 160-
175; global mean, 162; sea-surface, 131, 
134, 161; see also Climatic scenarios, Cli-
matc variations, Effective accumulated 
temperature, Effective temperatu re sum, 
Threshold temperature 

Temperature index, 421-422, 424, 435-436; 
see also Warmth index 

Thermal requirements, of crops, 33, 45, 48, 
72; of barley, 437-438 

Third-order interactions, 15, 25, 41-44, 71, 
229; see also Agricultural policy, Employ-
ment, First-order interactions, Food pri-
ces, Food production, Food security, Food 
stocks, Food supply, Food surplus, 
Second-order interactions 

Threshold, 30, 69, 73; of temperature, 104, 
184-185, 192, 209, 260, 437, 797 

Timber, carrying capacity for, 207; demand 
for, 201, 205, 212; prices of, 198--199, 
214-215; stocks of, 206-207, 211, 213-214; 
supply of, 198-199, 201, 206, 212; supply 
models for, 260; trade of, 199, 202-203, 215 

Timberline, see Boreal forest, Tree growth 
Timing of operations, see Farming opera-

ions 
Trace gases, see Carbon dioxide (and other 

trace gases) 
Trade sector, 327, 338, 347 
Transient response, of climate, see Climatic 

scenarios, GESS 
Transportation sector, 338, 345-347, 681 
Tree growth, potential for, 54, 82; potential 

tree zone, 398, 413, 496; see also Boreal 
forest 

Tundra, 193, 210 
Typhoons, 731, 734-735, 817 

UKMO (United Kingdom Meteorological 
Office) general circulation model, 131, 
133-135 
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	 Ind.ez 

Unstable period, see Climatic variations 
Urbanization effects, 556 

Vegetables, 67, 395, 624, 686, 739; crop-cu-
mate simulation model of, 690-691; yields, 
26, 91, 685, 700 

Vegetation zones, 737-738, 783, 784 
VNIISI (All-Union Research Inititute for 

Systems Studies, USSR) ecological model, 
637, 652-653, 655-659 

Volcanic eruptions, 391, 392 
Vulnerability, 14, 21, 28, 806; see also Sensi-

tivity 

Warm periods, see Climatic variations 
Warmth index, 102, 774, 775; see also Tem-

perature index 
Waterlogging, 66, 68, 644, 651, 657 
Water requirements, of plants, 99, 100 
Water resources, 16, 40, 71; management of, 

51, 72; see also Irrigation 
Water pollution, 90; see also Nitrate pollu-

tion 
Water-use efficiency, 24, 184, 863; see also 

Carbon dioxide 
Weeds, 282; control of, 99-100, 324, 862, 863 
Western Grain Stabilization Act (Canada), 

343, 345-346 
Wheat, 41, 52, 54, 739; production of, 64, 67, 

85, 233, 236; spring wheat, 353, 526, 565-
577, 582, 632-633; spring wheat, crop-cli-
mate simulation model of, 108, 115, 293-
320, 322, 329-330, 663- 675; spring wheat 
maturation time, 300, 303, 306-308, 317; 
winter wheat, 237, 342-343, 632, 686; 
winter wheat, crop-climate simulation 
model of, 690-691; see also Crop varieties, 
Empirical-statistical models, Yields 

Wind erosion, 26, 237, 262, 360, 362, 859; 
climatic potential for, 40, 52, 53, 83, 84, 
255, 256, 281-292, 352, 353, 359; Chepil 
model of potential, 283, 286; days of blow-
ing duit, 20, 286-288 

Winter housing, for livestock, 476 
Winter kill, 44, 417, 456-458, 468, 473, 479, 

489; probability of, 458 
Winter wheat, see Wheat 

Yield index, of rice, 59-61, 92, 113, 778-779, 
781, 786-787, 793, 797-808, 856-857 

Yields, 33-34, 527; barley, 26, 42, 56-67, 
88-89, 91, 326, 331, 527- 528, 533, 547-563, 
600-602, 685, 700, 745; canola, 326, 331; 
corn for silage, 91, 685, 700; flax, 331; hay, 
26, 31-32, 39, 54-55, 62, 64-65, 67, 86, 91, 
113, 406, 415-474 passim 492, 494-496, 
528, 685, 700; maize, 12, 26, 62; oats, 26, 
33, 36, 42, 57, 64-65, 88-89, 91, 120, 
527-528, 530, 600-601, 685, 700; oil seed, 

528; pasture, 26, 54-55, 62, 64-65, 86; 
potatoes, 26, 33, 91, 528, 685, 700; rice, 12, 
26, 32, 37, 62-64, 66, 120, 740, 779-781, 
787, 797-808, 809-825, 856-857; rye, 64, 
527-528, 530; adage, 528; spring wheat, 
26-2 7, 29, 3 3-34, 4, 52-54, 56-59, 63-66, 
84, 88--90, 118-119, 255-256, 293-320, 326, 
331, 359, 526-528, 565-577, 600-601, 
663-675, 698; sugar beets, 528; vegetables, 
26, 91, 685, 700; wheat, 32, 62, 27, 
243-244, 745; winter wheat, 26, 33, 36, 91, 
255, 528, 685, 688, 700; winter rye, 26, 
56-59 passirn, 65, 68, 90, 118, 642, 649-659 
passim, 698 

Yield quality, 70, 565; see also Marketable 
yield 

Yield st abi lity/vari ability, 26, 34, 47, 63, 66, 
70, 122, 559, 602, 623, 642, 677, 779-781, 
797,816 
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