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NOTE TO READERS OF THE CRITERIA DOCUMENTS 

While every effort has been made to present information in 
the criteria documents as accurately as possible without 
unduly delaying their publication, mistakes might have 
occurred and are likely to occur in the future. In the 
interest of all users of the environmental health criteria 
documents, readers are kindly requested to communicate any 
errors found to the Manager of the International Programme on 
Chemical Safety, World Health Organization, Ceneva, 
Switzerland, in order that they may be included in corrigenda 
which will appear in subsequent volumes. 

In addition, experts in any particular field dealt with in 
the criteria documents are kindly requested to make available 
to the WHO Secretariat any important published information 
that may have inadvertently been omitted and which may change 
the evaluation of health risks from exposure to the 
environmental agent under examination, so that the information 
may be considered in the event of updating and re—evaluation 
of the conclusions contained in the criteria documents. 
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PREFACE 

For more than a century, epidemiological studies have 
played an important part in investigations on the ways in 	- 
which infectious diseases spread through the community. At 
the same time, intensive experimental work has resulted, in 
many cases, in the identification of the bacterial, viral, or 
other biological agents involved and therapeutic, preventive, 
and control procedures have been introduced. Epidemiological 
studies of biological agents and the effective control of 
infectious diseases have paved the way to the use of 
epidemiological methods in studying effects of non-biological 
agents present in the environment. However, it is generally 
more difficult to reach unequivocal conclusions in studies 
involving physical and chemical agents than in those involving 
biological ones. This is because the various factors involved 
in studies of non-biological agents and their interactions are 
usually more complex. 

The relationship between environmental hazards and the 
health of human communities is of growing concern and 
increasing interest to governmental and public health 
administrators, politicians, and the public. 	Despite the 
substantial efforts made during the past two decades to expand 
epidemiological studies on the effects of environmental 
agents, there is a paucity of good studies that are useful in 
establishing health criteria and a lack of adequate guidance 
for the design and execution of studies and for the evaluation 	414 
of results. There are numerous papers and published reports 
scattered throughout the literature. However, perhaps because 
of the rapid development of the subject or of the pressure for 
action once a new problem has been recognized, a large 
proportion of the studies published to date have suffered from 
deficiencies in design, analysis, or interpretation. There is 
an urgent need, therefore, for a publication that sets out 
appropriate methodology for such studies, which would help 
Member States, relevant scientific institutions and individual 
research workers to conduct epidemiological studies in a more 
correct manner. 

The concept of a monograph on the "Guidelines on Studies 
in Environmental Epidemiology" was born at the meeting of the 
WHO Study Group on Epidemiological Methods for Assessment of 
the Effects of Environmental Agents on Human Health convened 
in Geneva from 7-13 October 1975. The Study Group considered 
that the underlying principles of environmental epidemiology, 
particularly with regard to biological agents, had been 
sufficiently well established, and that the main problem was 
their proper application to the study of the health effects of 
physical and chemical agents present in the environment. 
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The Study Group therefore recommended, among other 
proposals, the preparation of a WHO monograph to provide 
guidelines on epidemiological methods for assessing the 
effects of environmental agents on human health. This 
recommendation was unanimously endorsed by the Executive Board 
of WHO at its fifty-eighth session in 1976. 

In order to fulfil this recommendation, the first meeting 
of the editorial group to prepare the monograph was held at 
the Medical Research Council Toxicology Unit, St. 
Bartholomew's Hospital Medical College, London, on 30 January 
- 1 February 1978.2 The group agreed on the outline of the 
monograph, on the tentative list of over 60 contributors or 
chapter coordinators, and on the time schedule for preparation 
of publication. 

The second meeting of the editorial group was held in 
London on 26-29 February 1980. The group reviewed the first 
draft of chapters prepared by coordinators, based on 
contributions received, and made suggestions for further 
editorial work. It was decided to make clear that the 
chapters were not the work of individual coordinators, as the 
basic material was being prepared by numerous contributors and 
some material was being transposed from one chapter to another 
during the course of editing. The chapter coordinators had a 
dual role, compiling the chapters from individual 
contributions, and also serving both as editors of individual 
chapters and members of the editorial group for the monograph 
as a whole. 	The members of the editorial group and all 

p 	
contributors are shown on pages 16 - 19, respectively. 

WIndividual contributions do not generally appear in their 
original form, as they have been merged into various chapters; 
however, some of them have been more extensively quoted and 
appear almost as originally written. 

The editorial group last met for two days at the Institute 
of Occupational Medicine in Edinburgh from 20-21 August 1981. 
The members of the editorial group were able to consider and 
comment on the structure of the individual chapters and on the 
volume as a whole. The arrangements for the joint lEA/WHO 
workshop on the monograph, which was to take place the 
following week during the IXth Scientific Meeting of the lEA, 
were also discussed and the work plan for the final editing of 
the monograph was agreed upon. 

Professor 	J. Kostrzewski, 	then 	the President 	of 	the 
International Epidemiological 	Association 	(lEA), 
participated in this meeting 	and was elected 	chairman of 
the 	editorial group. 	He 	emphasized the 	preparedness 	of 
the lEA to offer full technical support to the project. 
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Thirty—eight environmental health scientists, including 
six members of the editorial group, attended the joint lEA/WHO 
workshop, coming from 16 countries and from the Commission of 
European Communities. The workshop was held in Edinburgh on 
24 August 1981. The members reviewed the drafts of individual --
chapters and the monograph as a whole, making valuable 
comments and suggestions for improvement. 	A list of the 
participants appears on pages 20 and 21. 

The final discussion on the draft of the monograph was 
held in Moscow from 30 November - 3 December 1981, attended by 
a group of international experts from all WHO regions, five 
members of the editorial group, and two WHO staff members. 
The participants are shown on pages 22 and 23. This meeting 
was convened with the financial assistance of the United 
Nations Environment Programme (UNEP) and was hosted by the 
Centre for International Projects of the USSR State Committee 
on Science and Technology and the A.N. Sysin Institute of 
General and Communal Hygiene of the USSR, Moscow, which is 
also a WHO Collaborating Centre for Environmental Health 
Effects. Comments and proposals made by this group greatly 
helped in making the monograph a more cohesive work. 

Thus, a total of 102 experts from 26 Member States were 
involved in the preparation of the monograph. 

In 1980, WHO, together with UNEP and ILO, launched an 
International Programme on Chemical Safety (IPCS) and the 
present project has become one of the priority projects within 
the framework of this new international programme. 

Although efforts have been made to avoid inconsistency in 
terminology, uniformity has not been possible; indeed, this 
is something beyond the scope of the present monograph. 
However, within the IPCS, a project is under way to compile 
internationally agreed definitions for the terms most 
frequently used in toxicological and epidemiological studies. 
At present, therefore, it is important to understand that some 
terms may have various meanings and implications in different 
countries or in different scientific circles and that it may 
be highly misleading to employ them outside the national 
pattern of use or outside the context of a specialized field, 
without precise definition. The reader is therefore warned to 
be wary of the uncritical transfer of technical terms from one 
set of circumstances to another. 

The present monograph should serve as a useful guide to 
the conduct of epidemiological studies on the effects of 
non—biological agents on the health of human communities. An 
epidemiological investigation would involve not only 
epidemiologists but also other experts (e.g., clinicians, 
statisticians, engineers, chemists, and nurses), and the 
monograph is intended to address such a broad audience. The 
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editorial group believes that this publication will pave the 
way for future studies.. 

The final editing of the monograph was carried Out during 
1982 by M. Lebowitz and R. Waller, assisted by J. Kostrzewski, 
M. Jacobsen, and Y. Hasegawa. 

A special tribute should be paid to the late Dr F. 
Sawicki, in recognition of his valuable contribution to this 
monograph, and his extensive work on environmental factors in 
relation to respiratory diseases. 

The Editorial Group 

Partial financial support for the development of this 
criteria document was kindly provided by the Department of 
Health and Human Services through a contract from the National 
Institute of Environmental Health Sciences, Research Triangle 
Park, North Carolina, USA - an IPCS Lead Institution. 

For instance, collaborative epidemiological studies on the 
health effects of several chemicals being initiated under 
the coordination of the WHO Regional Office for Europe 
will apply the principles set out in this publication. 
The editorial group was aware that a manual on 
epidemiology for occupational health was being prepared 
jointly by the World Health Organization in Geneva and the 
WHO Regional Office for Europe; although the present 
Monograph has cited several occupational health studies, 
it is addressed to problems in the general population 
rather than among specific occupational groups. 

'p 
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1. INTRODUCTION 

1.1 Interrelationships with Toxicological Studies 

In some respects the present volume is intended to 
complement an earlier publication in the Environmental Health 
Criteria series, "Principles and methods for evaluating the 
toxicity of chemicals - Part I", which dealt with experimental 
work using mainly animals and other biological assay systems 
(WHO, 1978). There are some parallels between such laboratory 
studies and epidemiological investigations of the effects of 
hazardous substances on human populations. The object, in 
each case, is to compare the effects on groups subjected to 
different levels of the suspect agent, always ensuring that 
the groups are matched as far as possible in respect of other 
relevant factors (which may include sex, age, temperature 
etc). Much experimental work is indeed done on human 
subjects, restricted to doses that will evoke only relatively 
minor physiological or biochemical responses that are readily 
reversible. The borderline between laboratory experimentation 
and epidemiological work is not clearly defined. For the 
present purposes, however, straightforward toxicological 
studies on human beings, in which the effects of specified 
doses of suspect agents administered to small groups of 
subjects in the laboratory are examined, will not be 
considered. 

' 	There are extensions of this approach which form a bridge 
between laboratory work and that in the general environment, 
and some mention should be made of these. Environmental 
chambers have been constructed by some research groups, where 
small numbers of subjects may spend periods of hours, days, or 
weeks under closely controlled conditions. These have 
application in studies on acute effects, and have been used, 
for example, to investigate the effects of exposure to 
polluted urban air, drawn in from the general atmosphere and 
carrying out control experiments with clean air (Kerr, 1973). 
In isolated instances, this approach can be taken a little 
further, for example, studies on the effects of lead intake 
can be done by controlling the air and/or diet of groups such 
as prisoners living in confined conditions (Cole & Lynam, 
1973). More generally, however, the investigator cannot 
control either the exposure of the subjects or their 
activities. Advantage must then be taken of existing 
contrasts in environmental exposures to obtain evidence on 
effects on health. In many cases, both toxicological and 
epidemiological data are essential in establishing sound 
health criteria and they are complementary to each other. 
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1.2 Design 

Perhaps as an over-reaction to a number of environmenta 
"disasters" that have occurred around the world, there ha 
been a tendency in recent years to carry out epidemiologica 
investigations without first posing any specific questions 
There Is indeed a place for exploratory studies, often base 
on existing routinely collected data on mortality or morbidit) 
together with general observations on environmental factors, 
but further studies need to be carefully designed to test 
specific hypotheses. Then one has to ask: 

Who should be studied? Are particular subgroups of the 
population at risk? How should control groups be selected? 

What should be measured? 	Can specific agents be 
identified? 	Is there a single pathway (for example, via 
inhalation) or have several ways of entry to be considered 
simultaneously? How are effects on health to be assessed? 

Where has the study to take place? Should geographical 
position, altitude, meteorology, etc., be taken into account 
in selecting a locality? Are there existing monitoring 
Stations or sets of data relating to the environmental factors 
in question? 

When should the study be carried out? 	Are seasonal 
effects likely to be important? Is the available time-span 

	

long enough to provide a satisfactory estimate of long-term 	14 
exposures? Should exposures be averaged over months or years, 
or are short-term peaks relevant in some cases? 

In designing a special investigation or survey in the 
field of environmental health, the objects of the exercise 
must first be considered carefully. Without advocating a 
strict cost/benefit approach to such studies, the question of 
the amount of time and money spent in relation to the probable 
yield of information must obviously be of importance. At one 
end of the spectrum, one might consider monitoring the health 
records of the whole population, and linking the information 
with as many data on environmental factors as possible. 
Certainly, the monitoring of national death statistics and of 
some aspects of morbidity records is possible, looking 
particularly for the emergence of new trends or patterns of 
distribution in congenital abnormalities and relatively rare 
diseases. The need for this was underlined by the thalidomide 
episode and, although the use of therapeutic drugs is not 
being considered specifically in the present context, there 
are many parallels between present-day enquiries into the 
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safety of drugs and the conduct of epidemiological studies on 
environmental agents. However, to go beyond a broad 
surveillance such as this, with enquiries into "health and 
habits" on a national scale, might be regarded as an intrusion 
on personal privacy, apart from the prohibitive cost. Even 
so, there is evidence that careful scanning of linked records 
maintained on a regional, if not national, scale can reveal 
new problems, as in the case of the occurrence of nasal cancer 
among furniture makers (Acheson et al., 1967). 

In this particular example, suspicions had been aroused by 
clinical investigations on a few cases; however often, with a 
relatively rare disease the "clustering" of a few cases in one 
area or within one small subgroup of the population is 
sufficient to give a positive lead on a new environmental 
hazard. In general, when there is some indication of adverse 
effects of a particular agent, the most effective way to 
conduct further epidemiological studies is to concentrate 
attention on groups of people considered to be particularly at 
risk. An example of this for a physical agent - noise - is 
the investigation of exposure to "pop" music, conducted among 
young college students (Hanson & Fearn, 1975). In this study, 
dose-response relationships were examined within the group 
selected, but, in general, it may be necessary to include 
appropriate control groups, not exposed to the suspect agent. 

An alternative approach, still directed towards high-risk 
subgroups, is to consider a specific disease or effect, and to 
compare the available information on exposures to 
environmental agents with those of a control group. This is 
the "case-control" type of study that was so successful in the 
early stages of the investigation of the role of environmental 
factors in the development of lung cancer (Doll & Hill, 1950; 
Wynder & Graham, 1950). 

On wider issues, where the interrelationships between 
agents and effects are more diffuse or more tenuous, 
relatively expensive general community surveys may be needed, 
based on random samples of the population concerned, or of 
particular age or occupational groups. This technique has 
been particularly valuable in studies on the role of 
environmental factors in the development of bronchitis. 

The types of survey that have proved to be of value in the 
study of the effects of environmental agents are described in 
Chapter 2. The dividing lines between them are not always 
clearly defined, and there may be advantages in combining 
several approaches within a single survey. The choice will 

- 

	

	depend on the objects of the study and on the resources 
available. 
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1.3 Environmental Agents and Assessment of Exposures 

As indicated in the preface, epidemiological methods were 
developed initially to investigate the distribution and 
determinants of communicable diseases, but their scope has now 
been widened to include all aspects of health and wellbeing in 
relation to biological or non-biological agents. Much of the 
discussion that follows in later chapters on the design, 
conduct, and analysis of epidemiological studies could apply 
to any field of interest, but the prime concern here is with 
effects of chemical and physical agents. The interaction of 
bacteria, viruses, fungi, yeasts, protozoa, and higher animal 
agents or vectors with non-biological agents is, however, 
recognized as contributing to human disease. 

The term 'agent" is a neutral one with no intrinsic 
implication of "beneficial" or "adverse" characteristics. 
Most agents have the potential for one or other or both of 
these effects, varying with the precise nature of the agent, 
the level and duration of exposure, and the state of nutrition 
and other acquired or inherited characteristics of the 
subject. Thus, for example, the chemical agents constituting 
vitamins and their analogues, that may serve as essential food 
factors, are claimed to offer protection against certain 
diseases (e.g., vitamin A against carcinogenesis), or to have 
severe toxic effects, according to dose, to the state of 
nutrition and acquired characteristics of the subject, and to 
other agents operating coincidentally. 

When studying these chemical and physical agents, it is 
necessary to characterize them and to determine their 
absorption, concentration in air, water, etc. with careful 
attention to precision. For example, when describing a 
mineral, it is not enough to give the name, chemical formula, 
and dose. An adequate description involves specifying its 
contaminants, its physical form (amorphous, crystalline, 
discrete particulate or fibrous), and particle size 
distribution, and sometimes its physicochemical surface 
properties. Due consideration has to be given to demographic 
and sociocultural factors that may affect the degree of 
exposure or uptake as well as to special host characteristics, 
including immunological status, before extrapolating the 
experience in one population to that of another. 

Chemical agents involved in environmental considerations 
have been characterized as natural and manufactured organic 
(but not living) and inorganic substances occurring in food, 
air, water, soil, and other media. While living materials are 
excluded from this category, their products are widely 
distributed in the environment, in the form of metabolites, 
cell bodies, or biochemical extracts. Thus, many foodstuffs 
are infested by, or require for their synthesis, micro- 
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organisms that are also found in the wild and may contaminate 
the general environment. 

Physical agents that impinge on man may occur naturally or 
be man-made or man-intensified. They include ionizing and 
non-ionizing radiation, the latter ranging from ultraviolet 
through visible light and infrared to microwave, radio 
frequency and extremely low frequency electromagnetic fields. 
Climatic conditions of temperature and humidity play important 
direct and indirect roles in environmental health. Noise and 
vibration at the intensities experienced occupationally are 
associated with objective evidence of damage; lesser 
intensities occurring outside occupational environments, apart 
from affecting amenity, are a source of concern in case they 
present health hazards. 

The assessment of exposures is the most difficult aspect 
of epidemiological research on environmental agents, and the 
one that requires most careful thought, if any attempt is to 
be made to establish "exposure/effect" relationships. For 
mixtures of pollutants that are found under actual 
environmental conditions, some integrated approach would be 
required for adequate exposure assessment. However, such an 
approach has still to be developed. 

The commonest practice is to monitor concentrations or 
intensities (in air, water, etc.) at fixed points in order to 
make estimates of the exposure of the community being 
investigated. Measurements may have to be specially made for 
each investigation, but advantage can often be taken of 

p existing monitoring networks. There has been a rapid 
expansion of monitoring activities throughout the world in 
recent years: many reports have been written about national 
and international programmes (Munn, 1973; Department of the 
Environment, 1974), and a computer-based record of current 
work is maintained in the United States of America (Whitman, 
1975). Although it is possible to monitor environmental 
variables continuously at a large number of sites, it is 
impossible to use that information in an undigested form in 
epidemiological studies in which the health indices are 
generally crude. Provision must therefore be made for 
statistical analyses of the data, once collected, and, in some 
schemes operating with automatic instruments, statistical 
analysers are incorporated, or the instruments are "on line" 
to a central computer. A scheme of this type in the field of 
air pollution monitoring has been described by Lauer & Benson 
(1974). There is a risk however of becoming overwhelmed with 
data from such complex networks and in most epidemiological 
studies, it is more important to consider what is the minimum 
requirement for a reasonable assessment of exposures than to 
collect a vast array of data from which to select a few 
figures. 
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"Personal" monitors may sometimes be applicable. This is 
particularly 	true 	in assessing exposures 	to 	ionizing 
radiation, as simple integrating devices (such as film badges) 
are available. It is more difficult to measure most other 
environmental agents with light portable equipment, but — 
personal samplers for air pollutants, such as suspended 
particulate matter and sulfur dioxide, are available. Even 
so, the initial cost and maintenance problems associated with 
these are at present deterrents to their use in large-scale 
epidemiological studies. 

For multimedia and non- or less-degradable pollutants, 
such as metals and many organochiorine compounds, the 
biological monitoring method, namely, the measurement of 
levels of pollutants in tissues and fluids, has proved to be a 
useful tool for exposure assessment. 

Procedures for the assessment of exposures and for their 
quality control are described in detail in Chapter 3: in 
general the principles involved are meant to apply to any type 
of environmental agent, though measurement methods are 
specific to the one in question. 

1.4 Effects on Health 

Physical and chemical agents generated by man's activities 
may have various effects on human being. Some substances may 
not produce any adverse effects, while others, may be liable, 
if exposures are sufficient, to affect such basic phenomena as 
growth and development. Sometimes, environmental exposures 14 
may affect host susceptibility or resistance, or produce 
functional or prepathological changes. 	Behaviour may be 
modified by exposure, especially to physical agents such as 
noise, light, and heat. A wide range of pathological states 
in different organs may be induced by exposure to 
environmental agents, and even death may be caused or hastened 
by such exposures. 

The starting point for many studies on the effects of 
environmental agents has been the examination of existing 
records of mortality or morbidity. The interpretation of 
findings from these may itself be hazardous, but to determine 
which effects should be studied, this retrospective approach 
is often considered first. 

In most countries, there are well-established systems of 
registration of deaths, in which the cause of death is 
reported (with varying accuracy) along with the age, date and 
place of death, place of usual residence, marital status, 
occupation, and, in some cases, additional information that 
may allow links to be established with birth registration or 
other particulars of the same individual. 
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Examination of long-term trends in death rates, or of 
differences between countries, can occasionally give leads on 
suspect environmental agent3, but the most fruitful analyses 
in the past have been those of local and regional differences 
in death rates from specific diseases, within single 
countries. Thus, an excess of cancer of the oesophagus could 
be seen in certain areas of France, or of bronchitis in the 
industrial towns of the United Kingdom, and, in these and many 
other examples, the findings have been confirmed and 
investigated further in carefully designed epidemiological 
surveys. 

Occupafional mortality studies can also be very valuable, 
but those based on nationally-collected statistics are 
difficult to interpret, since "occupation" may be inadequately 
described by the relatives who have to give the information 
entered on death certificates. Adeistein (1972) has also 
drawn attention to the difficulty in distinguishing 
occupational risks from those of "social" origin (notably 
tobacco smoking) in the more recent records, and occupational 
studies are now better done as special surveys within 
industries. 

Short-term changes in death rates can provide information 
on a limited range of agents that are subject to large 
variations in intensity over periods of months, weeks, or 
days, and are potentially lethal to some sections of the 
community. Many diseases spread by bacterial and viral agents 
fall into this category, but the main examples among physical 

' 	and chemical agents are 	air 	pollution and 	climatic 
conditions. Tabulations of deaths on a monthly or weekly 
basis may be of some value in seeking any evidence of acute 
effects of these factors, but ideally daily tabulations are 
required, for selected areas containing large populations. 

Death is a crude but clearly defined index of response and 
it is the one that has been most widely used in studies of the 
effects of environmental agents. Where a small number of 
otherwise healthy people die suddenly in one incident, perhaps 
as the result of an accidental release of toxic materials in 
industry, cause and effect relationships are easily 
established, but, in the general community, associations are 
usually far more tenuous. It is commonly the weakest sections 
of the community that are most sensitive to potentially lethal 
effects of environmental agents: the very old, the chronic 
sick, and the very young. In studies of acute effects, it may 
be sufficient to study changes in the total number of deaths 
in a given area, but specificity can often be improved by 
considering deaths within limited age-ranges or for certain 
causes only. Surprisingly, even the effects of major insults 
to health may not be immediately obvious, if they impinge 
mainly on the very old, among whom death rates are normally 
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relatively high. In the London fog of December 1952, there 
were general indications of an exceptional death rate, such as 
a shortage of coffins and flowers for funerals, but it was not 
until all the returns of deaths from local registrars were 
collected together and scrutinized that it was realized that - 
the number of deaths during and just after the fog was about 
4000 more than would normally have been expected (Ministry of 
Health, 1954). 

Illness, as defined in various ways in routinely collected 
morbidity statistics, can be regarded as a further index of 
response. The more it is qualified in terms of age-range and 
disease category the better it is, but there are many hazards 
in accepting information collected largely for administrative 
purposes, because of possible biases. Morbidity data are far 
more subject to interference from social factors than 
mortality data; weekends and holidays, for example, have 
little effect on death rates, but they have a profound effect 
on consultation rates with general practitioners and on 
hospital admissions. Provided these reservations are borne in 
mind, it is still possible to make use of some existing 
information for epidemiological studies. 

The range of indices of effects on health available for 
use in specially designed epidemiological surveys is very wide 
and covers all organ systems. It is described in detail in 
Chapter 4 and it can include death, the onset or prevalence of 
specific illnesses, measurements of developmental, 
behavioural, functional, and prepathological changes, and 
biochemical indices. There are, however, limitations of 
costs, usage, and acceptability of some of the tests. 

1.5 Organization and Conduct 

There are many practical problems to consider in the 
organization and conduct of epidemiological studies and the 
recommended procedures are described in Chapter 5. Both the 
level of study to be conducted (simple to complex) and the 
resources required to do it must be considered. As in the 
rest of the monograph, studies are described which can be 
conducted in various settings in the world. There is often 
preliminary work to do in contacting organizations that may be 
able to provide, or help in collection of, the health and 
environmental data, or may merely need to be made aware of the 
aims and existence of the survey. Some advance publicity may 
be desirable to gain the cooperation of subjects and, where 
occupational groups are concerned, discussions with 
managements and unions are essential. 

Having selected the population required for the study, 
initial contacts with individuals may need to be made by 
letter, prior to any interview or examination. One of the 
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major difficulties is to obtain an adequate response from the 
population selected. Particularly in studies of chronic 
effects, where contrasts are being sought between people 
living in different areas, it is essential to ensure that 
failure to contact or to follow up some of the subjects does 
not bias the result. The possibility of observer bias must 
also be considered. Where a number of observers are engaged 
in interviewing or examining subjects in different localities, 
joint training sessions are required to ensure uniformity of 
approach and it may be necessary to interchange the teams to 
reduce risk of bias. Even where objective assessments are 
being made, for example with peak flow measurements in surveys 
of respiratory disease, it is important to ensure uniformity 
of procedure and to check regularly the performance or 
calibration of the instruments being used. Careful 
standardization of methods of measuring the related 
environmental agents is also required and, if biological 
indices of effects are being used, it may be necessary to 
ensure that all these measurements are made in a single 
laboratory. 

The conduct of the field work itself will depend on the 
nature of the survey. Surveys can be simple or complex. 
Subjects may be seen only by field workers, but preferably by 
those who know the community and its culture. Subjects may be 
asked to come to one of several bases that might be set up in 
the areas near where the subjects live or to a central 
laboratory or clinic. In surveys requiring instruments for 

'  the measurement of lung function, etc., mobile laboratories 
are sometimes used. Where the subjects are grouped together, 
for example in selected schools, offices, or factories, the 
survey team will normally visit them there, by prior 
arrangement with the authorities concerned. The most 
labour—intensive survey, but often the most satisfactory, 
where the effects of common environmental agents are being 
studied on samples of the general population, is where the 
field workers visit the subjects in their own homes. 

Ethical problems sometimes arise; for example, if some of 
the tests involved are regarded as intrusive. In surveys of 
exposure to lead, blood samples may be required and, although 
there is relatively little difficulty in taking these with the 
prior permission of the subject in the case of adults, 
problems arise with children, for parents and others cannot 
properly give permission for samples to be taken in this way, 
if it is not for the benefit of the child. Apart from this, 
confidentiality of all information obtained in surveys must be 
maintained at all times, hence it is common practice to 
exclude names and addresses at all stages of the preparation 
and analysis of results, beyond the original survey form. 
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1.6 Analysis and Interpretation of Results 

In some surveys of modest size and quite often in the case 
of studies on acute effects of environmental agents, the 
findings may be tabulated manually and/or presented - 
graphically in a straightforward manner. More generally, 
however, the data will be transcribed on to punched cards, 
paper tape, or magnetic tape for analysis by computer. 
Procedures for the preparation of the data, and for the 
analysis and interpretation of findings are described in 
detail in Chapter 6, in which the need for the close 
involvement of statistical staff throughout the study is 
stressed. 

The statistical analysis of epidemiological studies has 
been 	revolutionized 	by 	the 	application 	of 	"package" 
programmes. These have been written as general purpose 
statistical routines and survey analyses and, although they 
may be handled by people with relatively little statistical 
and computing experience, it is essential to have expert 
advice and guidance to avoid misapplying the techniques or 
misinterpreting the findings. The more complex the technique, 
the more necessary it is to pause to consider the relevance of 
the data, and, if possible, to try to provide some visual 
presentation of the main features, for example, in the form of 
a graph that may be displayed on a screen linked with the 
computer, or plotted out on microfilm or by line—printer. 

A fundamental point in relation to the control of 
environmental pollutants is whether there is any kind of level 
of exposure, below which effects of an environmental agent are 
not detectable (with the techniques used), but beyond which 
effects increase gradually in a defined relationship. A 
feature such as this may be extremely difficult to establish, 
since the effects of very low levels of exposure cannot be 
assessed with a degree of precision great enough to allow much 
discrimination between alternative hypotheses. 

The greatest risks of mistaken interpretation occur in 
multiple regression analysis where attempts are made to assess 
the extent to which each of several variables affects some 
index of health; for example, the prevalence of respiratory 
symptoms in a number of communities may be studied in relation 
to several different measures of air pollution, to climatic 
factors, and to the levels of cigarette smoking. 	In such 
cases, there is a need to consider whether a linear 
relationship is appropriate for each of the variables, but 
beyond that, if some of those variables included are 	- 
correlated with one another (as is likely with measures of air 
pollution and climate) then the regression coefficients cannot 
be determined with any satisfactory degree of precision, and 
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there is a serious risk of overestimating the effect of one 
variable at the expense of another (NcDonald & Schwing, 1973). 

Even when a significant correlation is found between an 
index of health and one or more environmental factors, the 
relevance of this must be considered carefully, for example in 
terms 	of biological 	plausibility. 	If 	the number 	of 
observations in a study is large, a correlation coefficient as 
low as 0.2 may be statistically significant, but it would 
account for only 4% of the variance in the health index, 
leaving 96% to be explained some other way, perhaps in part by 
environmental factors that were not measured.! In such 
cases, it may be necessary to consider whether the assessments 
of environmental exposures were adequate, or whether the 
overall effect of any environmental factors may have been 
trivial in relation to that of other determinants. 

Above all, the fact that correlation does not necessarily 
imply causation must be recognised. Many unrelated factors 
exhibit similar time trends or geographical distributions, and 
much supporting evidence is required before there can be any 
presumption of causation. 

1.7 Uses of Eoidemio1oical Information 

The 	problem of 	considering whether 	a 	statistical 
association, observed between indices of health and various 
chemical and physical agents in the environment, suggests any 
cause and effect relationship, is much more difficult than in 

OF  the case of classical epidemiological studies concerned with 
communicable diseases. The basic difficulty is that few of 
the non—biological agents have unique effects on health, and 
conversely the effects considered may often be related to a 
wide range of factors. Thus, when decisions have to be made 
about the need for control of suspect agents, within industry 
or in the community at large, many aspects of the situation 
may have to be taken into account, such as the strength and 
consistency of associations seen in epidemiological studies, 
related toxicological and clinical findings, and economic or 
social implications of control measures. 

In general terms, the proportion of variance explained by 
a regression is r2 , where r is the correlation 
coefficient; hence r = 1 (perfect agreement), all the 
variance is explained: for r = 0.2, r 2  = 0.04 (i.e. 
4%). The standard error of a correlation coefficient is 

approximately) where n is the number of observations. 

Hence for n = 10000, 	= 	= 0.01 and a coefficient r 

in excess of 0.02 would be significant at the 5% level. 
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Clearly many different disciplines become involved at this 
stage and a full discussion is beyond the scope of the present 
monograph, but this very important facet, which should involve 
the scientist as well as the administrator, is introduced in 
Chapter 7. -- 
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2. STUDY DESIGNS 

2.1 Introduction 

This chapter is concerned with the type of approach to be 
used in an epideiniological study, starting with exploratory 
investigations, which may be based on existing mortality or 
morbidity records, on general health surveys, or sometimes on 
quite small-scale clinical observations, and are aimed at 
seeking indications of the role of environmental factors in a 
particular disease or condition. Such investigations may be 
of value in formulating hypotheses that can be followed up by 
studies designed specially to test them and, where 
appropriate, to try to assess relationships between exposure 
and effect in a quantitative manner. 

Generally, it is an unusual distribution of disease in a 
locality or a particular population that prompts the enquiry 
(which could be regarded then as "effect-oriented"), though 
sometimes concern arises because of some characteristic of the 
environment that is thought, either on toxicological or more 
general grounds, to have adverse effects on health 
("agent-oriented"). In the former category, an example is the 
recent epidemic of a severe respiratory and generally 
debilitating disease in Spain (Tabuenca, 1981; Aidridge & 
Connors, 1982). This affected people over a wide range of 
ages in several parts of the country, and it was at first 

' thought to be due to a respiratory infection. Astute clinical 
enquiries concentrating attention on infants in the first 
instance, because of their more closely confined environments 
and more readily specified diets, revealed that each case was 
related to the use of a particular supply of cooking oil that 
proved to be chemically contaminated. These initial enquiries 
constituted the exploratory study that generated a hypothesis 
capable of being tested by both toxicological and 
epidemiological techniques. 

The investigation of long-term effects of exposure to 
ionizing radiation, following the 1945 atomic bomb explosions 
in Japan, could be regarded as falling in the agent-oriented 
category. While immediate effects were disastrous and there 
was every indication that survivors would be liable to develop 
further radiation-induced illnesses over the years, the exact 
nature of the effects and the form of exposure/effect 
relationships were unknown. A longitudinal study, in which 

- defined populations were to be followed through to death, was 
designed to examine these questions, and this is referred to 
in detail in section 5.6.8.5. 

In the following sections, some of the more commonly used 
types of design in epidemiological studies are described, but 
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it is essential to stress that they are not alternatives that 
can be chosen freely for any given situation. The choice of 
design depends primarily on the questions being asked (the 
objectives of the study) and on constraints imposed by factors 
such as resources available, the time limit within which at 
least provisional answers are required, accessibility of the 
population to be studied, and ethical considerations. It is 
vital that a sensible hypothesis, supported wherever possible 
by toxicological evidence, is formulated first and the art of 
good survey design is to reconcile conflicts between the ideal 
and what is possible in a way that will maximize the 
acquisition of useful data. 

2.2 Preliminary Review of State of Knowledge 

The available literature on the clinical features and 
natural history of the disease or condition being considered, 
on what is known of its causes and distribution in the 
population, and on trends with time, should be critically 
reviewed. Often, there are conflicting findings between 
different published studies in the field of environmental 
epidemiology and it is important to try to establish which 
findings can be regarded as reasonably well-founded. 

At the same time, a review is required of information on 
all the relevant environmental factors, including physical and 
chemical properties, possible interactions with other agents, 
and anything known about their spatial and temporal 
distribution. Any data available on toxicological properties 
from animal experiments or other biological testing procedures 
also needs to be examined carefully. 

In some instances, where new problems are encountered 
suddenly and immediate action is required, as in the Spanish 
cooking-oil problem cited above, or the Seveso accident in 
which dioxin was dispersed in the vicinity of a chemical works 
(see section 7.3), there may be little prior information on 
the agents concerned or their effects, and, in any case, 
little time to study it. Even so, it remains vitally 
important to consider carefully the types of epidemiological 
studies that could and should be undertaken. A false move in 
the beginning could completely undermine the chances of 
yielding results that would contribute to the identification 
of causal agents, and to the specification of exposure/effect 
relationships. 

2.3 Descriptive Studies and Use of Existing Records 

Investigations of the general distribution of disease and 
of possible environmental determinants on the basis of 
existing records are referred to as descriptive studies; they 
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describe the situation as it exists in the community, without 
special efforts to investigate symptoms, physiological 
functions, or exposures to particular agents in defined 
groups. They may be included among the exploratory 
investigations mentioned above, but they can nonetheless be 
major undertakings in their own right, as in the case of the 
construction of the detailed atlases of cancer mortality that 
have now been prepared in a number of countries (Mason et al., 
1975; Editorial Committee for the Atlas of Cancer Mortality in 
the People's Republic of China, 1979; Japan Health Promotion 
Foundation, 1981). 

Although past records frequently suffer from lack of 
reliability, they also have certain advantages and have been 
used not only for descriptive studies but for other types of 
epidemiological studies including retrospective studies and 
case-control studies (Sections 2.7 and 2.9). For example, 
many of the diseases and conditions of importance in 
environmental health studies, as in the case of a number of 
cancers, occur many years after significant exposure has taken 
place. In these circumstances, it is usually wise to consider 
using information about the effects of past exposures as the 
basis for providing answers to the questions of interest. 

Another advantage of existing records is economics. In 
most situations, it will be found that the length of time 
required to gather relevant new data would justify some 
initial investment of effort in the study of past records. 

There are two further reasons why such an approach should 

r  always be considered. First, environmental hygiene changes 
with time; recent exposures are generally at lower levels than 
those in the more distant past. The effects of exposure are 
likely to be more evident in people exposed to higher levels 
than in those exposed to lower levels. If, therefore, the aim 
is to seek an answer to a preliminary question as to whether 
or not there is a real association between the hazard and the 
suspected environmental agent, then attention must be focused 
initially on so-called "high-risk" groups who are most likely 
to demonstrate an effect, if it exists. The second reason is 
based on ethical considerations. Knowing that a group of 
people has been exposed to a certain toxic substance, it seems 
incumbent on society to assess the possible health effects 
from such exposures in order to take preventive action. 

2.3.1 	Mortality statistics 

The routine collection of national mortality data 
commenced in a number of countries in the mid-nineteenth 
century; for example, since 1837, material has been collected 
for virtually every death occurring in the United Kingdom. 
The World Health Organization (WHO) has been responsible for 
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sponsoring and encouraging the collection of accurate 
mortality statistics throughout the world, and the majority of 
developing countries now have some system for the recording, 
collection, processing, and production of mortality data. 

All sets of routine data have disadvantages however. The 
majority of deaths are certified by the practitioner attending 
the patients, or sometimes by an official responsible for 
investigations in cases of doubt or of violent or unnatural 
death, which may include occupationally—associated disease. 
Though many systems suffer from delay in data collection, 
legal requirements to register the death and the establishment 
of registrars responsible for handling this material usually 
result in a steady flow of data into the central processing 
system. Insofar as autopsy contributes to accurate diagnosis, 
varying rates will affect the validity of comparisons between 
different countries and different periods (Noriyama et al., 
1966). Diagnostic vogues and differing vigilance may also 
introduce bias. 

Waidron & Vickerstaff (1977) have reviewed the subject of 
the accuracy of diagnoses of fatal conditions and the quality 
of certification. Although a clinician may be clear in his 
own mind about the diagnosis, he does not always record it on 
the death certificate in a way that can be appropriately 
coded. For a number of years, it has been recognized that 
death is commonly the result of a complex of diseases, and the 
international system for the derivation of a single underlying 
cause of death from a full death certificate can produce 
unrealistic statistics. This issue has been discussed by a 
number of authors, for example, Alderson (1976). For all its 
imperfections, the International Statistical Classification of 
Diseases, Injuries and Causes of Death (WHO, 1977) is of great 
value. It contains definitions and recommendations together 
with rules for medical certification, for the clerical coding 
of primary causes of death and for quality control. 

If 	death 	certificates 	themselves 	are 	used 	for 
epidemiological purposes rather than the officially published 
statistics, then the person undertaking the coding of cause of 
death should check his performance against that of national 
coding staff. It is possible to undertake analyses of morbid 
conditions mentioned on death certificates apart from the 
primary cause of death. These can be of value in studying 
health service requirements as well as their relationship with 
environmental hazards. In some countries (e.g., Scotland, 
Sweden, and the USA) it is considered worth coding all the 
conditions mentioned on the death certificates. - 
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2.3.2 	Morbidity statistics 

A wide range of routine morbidity statistics is now 
available in many developed countries. These may include data 
on abortion, cancer, congenital abnormalities, hospital 
inpatients, infectious diseases, school health, and sickness 
absence, including accidents at work and occupational diseases. 

WHO plays a major role in the standardization of morbidity 
statistics. Various contributions to the World Health 
Statistics Quarterly have discussed aspects of the methods 
required to collect, analyse, and present material on all 
aspects of health care. A general review of this topic has 
been published by WHO (1965). Wagner (1976) reviewed 91 
projects in 25 European countries, concerning processed data 
on patients discharged from hospital in-patient care. This 
report provides detailed information about the capture, 
coding, and processing of the data but limited indication of 
how the output from these systems was used. A conference of 
the Commission of the European Community discussed the 
relationship between health interview surveys, health 
examination surveys, and routinely processed data on hospital 
inpatient discharge records; Armitage (1977) indicated the 
possibilities of international collaboration and the topics 
for which this seemed feasible. 

Despite the extensive data base on morbidity in a number 
of countries, much care is generally required in using this 
type of information, even for exploratory studies in 

P environmental epidemiology. The records may not provide 
complete coverage of the population and there may be many 
in-built biases, particularly in relation to socioeconomic 
class. Thus official sickness/absence records show large 
variations in the apparent extent of illness between different 
occupations, but these are often connected with social factors 
or the amount of physical or mental effort required in the job 
rather than with specific hazards precipitating illness. 

Data assembled at cancer registries can, however, provide 
a valuable supplement to those obtained from mortality 
records. Each newly diagnosed case of cancer enters the 
system and near-complete coverage of the population has been 
achieved in many countries. The techniques involved have been 
reviewed by McLennan and co-workers (1978). While both 
cancer registry and mortality data suffer from differences in 
diagnostic standards and practice that make international 
comparisons difficult, the former avoids some of the problems 

- 	introduced 	by 	different 	treatment 	regimes 	in 	the 
interpretation of mortality Statistics, and they are 
particularly valuable for studies on conditions such as skin 
cancer that have a low fatality rate. 
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2.3.3 	Populations at risk 

Ocassionally, the absolute numbers of deaths or cases of a 
particular 	disease 	can be 	of 	value 	in 	establishing 
relationships with environmental factors without reference to 	- 
the size or age structure of the population at risk. This is 
particularly true of rare conditions: 	for example, the 
identification of just a few cases of angiosarcoma of the 
blood vessels of the liver was sufficient, coupled with 
experimental animal studies, to demonstrate a clear link with 
occupational exposure to vinyl chloride. Similarly, clusters 
of cases of mesothelioma of the pleura demonstrated links with 
particular types of fibres (crocidolite asbestos, among 
occupational groups in South Africa and elsewhere, and a local 
volcanic rock with an unusual fibrous structure in the case of 
a village community in Turkey). 	Also, the proportion of 
deaths attributed to a certain cause among all deaths in a 
defined group can provide useful clues about environmental 
factors, providing that basic data on sex and age are taken 
into account (section 6.3.7.5). 

More generally, however, detailed information on the size, 
sex, and age structure of the population at risk is required 
for the proper interpretation of mortality and morbidity 
statistics. The calculation of appropriate rates is discussed 
further in section 6.3.7, and it is necessary here only to 
stress the importance of obtaining adequate information on the 
denominators (the populations at risk) as well as on the 
numerators (the numbers of deaths, or cases of disease). 

In most countries, complete censuses of the population are 
done at intervals of the order of 10 years, and estimates of 
changes in the intervening period are made from records of 
births, deaths, and migration. Such records are capable of 
providing a detailed breakdown by sex and age, not only on the 
national scale but also for individual towns and smaller 
communities within them. Even so, much care is required in 
studies confined to small local areas and it may be necessary 
to check or supplement the official data, even to the extent 
of carrying out an unofficial census. This type of approach 
may, in any case, be necessary in countries where census data 
are incomplete or where internal migration rates are high. 

2.3.4 	Geographical differences in mortality and morbidity 

Contrasts in appropriately standardized mortality and 
morbidity rates (section 6.3.7.3) can be made between 
countries, or within countries between groups characterized by 
their area of residence or any other qualifier (such as ethnic 
group) that may be included on the official records. These 
characteristics may, to a limited extent, provide a 
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qualitative guide to exposures to environmental agents, thus 
allowing some exploratory studies to be done. International 
comparisons are, however, fraught with difficulties, due to 
differences in diagnostic practice or other factors. 	For 

- 	example, in the 1950s, mortality from bronchitis was about 25 
times higher in Scandinavia than in the United Kingdom. It 
was suspected that this was partly an artifact of definition, 
and it led to studies on variations between countries on the 
certification of bronchitis and emphysema on death 
certificates (Fletcher et al., 1965). In this particular 
case, it appeared that while differences in terminology and in 
rules for assigning cause of death explained quite a large 
part of the difference in mortality between the United Kingdom 
and other countries, environmental factors probably also 
contributed. To pursue this question further, however, it was 
necessary to set up specially designed studies (Holland et 
al., 1965). 

In general, geographical contrasts between areas within a 
single country are likely to be less than those between 
countries., but they can be more revealing in relation to 
environmental influences. Possibly, one of the most exciting 
intracountry variations hitherto uncovered is the 30-fold 
difference in oesophageal cancer risk for women in different 
areas along the Caspian Littoral of Iran where, in the high 
incidence areas, this form of cancer, generally rare in 
females (Kmet & Mahboubi, 1972), is two to three times 
commoner than the relatively high incidence of breast cancer 
in North American and European women. 

It is not only in developing countries that such 
variations are to be found. In England, stomach cancer is 50% 
commoner in Liverpool than in Oxford. While some of the 
differences demonstrated in the recently published maps of 
cancer morality, referred to at the beginning of section 2.3, 
will turn out, when examined closely, to be due to artefacts, 
others will prove to be real and suitable for study. 

Some of these contrasts can be linked with differences in 
social class distribution between areas, implying effects of 
broad environmental factors related to lifestyle, to 
concentrations of recent immigrants or ethnic groups or to the 
selective miFration of relatively fit members of the community 
in or ou Ot the areas concerned. 

Studies based on routinely collected mortality and 
morbidity data usually have to be confined to comparisons 
based on area of residence at the time of death or of 
occurrence of the illness in question, and this is a limiting 
factor in studies on chronic diseases, particularly in 
countries with high internal migration rates. However, in the 
case of migrants between countries, official records of 
country of origin are often maintained, and it is possible to 
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compare the experience of migrants with that of their 
compatriots in both the country of origin and that of 
subsequent residence. This sheds some light on the relative 
roles of environmental and genetic factors in the development 
of disease. 

The migrant exchanges one environment and its associated 
exposures for another. If the international differences in 
various disease risks observed are due to genetic factors, 
then incidence should not be influenced by migration. Yet, as 
the pioneer studies of Haenszel & Kurihara (1968) have shown, 
cancer morbidity and mortality rates in migrant populations 
gradually come to approximate those of the host country. 

2.3.5 	Time trends 

Long—term trends with time in the mortality or morbidity 
rates for specific diseases can be of value in indicating 
possible effects of environmental factors, though 
interpretation is complicated by the effects of improvement in 
therapeutic treatment, etc. There has, for example, been a 
massive decline in mortality from pulmonary tuberculosis in 
most developed countries during the present century. It is 
difficult however to separate out all the factors 
responsible: much of the decline occurred before the really 
effective treatment by antibiotics became available, and, to 
some extent, it can be attributed to environmental factors in 
the broadest sense, i.e., to improved housing and social 
conditions and to better medical care generally. 

In many countries, the incidence of cancer of the breast, 
lung, pancreas, and prostate is rising. It has been 
suggested, particularly for lung cancer, that these increases 
are artefactual, being due to better diagnosis, changes in 
classification, etc. (Percy et al., 1974). While such factors 
probably have had some influence, it is very difficult to 
believe that for an organ as accessible as the breast they 
explain more than a small proportion of the observed 
increase. The increase in malignant melanoma of the skin, a 
very accessible cancer, has been carefully investigated by 
Magnus (1973) and others who conclude that the rise is real. 
In the United States of America, cancer of the oesophagus has 
doubled in persons of Negroid origin, since 1935. 
Nonetheless, it is worth while remembering that were it not 
for tobacco—caused lung cancers, the overall cancer mortality 
in the USA for Caucasian males would be falling and that for 
Caucasian females, the overall cancer incidence is falling 
slowly (Devesa & Silverman, 1978). 

When examining trends over an extended period, it is 
always important to ensure either that sex/age.specific rates 
are used or that the data are standardized with respect to age 
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(section 6.3.7.4), since there have been considerable changes 
in the age-structure of the population in most countries 
during recent decades. Sometimes, contrasts in trends between 
men and women can provide clues about the factors responsible, 
as in the case of lung cancer, for which death rates began to 
increase sharply sooner in men than in women (consistent with 
an effect of cigarette smoking). 

2.3.6 	Associations with environmental indices 

Apart from the general guidance that can be obtained from 
the examination of geographical differences and trends in 
mortality and morbidity, it is often possible to use 
observations on dietary factors, or on air or water pollution, 
etc. to carry out further descriptive studies. 

For example, a large number of studies concerned with 
associations between mortality and routine observations of 
urban air pollution have been reviewed by Holland and 
co-workers (1979). While most of these indicate positive 
correlations with measurements of pollutants such as smoke, 
total suspended particulates or sulfur dioxide, there is 
probably an interaction with other confounding factors! not 
taken into account, notably tobacco smoking. These initial 
studies were however valuable as exploratory ones, leading to 
the development of studies designed specifically to test the 
hypothesis that exposure to urban air pollution contributes to 
the development of chronic respiratory disease. 

2.3.7 	Case registers 

As mentioned in section 2.3.3, it is sometimes possible to 
identify environmental agents related to the development of 
relatively rare conditions, simply from the clustering of a 
few cases in local areas or in particular occupations. It is 
seldom possible to recognize associations between common 
exposures and common conditions in this way, but one 
effect-oriented approach is to establish case registers 
through hospitals and/or general practitioners for selected 
conditions for which there is already some indication (e.g., 
an irregular geographical distribution) that environmental 
factors may play a part. It may then be possible, through 
careful enquiry into domestic and occupational histories, to 
identify some common factor that can be followed up further 
with additional epidemiological and toxicological studies. 

In developing countries, careful appraisal of a wider 
range of cases and their associated histories can, however, 

! Defined in section 6.4.5.3 
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help to provide background information in the absence of comp-
rehensive official statistics. Even so, with the 3000-5000 
people for whom a single primary health care worker may be 
responsible, the wide random fluctuations in morbidity or mor-
tality rates that would be likely to occur, would have little 
real meaning, and it would probably be necessary to assemble 
information at a district or provincial level in order to seek 
evidence of unusual local patterns of disease (WHO, 1982). 

2.3.8 	General surveys 

While survey techniques, considered in greater detail in 
subsequent sections of this chapter, form an essential part of 
most of the study designs, in many countries, regular surveys 
of the population, made for administrative purposes, can be of 
value as exploratory studies in relation to environmental 
factors. Thus, in the United Kingdom, there is a General 
Household Survey that enquires into family expenditure on 
foods, etc., and within this, questions are asked on recent 
illnesses. There are possibilities of adding additional 
questions on matters that may affect health and, in this way, 
data have been obtained that could be used in conjunction with 
mortality records to demonstrate strong interrelationships 
between smoking and occupation and, in turn, with lung cancer 
mortality (Office of Population Censuses and Surveys, 1978). 
The application of information from other types of surveys is 
discussed further in section 4.2.2. 

2.4 Formulation of Hypotheses 

Studies are most likely to be productive if they are based 
on clearly stated hypotheses. These can be developed from the 
results of various descriptive studies, as discussed above. 
Basically, this is to try to demonstrate an association 
between carefully specified effects on health and assessments 
of exposure to specified environmental agents. 
Epidemiological studies cannot by themselves prove that a 
particular agent causes a particular health effect; they may, 
however, demonstrate quantitatively the strength of an 
association between the presence of the agent and the 
occurrence of the hypothesized effect. Appropriate 
statistical analyses may in turn determine the probability 
that an association as strong as that observed might have 
occurred by chance (section 6.4.1). Whether the correct agent 
has been identified or whether the apparent association has 
arisen artefactually, because of correlations with exposure to 
other agents or factors that were not studied, is a question 
requiring further epidemiologjcal studies and, where possible, 
also toxicological work. 
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Most investigations in the 	field of environmental 
epidemiology are necessarily of an observational nature, that 
is, they are observations based on existing situations. 
Associations can be demonstrated most clearly if it is 

-  possible to compare groups exposed to several levels of the 
agent in question, but, in the last resort, hypotheses about 
the exact form of exposure/effect relationships can be tested 
effectively in experimental situations, where the research 
worker has some control over exposures. 

While the working hypothesis must be as simple as 
possible, it has to be recognized that causes of ill-health 
are commonly multifactorial, and that the environment, though 
it comprises many individual components, acts as an entity, 
having effects liable to be greater than the total of those of 
the components. It may be that, in the subsequent statistical 
analysis, a complex variable can be developed to describe the 
combined effects of exposures to a range of different agents 
as measured within the study (Cassell & Lebowitz, 1976), but 
such ideas are difficult to incorporate into the initial 
•hypotheses. 

It may be helpful to view the formulation and testing of 
hypotheses in environmental epidemiology as an example of the 
essentially iterative process of science, which comprises an 
initial (or crude) hypothesis, assembling of data from 
available sources or from planned investigations, testing of 
the validity of the hypothesis, rejection of the hypothesis 
leading to its revision or refinement, and the further 

P 	assembling of data to test a revised version. 
The main types of study designs in environmental 

epidemiology and some of the salient features of each are 
presented in Table 2.1, and described further in the sections 
below. 

2.5 Cross-sectional Studies 

Cross-sectional 	studies, 	sometimes 	called 	prevalence 
studies, provide information on disease frequency (prevalence) 
at a given time. Estimates of exposures, and measurements of 
personal characteristics and biological effects may be made at 
the same time or may be derived from existing records. Thus, 
for example, an investigator might pose the question: Are 
small opacities on a chest radiograph more often found in 
welders than in other men (of the same age)? He might attempt 
to answer this question by obtaining 1000 chest radiographs of 
welders and 1000 chest radiographs of other men. After mixing 
the films to ensure blinding with respect to which film was of 
a welder and which of a non-welder, the 2000 films would be 
examined and categorized by two independent readers and then 
the changes observed would be compared, between welders and 
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the non-welders, within 5- or 10-year age groups. This would 
be a pure cross-sectional study. In practice, it is seldom 
that a cross-sectional study is so precisely limited with 
respect to time. 

	

Usually, historical information is collected so that a 	- 
retrospective component is included in the study. Thus, 
information would be collected on past as well as current 
smoking habits, an occupational history would be taken, 
comprising details of all jobs held since leaving school, and 
often residential details of each community in which the 
subject had lived, and dietary information and data on any 
other present and past exposures of potential significance 
would be obtained. On the disease side of the equation, 
attempts are often made to establish the time of onset, mode 
of development and course of disease, and any relevant 
antecedent conditions. Thus, although the information may be 
collected at one time, it often refers to events that may have 
taken place over a period of years. Hospital records, 
information from physicians about past episodes of disease, 
and any measurements that may have been made on relevant 
environmental factors may be used, if they are likely to 
contribute useful information to the study. 

(a) Choice of population 

Cross-sectional studies are often designed to compare the 
prevalence of disease in different places and in different 
groups of people according to their measured, assessed, or 

	

surmised exposures. The two most common population types that 	Iq 
need to be considered are: the general population, comprising 
the whole community or some segment of it, based on age, sex, 
and race; and the occupational group. The former will usually 
be more appropriate to the investigation of wider community 
exposures (air pollution, water quality and contaminants, 
effects of hot or cold weather, neighbourhood pollution from 
some plant or factory). Sometimes, the families of workers 
may be exposed to pollutants of industrial origin not only 
because of local emissions, but also through dust being 
brought home on the workers' 	clothes. 	Many studies 
concentrate on the health of children (for example, Golubev et 
al., 1979; Dantov et al., 1980); apart from the importance of 
this topic in its own right, where concern is primarily with 
general environmental agents, the confounding effects of 
occupational exposures and of smoking can be minimized in this 
way. Among adults, a single occupational group may be chosen 
for the investigation of community problems, in order to avoid 
interference from specific occupational factors. 



Table 2.1. Major features of various study designs in environmental epidemiology 

Study Population Exposure Health effect Confounders Problems Advantages 
design are: 

Descrip- Various Records Mortality and Difficult Hard 	to establish Cheap, 	useful 	to 
tive sub- of past morbidity to Sort cause-result formulate hypothesis 
study populations measure- statistics, Out and exposure- 

ments case regist- effect 	relationships 
ries, 	etc. 

Cross- Community Current Current Usually 	easy Hard 	to establish Can be done quickly; 
sectional or 	special to measure cause-relationship; can use 	large popula- 
study groups; current exposure may be tions; 	can estimate 

exposed vs. irrelevant 	to current extent of problem 
non-exposed disease (prevalence) 
groups 

Prospec- Community Defined 	at To be deter- Usually easy Expensive and 	time Can estimate 	incidence 
tive or special outset of mined during to measure consuming; and 	relative 	risk; 
study groups; study 	(can course of exposure categories can study many 

exposed vs. change dur- study can change; diseases; 	can 	infer 
non-exposed jog courSe high dropout rate cause-result 
groups of 	study) relationship 

Retrospec- Special Occurred 	is Occurred 	in Often diffi- Changes 	in exposure! Less expensive and 
tive groups such past - need past - need cult to measure effect over time of quicker 	than cohort 
cohort as occupa- records records of because of study; 	need 	to rely on prospective study 
study tional groups, of past past diagnosis retrospective records 	that may not giving 	similar 

patients, measure- and measure- nature 	(e.g., he accurate enough response, 	if 	suffi- 
and 	insured nieots ments past smoking cient 	past 	records 
persons habits) are 	available 



Table 2.1. (contd). 

Study 
design 

Population Exposure Health effect Confounders 
are 

Problems Advantages 

Time- Large cots- Current, Current, Often difficult Many confounding Useful 	for studies on 
series munity with e.g., 	daily e.g., 	daily to sort 	out, facters, 	often acute effects 
study several mil- changes in variations in e.g., 	effects difficult to measure 

lion people; exposure mortality of influenza 
susceptible 
groups such 
as asthmatics 

Case- Usually small Occurred Known at Possible to Difficult 	to Relatively cheap end 
control groups; in past start eliminate generalize due to quick; 
study diseased and deter- of study by matching small study group; useful 	for studying 

(cases) 	vs. mined by for them some incorporated rare diseases 
non-diseased records or biases 
(controls) interview 

Experi- Community Controlled/ To be measured Can be measured; Expensive; Well 	accepted 	resu'ts; 
mental or special known during course can be control- ethical consideration; strong evidence 	for 
(inter- groups of study led by randomi- study 	subjects' causality 
vention) zation of compliance required; 
study subjects drop-outs 

Monitoring Community Current Current Difficult Difficult to Cheap when using 
and or special to sort Out relate exposure data existing monitoring 
surveil- groups with effects and 	surveillance data 
lance 
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Assessment of exposure and effects on health 

The index of occurrence of disease in a cross-sectional 
study is prevalence, or the prevalence rate, i.e., the number 
of persons in the group who are affected, expressed as a 
proportion of the total number in the group. For 
physiological or biochemical variables, the average and the 
distribution are the parameters of interest (section 
6.3.7.1). However, as in the case of exposure, some 
assessment of the onset, development, and progression of the 
effect may be obtained from judicious questioning; available 
information may also be sought from records. 

Confounding variables 

It is not possible to list all the confounding factors 
that need to be considered. These will vary from study to 
study according to the condition under investigation and, in 
many cases, it may not be possible to avoid confounding 
factors entirely. However, it is necessary to ensure that 
potential confounding variables are identified at the design 
stage and that all the available information on them is 
recorded. Unless a single sex/age group is being examined, it 
may be necessary to ensure that the contrasting groups that 
are being selected for study have similar age and sex 
distributions, by stratified random sampling. For age, 
10-year groups are sufficient for most purposes. Smoking has 
been found to be such an important factor in so many of the 
effects likely to be investigated, that it should always be 
recorded. Some index of social circumstances, number of years 
of education, occupation, type and quality of housing, degree 
of overcrowding and so on should often be included. Other 
factors will need to be considered in certain studies though 
not necessarily in all. In short, the appropriate attention 
to confounding factors can only be given if the 
epidemiological and other knowledge about the causation of the 
effect of interest is carefully reviewed before and during the 
design stage. 

Analysis 

In many 	parts 	of 	the 	world, 	only 	limited 	and 
non-specialized statistical help may be available for research 
workers. 	The absence of elaborate statistical facilities 

- 	should not deter would-be researchers from undertaking 
prevalence surveys. Full exploitation of results from such 
studies may require the application of fairly complex methods, 
but important new knowledge about relationships between 
environmental factors and indices of health can be established 
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without sophisticated statistics. The essential requirements 
are: attention to the principles of study design mentioned 
above; conscientious adherence to protocols and survey methods 
(chapter 5); and careful description of the results, as 
discussed in section 6.3. - 

(e) Advantages and disadvantages 

A cross—sectional study may provide the answers to many 
questions. Thus, this method has been extensively used to 
compare the prevalence of respiratory symptoms and levels of 
lung function in different groups of people, living in 
different places and working in different jobs with various 
potential levels of exposure. Prevalence studies have been 
used to study such diverse chronic conditions as rheumatoid 
arthritis, asymptomatic bacteriuria, diabetes mellitus, 
hypertension, peptic ulcer, stroke, and coronary disease. In 
the occupational setting, cross—sectional studies of exposure 
to chemicals, dusts, fumes, and gases have often provided 
valuable information to guide decisions on permissible levels 
of different substances in the workplace. The threshold limit 
value for mercury in the workplace, for example, was initially 
based on a cross—sectional study (Neal et al., 1937) and, in 
the absence of new relevant data, remained unchanged for 25 
years. Cross—sectional studies were also the basis for 
standards of cotton dust in the workplace (Roach & Schilling, 
1960). 

Thus, despite some difficulties of interpretation, as 
discussed below, determination of the prevalence of a disease 
in groups at a particular time may give important information 
required for preventive action. In any case, a 
cross—sectional study is a necessary prerequisite for any 
longitudinal or prospective study. Thus, if the incidence of 
a disease (i.e., the rate of occurrence of new cases) is to be 
measured, it is essential to identify persons who already have 
the disease in question. 

Difficulties may arise because of selection within 
groups. Much publicity has been given to the so—called 
"healthy worker effect" in occupational health studies, but 
there is a danger that this will lead to the underestimation 
of risk in some cases. However, this is only one of several 
population—selection artefacts that may occur (Fox & Collier, 
1976). 

It should be noted that certain jobs preferentially 
attract persons who may be less fit than the average. In the - 
1950s, the attraction to the boot and shoe industry of the 
tuberculous worker was noted by Stewart & Hughes (1951). 
Selection may occur within occupations. In coalmining, fitter 
men may work in dustier jobs where the pay is higher, disabled 
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miners may leave the coalface and work on haulage or 
eventually take up lighter jobs on the surface. Disabled 
workers may, of course, also leave the industry altogether and 
consequently will not be included in a prevalence study. The 
impact of these movements may be hard to detect in a 
cross-sectional study. Thus, an early study of lung cancer in 
relation to chromate manufacture, based on a cross-sectional 
study (Bidstrup & Case, 1956), failed to reveal any increased 
risk of cancer in relation to chromate exposure, whereas a 
subsequent prospective survey revealed an increased risk. 

There are important selective factors within local 
communities that also have a bearing on the design of 
cross-sectional studies. Apart from the "polarization" of 
different social classes into different parts of a town, there 
is a tendency for the less fit to be left behind in the less 
favoured areas as others move out. In the rapidly growing 
cities in developing countries, new residents may gather in 
particular areas, and it has been noted that migrants into 
cities are affected more by urban pollution than are the 
earlier residents, who may have become adapted to it. 

2.6 Prospective and Follow-up Studies 

These two types of study may be considered together, 
though conceptually they differ to some extent. In 
prospective studies, study subjects are observed over a period 
of time according to the study protocols that are set out at 

P  the start of a study. In a follow-up of a cross-sectional 
study, the original findings may be analysed in greater depth 
using additional information that has become available. 
However, in a follow-up study, unlike a prospective study that 
is planned as such from the start, it may not be possible to 
follow all of the procedures used during the cross-sectional 
study itself. In the discussions that follow, reference is 
made only to "typical" prospective studies. 

Prospective studies permit the investigator to measure the 
rate of development (incidence), the rate of deterioration 
(progression or complications), the rate of improvement 
(remission), and the rate of mortality of the disease. 
Repeated measurements of functions of various organs will 
reveal how these are changing over time. Studies of this kind 
have been carried out, for example, on chronic respiratory 
diseases such as chronic bronchitis, emphysema, and 
pneumoconiosis, and on hypertension with particular reference 

- 

	

	to the factors influencing the level of blood pressure and its 
change over time. 
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(a) Choice of population 

Prospective studies can be carried out on the general 
community or some special subpopulations. Examples include 
the Framingham Heart Study in Massachusetts (Gordon & Kannel, 
1970), the Tecumseh Community Health Study in Michigan 
(section 5.6.8.4), the Atomic Bomb Casualty Commission's study 
of survivors in Hiroshima and Nagasaki (section 5.6.8.5), the 
investigation of a number of diseases by Cochrane and his 
colleagues in the Rhondda fach and Vale of Glamorgan 
(Cochrane, 1960), the studies of air pollution in New 
Hampshire by Ferris and his colleagues (1973), in the 
Netherlands by Van der Lende and co-workers (1973) and Douglas 
& Waller (1966) and the studies of respiratory disease in 
Arizona (section 5.6.8.3). 

For reasons of economy, prospective studies have often 
exploited the potential opportunities of data from 
occupational or insured groups, or from rosters of patients 
who have been treated in some manner that may possibly raise 
questions about untoward side-effects later on. Examples of 
prospective studies using occupational groups are the study on 
British doctors of smoking in relation to respiratory cancer 
and other causes of death (Doll & Peto, 1976), the studies of 
coronary heart disease such as those of Stamler and co-workers 
(1975) and Doyle and co-workers (1957), and the studies of 
cardiovascular and respiratory diseases by Fletcher & Tinker 
(1961). Prospective studies focusing on patients include the 
studies of cancer in children treated by thymus irradiation, 
and leukaemia in persons with ankylosing spondylitis treated 
with radiotherapy. 

The British Pneumoconiosis Field Research on coalminers 
provides one of the best illustrations of a prospective study 
designed to investigate the influence of occupational 
exposures on various respiratory conditions in coal workers 
(Jacobsen, 1981). Briefly, a sample of 24 collieries in 
England, Scotland and Wales were selected for the study. All 
the men employed in these collieries were examined by a 
respiratory-symptoms questionnaire, spirometry, anthropometry, 
and chest radiography on several occasions over 20-year 
periods. Dust sampling was carried out in the coalmines in 
order to be able to estimate a cumulative dust exposure for 
each man. These dust measurements were related to various 
indices of disease derived both from the initial 
cross-sectional data and from the longitudinal findings. In 
this way, the most accurate estimate was made of the influence 
of coalmine dust exposure on respiratory conditions 
(bronchitis, lung function, pneumoconiosis, and mortality) 
that is ever likely to be attempted. The paper by Jacobsen 
illustrates many of the more interesting features of this 
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work, and his summary of the way that the study developed is 
reproduced in Table 2.2. 

Choice of controls (or comparison group) 

- 	For prospective studies, either external or internal 
controls may be chosen. 	The general population or a 
particular segment of it is often used as an external 
control. The mortality or morbidity experienced by members of 
the population (usually specific for age, sex, and race) over 
the period of observation becomes the standard to which the 
observed mortality or morbidity of the cohort is compared. In 
prospective studies of occupational groups, the use of the 
general population as a control group introduces a bias 
commonly known as the "healthy worker" effect. This selection 
bias appears to be higher for long-term chronic conditions, 
such as hypertension and rheumatic heart disease, than for 
diseases having a fairly short duration and no early warning 
signs, but the effect is detectable also for malignancies, 
including respiratory cancer (Fox & Collier, 1976). The ideal 
controls would be individuals similar in every respect to the 
group under study, except for exposure to the agent of 
interest. For example, workers in the same industry or 
factory, who are not exposed to the agent in question, often 
serve as internal controls for a cohort of workers who have 
been exposed to the agent. Measurements of different 
cumulative exposures for individuals or subgroups in a cohort 

P 

	

	constitute the most effective internal control and lead 
directly to estimates of exposure/effect relationships. 

Assessment of exposure 

In a carefully planned prospective study, exposure is 
measured at the start and periodically afterwards. The most 
appropriate methods can be used and checks to ensure good 
quality control can be incorporated into the design. 

Assessment of effects 

Since, in prospective studies, the decision on diagnostic 
criteria is taken at the start of a study, the investigator 
has ample opportunity to specify these with precision and to 
take due precautions to ensure that they are applied in a 
uniform and standardized manner. Any manifestations that may 
indicate an earlier stage in the development of the condition 
of interest can also be recorded. Identification and 
categorization of persons with disease in a prospective study 
takes place after they have been categorized with respect to 
exposure but the time varies. It is clearly desirable that, 



Table 2.2. Progress and development of the pneumoconiosis field research 

1953 	 1958 	 1963 	 1968 	 1973 

1st surveys 	2nd surveys 	3rd surveys 	4th surveys 	5th surveys 

24 collieries 	24 collieries 	24 collieries 	10 collieries 	16 collieries 

31 629 miners 	21 849 (69%) 	14 888 (47%) 	4 077 (13%) 	5 709 (18%) 
of original group of original group of original group of original group. 

(-*477 others from (+8 463 others) 	(+11 649 others) 	(+6 311 others) 	(+5 755 others) 
a 25th colliery) 

From: Jacobsen (1981). 
Including some ex-miners seen in the "Follow-up" surveys. Complete radiological and dust exposure data available 
for 2 61)0 (8%) of the original group at 10 collieries. 

Note: 1. Radiography and interviews on previous occupational history at all surveys. 
Records of attendance in occupational groups kept throughout. 
Spirometry, anthropometry, and questionnaire on respiratory symptoms and 
smoking habits at 2nd and subsequent surveys. 
More complex lung function measurements in sample at 4th and 5th surveys. 
Dust sampling in occupational g1p: 
1952 With Thermal Preciputor. 
1965 With Gravimetric Sampler. 
1971 Study of mortality in a (56%) sample of men seen at the 1st surveys. 
1974 Start of follow-up surveys of survivors in the same sample (miners and es-miners). 
1977 Extension of mortality study to include all (31 629) miners seen at 1st surveys. 
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as far as possible, investigators categorizing the population 
with respect to disease should not be aware of the particular 
exposure category of any subject. 

Confounding factors 

The important point is to consider and record necessary 
information on any confounding factors. A review of the 
etiological factors should be carried out before starting the 
study and a thorough check of the protocol should be made to 
ensure that information on important potential confounding 
factors has not been omitted. 

One particular problem in prospective studies, liable to 
affect the assessment of both exposure and effects, is the 
tendency for methods to change as technology progresses. 
Changes may have to be resisted if bias is to be avoided. At 
least the effects of such changes must be investigated in 
carefully designed comparative trials. 

Exposure/effect 

With a carefully performed prospective study it will be 
possible to establish relationships between exposure and 
effect. If measurements are made early enough in life, a 
study of this kind provides perhaps the best estimates of risk 
based on lifetime exposures. The study of effects of air 
pollution on the health of children carried out by Douglas & 
Wailer (1966) is a good example. Had this been directed 
initially at air pollution instead of ingeniously exploiting a 
set of data as an afterthought, the exposures might have been 
better measured. 

Advantages 

Prospective studies, if properly conducted, may provide 
measures of incidence, 	estimates of relative risk and 
inference 	about 	cause/effect 	relationships with greater 
confidence 	than 	most 	other 	types 	of 	epidemiological 
investigations. 

Disadvantages 

Prospective studies are usually very expensive and 
time—consuming. Loss of study participants in a follow—up is 
another serious problem. A follow—up of persons who left an 
industry can usually be done only with considerable effort. 
Changes in the quantity and quality of exposure over time have 
to be taken into account. 
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2.7 Retrosoective Cohort Studies 

When data are 	available 	from observations 	and/or 
measurements that have been made in the past, it may be 
possible to design a study that avoids the long waiting time 
of a prospective study. This is often the case in industry, 
where records may have been kept of all the departments in 
which employees have worked and also of the actual job held 
since the worker was recruited into the industry. Examples 
include the studies of cancer of the urinary bladder in 
chemical and rubber workers (Case et al., 1954), cancer of the 
lung in smelter workers (Lee & Fraumeni, 1969), cancer of the 
respiratory system in chromate workers (Bidstrup & Case, 
1956), and mortality from all causes in miners and millers of 
asbestos in Quebec (McDonald et al., 1971). Insured persons 
often provide a good opportunity for studies of this kind. 

The same principle has been applied for epidemiological 
studies concerning side-effects of therapies and diagnostic 
procedures in groups of patients. For example, the relation 
between radiation and breast cancer has been studied in 
patients with pulmonary tuberculosis; patients with 
tuberculosis, who had been treated with isoniazid, and mental 
hospital patients, who had received phenobarbital, have both 
constituted cohorts for the study of possible relationships 
between the use of these drugs and the incidence of bladder 
cancer. 

Sometimes, material collected during the course of a 
prospective study may be stored for future analyses, should a 
hypothesis that was not included in the original plan 
subsequently appear worth investigation. Materials may also 
be stored for subsequent testing in the interest of economy. 
In a study of viral infections in pregnancy in relation to 
subsequent congenital malformations, Evans & Brown (1963) 
collected and stored sera during pregnancy. Virological tests 
were carried out later, if the child was born with a 
congenital malformation. Similar methods have been used for 
the storage of blood samples for subsequent analysis, should 
questions become relevant later in continuing studies of 
coronary heart disease. Other samples such as food may also 
be stored for subsequent analysis. 

(a) Assessment of exposure 

Assessment of exposure in a retrospective study is 
dependent on the subject's memory and reliable past records. 
For those who have died, some information will have to be 
obtained from a proxy. Its quality will inevitably be more 
questionable than that obtained from the subject himself, and 
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means of checking the validity of such proxy information 
should be incorporated into the study design. 

Assessment of effects 

Usually reliance will be placed on mortality. Valid 
morbidity data were seldom available in the past with a few 
exceptions from occupational health studies such as Morris and 
his colleagues' study of coronary disease in the transport 
industry in the 1950s and 1960s (Morris et al., 1966). Many 
industries are now collecting morbidity information in a way 
that should provide usable diagnostic data (Pell et al., 1978) 
and, as discussed in section 2.3.2, various morbidity 
statistics may be available in more developed countries. 

Confounding factors 

Information on factors such as smoking and social class is 
often not available from existing records. Sometimes, it is 
possible to remedy the gap, but the effort required is 
time-consuming, and the reliability of proxy information about 
those who have died may be questionable. 

Advantages/disadvantages 

This approach is generally much less expensive and quicker 
than a prospective cohort study. However, as mentioned above, 

P a retrospective study relies entirely on past records, which 
usually do not provide precise information. It is therefore 
seldom possible to extract a valid quantitative exposure/ 
effect relationship. Methods may have changed so that past 
and present exposures may be hard to combine. Usually a 
qualitative relationship is all that is possible (Lee & 
Fraumeni, 1969). A notable exception is the study of asbestos 
miners and millers in Quebec (McDonald & McDonald, 1971), 
though even here the study shows the problems introduced by 
changes in measurement methods for the asbestos exposures 
(Bealth and Safety Executive, 1979). 

2.8Time-series Studies 

When exposure to some environmental hazard varies 
substantially over short periods, it may be particularly 
useful to observe how this variation affects some biological 
effect. Ambient temperature varies from day to day. Does 
this have any effect on mortality or morbidity? Does it 
affect symptomatology or functional capacity? Thus, a study 
in which daily temperatures and daily changes in the number of 
deaths or cases of illness, or in the values of some 
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physiological function are compared, might be envisaged. Such 
investigations have been used most effectively to study the 
acute effects of exposure to air pollution. 	For example, 
daily mortality and hospital admissions data were related to 
daily concentrations of smoke and sulfur dioxide and to 	- 
weather by Martin & Bradley (1960) and Martin (1964). This 
type of study is effective only when it involves large 
communities of several million people, presumably because the 
contribution of air pollution to day-to-day variations in 
mortality is relatively small compared with that of the other 
factors that determine death or would lead to hospitaliz-
ation. 	Simple 	procedures 	for 	collecting 	self-recorded 
information on the health of bronchitic patients using pocket 
diaries 	have 	also 	proved 	valuable 	in 	establishing 
relationships between exacerbations of their illness and air 
pollution (Lawther et al., 1970). 	There are advantages in 
concentrating attention on particularly sensitive groups in 
studies of this kind, as mentioned above. 

(a) Confounding factors 

Many factors influence daily mortality and morbidity. For 
example, in studies of the effects of air pollution, 
temperature, humidity, and other climatic variables are 
important as they affect both air pollution levels and health 
indices. Either extremely high or low temperatures may be 
lethal, thus posing considerable problems in the analysis and 
interpretation of effects of pollution. Epidemics of 
communicable diseases such as influenza could be troublesome 
confounding factors. Ethnic group or sex, major confounding 
factors in most epidemiological studies, would not be great 
problems in time-series studies, since day-to-day changes in 
the relative distributions of these variables among subgroups 
under study are likely to be small. However, problems may 
arise if studies persist over many years, because the effect 
of differential migration may then be considerable. 

2.9 Case-control Studies 

The focus of a case-control study is on a disease or on 
some other condition of health that has already developed. 
The questions asked relate to personal characteristics and 
antecedent exposures which may be responsible for the 
condition studied. In particular, the investigator wishes to 
determine if the environmental exposures of those who have the 
condition of interest differ from those of persons who do not. 

Such studies are relatively cheap and quick, but they 
depend on the ability of cases and controls to recall 
information on past habits and exposures, often in a 
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quantitative manner, or on the availability of relevant 
records. 

When the accumulation of cases and controls extends over a 
lengthy period, then the data available for study may include 
a variety of genetic, immunological, biochemical, virological, 
and serological measurements, but apparent differences between 
cases and controls may be due to the presence of the disease 
and cannot be interpreted as indicating a causal relationship. 

Case-control studies can be indicative and economical when 
the suspect agent is distributed in say 50-70% of the 
population, and the hypothesized effect is relatively rare. 
On the other hand, if cases occur frequently in the population 
being studied and the suspected agent is only one of several 
causal factors, then it may be difficult to establish an 
association using the case-control approach. In general, 
apparent associations in case-control studies need to be 
confirmed, in the same as well as in different settings, 
before they can be interpreted as indicating a causal 
relationship (see also the discussion in section 6.5.6 and 
Crombie, 1981). 

(a) Population for stud 

By 	definition 	a 	case-control 	study 	involves 	two 
populations - cases and controls. The problem is to ensure 
that the particular cases and controls that are studied are 
representative and unbiased samples from these populations. 

P  The majority of case-control studies have been based on 
patients in or attending hospitals. For diseases where most 
patients have to undergo diagnosis at hospital, this is 
obviously a suitable method for identifying cases. It has 
been used effectively for studies of many cancers and for 
other serious conditions such as cirrhosis of the liver, lupus 
erythematosis, and congestive heart failure. However, if most 
patients do not have to go to hospital as in the case of, for 
example, chronic bronchitis, maturity-onset diabetes, 
hypertension, etc., then focusing on hospitalized patients 
will bias any conclusions. 

If patients are to be obtained from hospitals, then all 
hospitals in a geographically defined area should be included, 
so that comprehensive and unbiased coverage is ensured, for 
many hospitals cater for particular segments of the population. 

Should all patients with the disease be included or should 
the focus be on newly-diagnosed cases? The answer to this may 
depend on the condition under study. Chronic long-term 
disease can perhaps be adequately studied by considering all 
cases, but it is usually recommended to take newly diagnosed 
cases; their recall is better and their exposure history is 
less altered by the presence of disease. 
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Patients with conditions of interest may be obtained from 
other sources. For example, cancer cases can be drawn from a 
cancer registry, birth defect cases from a malformation 
registry, etc. Such sources are often more likely to be 
representative than patients obtained from a sample Of 
hospitals. Cases of rare fatal disease have sometimes been 
identified by writing to all pathologists in a particular 
area. Studies on mesothelioma, for example, have been made in 
this way (McDonald & McDonald, 1971). 

Source of controls 

Hospital controls, matched for relevant characteristics, 
have often been used. In their early study of smoking and 
lung cancer, Doll & Hill (1952) used persons with other 
cancers as one control group. They also included a group of 
hospital patients with diseases other than cancer who were 
matched for age, sex, and hospital as a second control group. 
Hospital controls are particularly useful to obtain initial 
information quickly and relatively cheaply. Hospital sources 
of cases and controls, do, however, introduce considerable 
difficulties with regard to the representativeness of all 
patients with the disease of interest, and in terms of the 
controls, the degree to which they are representative of the 
general community. Furthermore, response rates are liable to 
differ between cases and controls, especially in those from 
hospitals. A random or stratified (age, sex) sample of 
persons living in the area covered by the hospitals is perhaps 
the best source for a control group. There are various ways 
of obtaining such a group. A sample might be drawn using city 
directory data, tax or electoral rolls, etc. One theoretically 
simple, if taxing, way is to draw a domiciliary matched 
("neighbourhood") sample. Here, a house is selected in the 
neighbourhood of the patient's home and a search is made in a 
systematic way, from house to house until a suitable control 
is found. In a recent study of bladder cancer, conducted by 
the US National Cancer Institute and sponsored by the Food and 
Drug Administration, dialing of telephone numbers chosen at 
random was used to identify one control group (Hoover & 
Strasser, 1980). 

Measurement of exposure 

In most case—control studies, much reliance is usually 
placed on past information elicited in a comparable manner 	- 
from cases and controls. Occasionally, measurements or 
records of past exposures may be available, but, in most 
cases, it is unlikely that these will be of comparable quality 
for cases and controls. 
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Confounding factors 

In a case—control study, these can be dealt with initially 
by matching cases and controls in terms of major confounding 

-  factors. "Matching may refer to pairing individual controls 
with particular cases according to the matching factors 
('matched pairs), or it may refer to arranging that the 
distributions of the matching factors among all controls are 
similar to those found among the cases, without pairing 
individual controls with cases. These design strategies need 
to be distinguished, because they attract different approaches 
in the statistical analyses of results. 

It is usually desirable to match for several potentially 
confounding characteristics such as age, sex, ethnic groups, 
and socioeconomic circumstances. In view of unavoidable 
differences in diagnostic precision and entry characteristics, 
it is also desirable to match for hospital, in hospital—based 
studies. However, it is not possible to study the importance 
of a potentially confounding factor in relation to the 
occurrence of cases, if that factor has been matched in cases 
and controls. For instance, data from a case—control study in 
which controls were matched with cases with respect to 
hospitals, as described above, would not provide information 
about the suspected differences between the hospitals in 
diagnostic precision or entry characteristics. It follows 
therefore that factors which are the subject of investigation 
(including so—called "confounders") must never be matched. 

P  
Their relative importance and co—associations with recurrence 
of cases may however be studied using appropriate analytical 
methods, if (unmatched) controls are selected randomly and 
provided that correlations between these factors themselves 
are not too high. For further details, see section 6.5.4.3. 

Advantages and disadvantages 

Case—control studies of hospital groups can be carried out 
fairly quickly and cheaply. As a first approach to many 
diseases about which causation is obscure, such studies are 
very valuable for identifying hazards and suggesting 
hypotheses for more rigorous testing. 	The method is 
particularly useful in studying rare diseases. 	The main 
disadvantages are that bias may be incorporated into any 
comparisons, because of greater preoccupation by the cases 
than by the controls about the disease under study. Bias can 
also arise rather easily because of preconceived ideas on the 
part of the investigators. As a case—control study normally 
deals with a small group, the wider application of its results 
has to be made with caution. Temporal relations as to whether 
the disease preceded or followed the exposure may at times be 



- 66 - 

hard to establish in a case-control study. In a prospective 
case-control study, loss of study subjects from the case group 
may also be a problem. Furthermore, a case-control study 
gives only an approximation of relative or attributable risk. 

2.10 Controlled Exposure Studies 

The demonstration of prevention of some effect by a 
well-designed controlled human exposure study is perhaps the 
most convincing way of showing a relationship between cause 
and effect. Unfortunately, "experimental" studies often 
raised insuperable ethical and practical problems in the 
past. It has to be emphasized that any controlled exposure 
study should be safe, that any adverse biological changes that 
may be induced should be reversible, and that no discomfort 
(or at most only minimal discomfort) should be produced. 
There is also general agreement about the desirability of 
informed consent, which may imply understanding by 
participants of the study design in some cases (section 5.3). 

Studies of "natural experiments", such as those on 
environmental accidents and adverse effects on health that 
have ensued, have been a recognized epidemiological approach 
for a long time. These include the studies conducted in 
London, after the 1952 December smog (Ministry of Health, 
1954) and those performed in Hiroshima and Nagasaki on 
survivors from the atomic bombs (section 5.6.8.5). These 
examples have provided a great deal of useful information on 
the acute effects of air pollution and on the health effects 
of ionizing radiation, respectively. 

On a more limited scale, studies of workers before and 
after the working shift have provided useful information on 
the possible hazards of exposure of the respiratory tract to 
vegetable and mineral dusts and various toxic gases. Studying 
populations before and after a pollutant has been removed is a 
reasonable approach to design, especially when a latency 
period is part of the design; certainly an improvement in 
health would be expected if the pollutant were causing adverse 
effects. Sometimes, the deterioration of the environment 
following 	industrial development may be 	foreseen 	and 
observations may be made to exploit such an opportunity in the 
most effective manner. One example of this type is the pre-
and post-studies in relation to the siting of a new power 
plant. The possibility that the use of high sulfur fuel has 
increased sulfur oxide emissions in some cities, but not in 
others, should stimulate the collection of appropriate data in 	- 
cities where such changes are anticipated and in control 
cities where they are unlikely. 
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Choice of population 

Controlled exposure studies can be based on the general 
community or some particular subgroups, such as a specific age 
group or occupational group. Such subgroups may be studied by 
exploiting some fortuitous change that has divided the 
population into the treated and control groups that are needed 
to test some hypothesis. One classical example is John Snow's 
admirable epidemiological analysis on the natural experiment 
of cholera outbreaks in London in the nineteenth century 
(Snow, 1855). The study by Harrington and his colleagues on 
cancer in relation to asbestos fibres in drinking—water 
supplied by asbestos cement pipes to half the households in 
Connecticut is another model example of this approach 
(Harrington et al., 1978). 

Exposure, effects, and confounding factors 

In controlled exposure studies, the levels of exposure are 
known by the investigators. Effects are measured in the 
course of study and confounding variables can be identified 
and controlled. 

Advantages/disadvantages 

Cause/result and precise exposure/effect relationships can 
be obtained. However, a study of this type tends to be 
costly. The drop—out rate may be high. As already mentioned, 
great care must be given to the ethical problems and the 
consent of the participants is required. 

2.11 Monitoring and Surveillance 

As the network of monitoring stations to measure 
environmental pollutants, in particular air pollutants, 
expands in many countries, data from these monitoring 
activities are being increasingly used for epidemiological 
studies. However, such monitoring being primarily for the 
purpose of pollution control, the data do not necessarily 
provide exposure information that is adequate to relate to the 
health status of the study population. The use of routine 
data for establishing exposure/effect relationships must be 
made with great caution (section 3.5). 

Assessment of exposure by personal monitoring and 
biological monitoring would provide more precise exposure data 
(sections 3.6 and 3.7), but these methods tend to be expensive. 

To relate data from routine monitoring activities to the 
information on health effects from a variety of surveillance 
work, would need the development of some means of linking 
records from different sources. 
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3. ASSESSMENT OF EXPOSURE 

3.1 Introduction 

The validity of studies in the field of environmental 
epidemiology depends both on the assessment of exposure and of 
the effects on health. Each of these aspects is liable to 
present difficulties and uncertainties. Thus, it is important 
that everyone involved in the design and conduct of 
investigations and in the interpretation of results, has a 
complete understanding of the problems. It is the purpose of 
this chapter to discuss basic aspects of exposure assessment, 
in order to improve the quality of epidemiological studies, 
and consequently the scientific basis for control measures. 
The emphasis is on general population studies, but exposure 
assessment is also of major importance in occupational health 
studies. The general approach is similar: much of what is 
practised in population studies has been markedly influenced 
by the practice of exposure assessment in workers. Moreover, 
for many environmental agents, occupational exposure may 
contribute substantially to the total exposure in some 
subgroup of the general population. 

The environment may be divided into two types with regard 
to exposure assessment; (a) the objective environment, which 
means the actual physical, chemical, and social environment as 
described by objective measurements such as noise levels in 
decibels (dB) and concentration of air polluting; and (b) the 
subjective (perceived) environment, as it is perceived by 
persons who live in it, e.g., annoyance caused by air 
pollution or noise, or pleasure arising from good housing 
conditions. 	In this chapter most sections deal with the 
objective assessment of exposure; 	in section 3.8, however, 
special emphasis will be laid on the assessment of subjective 
exposure. 

Epidemiological studies may be concerned with scattered 
individuals, with groups living or working together, or with 
populations in defined areas or countries; in each case 
appropriate exposure assessments have to be made. For the 
present purpose the environments in which people operate can 
be considered at the four following levels: 

(a) The domestic or "micro" environment, concerned with the 
subject in the home. 	Exposure may be determined by 

	

personal or family eating habits, cooking facilities, 	- 
hobbies, other personal habits (e.g., smoking or 
drinking), use of therapeutics, drugs, or cosmetics, 
pesticides applied in the home and garden, etc. 
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The occupational environment. 	The subject may spend a 
large part of his/her life in occupational environments 
such as coal mines, steel works, etc., where there may be 
specific environmental problems. Periods spent in schools 
or other educational 	establishments 	might 	also be 

considered under this heading. 

The local or community environment. In the immediate area 
in which the subject lives he/she may be exposed for 
example to ambient air pollution, aircraft and traffic 

noise, 	or 	drinking 	water 	containing 	particular 

constituents. 

The regional environment. 	The subject 	lives 	in a 

particular climatic zone, at a certain geographical 
longitude, latitude, and altitude, etc. 

A few examples of exposure to the same environmental 
factor at various levels of operation are given in Table 3.1. 

Table 3.1. Examples of exposure to environmental factors 
at various levels of exposure 

Level of Carbon 	CV 	 Noise 	Solvents 	Ionizing 

operation monoxide 	radiation 	 radiation 

- 	Micro 	smoking, 	therapeu- 	music, 	cleaning, 	medical 

or 	cooking, 	tics, 	hammering, 	hobbies 	diagnosis 
domestic heating 	gardening, 	noise from 	 and therapy, 

sunbathing 	neighbours 	 emissions 
from struc-
tura I 
materials 

Occupa- 	traffic 	laboratory 
tional 	policemen, workers, 

metallur- 	agricul- 
gical 	tural 

workers 	workers 

Local 	traffic 	sunlight 
exhaust 

Regional 	- 	high 
altitude, 
tropics 

construction workers in 	x-ray 
workers, 	solvents 	techni- 
military 	manufac- 	cians; 
service 	turing, 	workers 

painters, 	in nuclear 
dry cleaners plants 

aircraft, 	emissions 	tubercu- 
town 	 from 	 losis mass 
traffic 	industry 	screening 

examina t ion 

storm, 	 - 	 fallout 
hurricane 	 from atomic 

weapons 
test, 
altitude 
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In assessing individual and group exposure to specific 
agents, the contribution from each of these four environmental 
levels to the total exposure has to be taken into account; the 
intensity and duration of exposure and the coexistence of 
other hazardous factors may differ (section 3.3). 

3.2 Exposure and Dose 

In pharmacological and toxicological studies, the term, 
dose is used to indicate the amount administered, and 
dose—rate to indicate the dose per unit of time. The unit 
quantity, and the frequency and duration of administration 
determine the total dose received over a day, a week, or a 
year. In epidemiology, one often hesitates to use the term 
dose, because generally it is only possible to make an 
estimate of the actual dose received. Therefore, the terms, 
exposure, instead of dose, and exposure/effect relationships 
rather than dose/effect relationships are preferred. The 
exposure may often be assessed by measuring the concentration 
of a substance in air, water etc., or the intensity in the 
case of sound or radiation, and some effects may be determined 
more by the instantaneous concentration or intensity than by 
the total dose. 

3.2.1 	Systemic agents 

There are four indices of exposure in the case of agents 
that exert an effect after being absorbed into the body: 	- 

External exposure in a general sense. 	This is the 
concentration that is present in, for example, food, drinking-
Water, or air, in relation to frequency and duration of 
exposure. 

External exposure in a narrow sense - intake. Often the 
only data available are concerned with the concentrations of 
agents (mg/kg in food, mg/litre in water, mg/rn 3  in air) and 
not the amounts of food, drinking water, and air, to which man 
is exposed per unit of time. In medicine, however, the dose 
administered is never expressed as the concentration, but as 
the amount ingested, injected, or inhaled. In work and sports 
physiology, 	energy 	consumption 	is 	not 	calculated 	in 
concentrations of oxygen in inhaled and exhaled air, but as 
the difference between the amount of oxygen inhaled and 
exhaled. Therefore, in exposure assessment, an effort should 	- 
also be made to measure the concentration of the agent in its 
vehicle and the amount of food, water, and air, consumed by an 
individual, i.e., the intake. 	In most studies reported so 
far, no endeavour has even been made to estimate respiratory 



- 77 - 

volume or actual food and water intake. 	The oxygen 

consumption for an adult man (70 kg) at rest is about 0.3 
litre/mm; the uptake of 1 litre of oxygen requires an intake 
of about 25 litres of air; therefore, the respiratory 
volume/h, at rest, is about 0.5 m 3 ; in moderately heavy 
work, which can be sustained during a 8-h working day, the 
respiratory volume/8 h will be 8-10in ; for 24 h, the 
respiratory volume will be 15-20 m 3 . The energy requirement 
for a child of 1-3 years is about 420 kJ/kg body weight, for 
an adult about 170 kJ/kg body weight; the relative exposure to 
a food contaminant per unit of body weight, therefore, may be 
higher in children than in adults by a factor of 2-3. The 
intake of drinking-water may vary considerably from subject to 
subject, consequently the amounts of pollutants ingested 
through drinking-water will differ greatly among the subjects. 

For particulates in inhaled air, the particle size 
distribution determines the fraction that reaches various 
parts of the airways, and thus the possibility of local action 
or pulmonary absorption will also be determined. Particles 
with a diameter > 5 pm tend to be deposited in the 
nasopharyngotracheal region. 	The chemical composition may 
vary with particle size 	carbon, lead, and sulfates, for 
example, occur mainly in very fine particles, generally < 1 pin 
diameter. The particle size distribution in occupational 
exposure may differ greatly from that in ambient exposure. 
Fibres of materials such as asbestos, with very small 
diameters, tend to follow the air-flow through the respiratory 

- 

	

	system and even ones up to some 200 pm in length may penetrate 
into the deeper airways. 

Highly water-soluble gases, for example sulfur dioxide and 
formaldehyde, are trapped by the moist environment of the 
upper airways, whereas the less soluble nitrogen dioxide or 
phosgene penetrate into the bronchiolar and aveolar regions. 
Agents in food also differ in the degree of absorption 
according to their chemical composition. The presence of 
vegetable fibres may produce bulky gastrointestinal content 
and increase the speed of passage; the decreased exposure time 
might be one of the reasons why the fibre content of food 
could have a preventive effect on colonic tuinours. In South 
Africa, bowel cancer is much rarer in the Bantu peoples than 
in the Caucasians; even among the Bantu, intestinal transit 
times have been found to be markedly different, probably 
because of differences in the fibre content of food (Walker, 
1978). Hardness of drinking water may determine whether 
elements are leached from vegetables during cooking or whether 
their concentration is increased (Moore et al., 1979). 

These examples show that the true intake may differ 
considerably from the levels of exposure calculated from 
concentrations in ambient air, food, or drinking-water. 
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Internal exposure - uptake. 	The agents available for 
absorption are usually only partially absorbed into the body: 
uptake = intake x (fractional) absorption rate. The degree of 
absorption varies widely, for example, in the gastrointestinal 
tract, methylmercury is absorbed almost completely, whereas - 
metallic mercury is hardly absorbed at all. Absorption of 
lead is higher in an empty stomach than in a full one, and it 
is probably higher in children than in adults. 

In 	the 	case 	of 	inhaled 	gases 	or 	vapours, 	the 
concentrations in both inhaled (C1) and exhaled (C e ) air 
must be measured and multiplied by the respiratory minute 
volume M. The uptake will be (C1 	Ce) x V x t (where 
t = time). 	As soon as an equilibrium has been achieved 
between uptake and elimination (such as by biotransformation 
and excretion), the level of uptake becomes constant at 
constant Ci and V. 	During physical activity, V increases 
and equilibrium is achieved earlier than at rest. 	Carbon 
monoxide provides a good example: toxic levels in blood are 
achieved earlier during physical activity than at rest, and 
sooner in children than in adults. 

Exposure at the target organs. 	In epidemiological 
studies, 	it 	is 	usually not 	possible 	to 	measure 	the 
concentrations (or amounts) of agents present at the target 
organs, for example, liver, brain, etc., although it is true 
that determination of the concentrations (or amount) of 
cadmium in liver and kidney is possible by neutron activation 
analysis (Ellis et al., 1981). 	The Task Group on Metal 	- 
Toxicity (Nordberg, 1976) presented a few definitions, which 
not only can be used in metal toxicity studies, but are also 
applicable in the study of many other environmental hazards. 

Critical 	concentration 	for 	a 	cell. 	This 	is 	the 
concentration at which an adverse 	functional 	change, 
reversible or irreversible, occurs in the cell. 

Critical 	organ 	concentration. 	This 	is 	the 	mean 
concentration in the organ at the time when the most sensitive 
types of cell reach the critical concentration. 

Critical organ. 	This term is used for the particular 
organ that first attains the critical concentration under 
specified circumstances or exposure and for a given population. 

Assessment of exposure through biological monitoring or 

	

analysis of samples from specimen banks (section 3.7) may 	- 
provide data that approximate the relevant exposure at the 
target organs much better than those obtained through 
environmental monitoring (section 3.5). 
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3.2.2 	Local exposure 

Some agents act on the surface linings of eyes and airways 
or on the skin. Oxidants, such as peroxyacetylnitrate (PAN), 
exert an irritant effect on the eyes as a function of the 
number of oxidant molecules that are absorbed in the eye 
fluids per unit of time. Exposure is a function of the 
ambient concentration of PAN and of the physical properties of 
the fluid, such as solubility and diffusion coefficient. 
Because the physical properties may be assumed to be constant, 
the intensity of exposure will be determined by the concentra-
tion in ambient air and the frequency and duration of exposure. 

Some agents may penetrate the skin; this depends on 
physicochemical properties of the agent, properties of the 
skin (variable at different sites in one individual, and 
variable between individuals), environmental temperature and 
humidity, presence of skin disease, etc. 

3.2.3 	Physical factors 

The considerations under sections 3.2.1 and 3.2.2 apply 
mainly to chemical agents, but also apply to compounds with 
radioactive properties. 	However, in the case of physical 
factors, for example, noise, vibration, 	and ultraviolet 
radiation, the actual exposure of the subjects has to be 
assessed as carefully as possible, using measurements of 
intensity, frequency, and duration (section 3.5.4). 

3.3 Combined Exposure, Physical and Chemical Interactions 

Health effects due to environmental factors are manifested 
in various ways (Chapter 4). However, the range of effects is 
limited compared with the large variety of chemical and 
physical factors that may produce them. To a large extent, 
health effects are non-specific; the causative agents can 
seldom be identified from the effects manifested. This is the 
main crux of exposure/health effect studies. 

Simultaneous or consecutive exposure to several agents may 
modify risks to health. Nelson (1976) summarized existing 
data on the role of the interactions of environmental agents 
that may modify biological activity, distinguishing synergism 
(potentiation), antagonism, or merely additive effects. 
Potentiation and antagonism may be due either to modified 
toxicokinetics (affecting internal exposure) or modified 
toxicodynamics (relating to health effects). 
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3.3.1 	Same agent, various sources 

A well-known example is exposure to noise. In a study in 
Japan, Kono and his coworkers (1982) measured total noise 
exposure per day as the summation of exposure during work, in 
the domestic environment, and while travelling. For 
housewives, the equivalent level over 24-h periods (Leq 24) 
(section 3.5.4.1) was 70.2dB(A)!in an industrial area and 
67.4 dB (A) in a residential area. As regards noise exposure 
in the home, the Leq 24 was higher in housewives of less than 
40 years of age, than in older age groups, because of 
different patterns of activity. 

3.3.2 	Various agents, same source 

It is well known that air, food and water carry mixtures 
of many environmental agents. In the air pollution situation, 
the general population may be exposed to a mixture of sulfur 
dioxide, sulfuric acid, smoke, sulfates, ozone, oxides of 
nitrogen, peroxyacetylnitrste, hydrocarbons, aldehydes, etc. 
Assessment of exposure to indicator agents is a valid 
procedure, provided that the composition of the pollutants is 
well known. However, there has been a considerable change in 
the composition of pollutants in urban sir and in water 
supplies in the past few decades, making it difficult to use 
any one component as an indicator in long-term studies. 

Food may contain a wide range of trace metals (e.g., 
cobalt, copper, iron, manganese, selenium, and zinc); however 	- 
the proportions may differ from place to place and from time 
to time. 	If only one factor is to be selected for the 
assessment of exposure, at least approximate data concerning 
the composition of the mixture must be obtained. 

In elucidating the so-called "soft water story", i.e., the 
observed 	inverse relation between water hardness 	and 
cardiovascular mortality, the sum of the calcium and magnesium 
content of drinking-water had, until recently, been relied 
on. However, in recent years, there have been indications 
that the magnesium content might be more relevant than 

calcium. 	Generally, 	with 	increasing 	hardness, 	the 
corrosiveness of the water decreases; however, the ability of 
hard water to dissolve metals from pipes is not always less 

The expression dB(A) is commonly used to refer to the 
A-filter frequency weighting, which usually provides the 
highest correlation between physical measurements and 
subjective evaluations of the loudness of noise, by 
modifying the effects of the low and high frequencies with 
respect to the medium frequencies (WHO, 1980b). 
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than that of the soft water. 	The "natural" relationship 
between metal concentration and softness of water has 
disappeared in the Netherlands in recent decades (Zielhuis & 
Haring, 1981). Vos et al. (1978) found higher lead, cadmium, 
and zinc (but not copper) concentrations in hard than in soft 
tap-water in two adjoining communities; higher lead, cadmium, 
and zinc levels in blood were also found in the hard-water 
town. In addition, hard water often contains higher 
concentrations of silicon and lithium. A valid 
epidemiological study, therefore, should assess exposure to a 
multitude of agents in tap water, which may vary with 
geographical areas and with water distribution systems. 

In occupational health studies, a relation has been 
established between the incidence of lung cancer and exposure 
to nickel and chromium compounds and there is evidence that 
certain medium- or slightly-soluble compounds of both nickel 
and chromium are carcinogenic. If only the total nickel 
and/or chromium contents of workroom air are measured, not 
taking into account individual compounds, an overestimation of 
health risk may occur. 

3.3.3 	Various agents, various sources 

The most important example under this heading concerns 
interactions between tobacco smoking and exposure to 
environmental pollutants (particularly by inhalation). For 
example, it has been established that the risk of lung cancer 
in asbestos workers or uranium miners who smoke is much higher 
than that in smokers who are not exposed to asbestos or 
uranium, or in non-smoking workers; the risk is not additive, 
but is more or less multiplicative. In foundry workers, 
silicon dioxide dust affects the condition of the airways and 
smoking increases its health risk (Krãvâ et al., 1976). Not 
only the chemical factors should be considered. The high risk 
of skin tumours in road-tar workers exposed to the ultraviolet 
rays of sunlight is well known. 

3.3.4 	Impurities 

In 	industry and 	in chemical 	applications 	in the 
environment, compounds of commercial quality that may contain 
up to several percent of impurities are often used. If trace 
amounts of such impurities are responsible for the health 
risk, then the exposure/effect relationship of the parent 
compound is not representative of the true one. A well known 
example is the herbicide 2,4,5-trichiorophenoxyacetic acid 
(2,4,5-T), which contains trace amounts ( O,l mg/kg) of the 
extremely toxic 2,3,7,8-tetrachlorodibenzo--dioxin (TCDD). 
Due to dilution during formulation, the process of 
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application, etc., the final levels of TCDD in food are 
usually not detectable, but exposure of workers may be high 
enough to cause health effects. 

Nitrosamine formation may take place during the production 
of some pesticides (e.g., trifluorolin and dinitramine); the 
nitrosainjne levels in the technical products may occasionally 
exceed even 100 mg/kg and therefore become detectable in 
crops. In addition, nitrosamines may also be formed owing to 
reactions between the pesticides and naturally occurring 
amines (chemical interaction, section 3.3.5). 

In exposure assessment, therefore, due attention should be 
paid to the presence of impurities that may be more toxic than 
the parent compounds. 

3.3.5 	Interactions 

Three types of interaction can be distinguished, leading 
to a change in the composition of chemical compounds between 
the point of emission and the target organs: 

- 	change in the chemical composition and/or physical form 
within the environment; 

- 	physical 	interaction 	between 	chemical 	agents 	and 
particulates within the environment; and 

- 	change in physical and/or chemical composition within the 
human body. 

Such interactions may essentially change the nature of 
exposure and, consequently, the health risk. 

Some examples of changes in chemical composition in the 
environment are; formation of alkylmercury compounds in 
sediments from inorganic mercury compounds; secondary 
oxidation of sulfur dioxide to sulfuric acid and sulfates; the 
build-up of photochemical smog in ambient air. As the 
chemical re5ctions in air are time-dependent, the resultant 
composition of the mixture may change over a large distance 
because of air movements. Furthermore, the source of emission 
may also affect the ultimate composition. In a study from the 
Netherlands, the ratio of ozone to peroxyacetylnitrate was 
higher when the main source was automotive exhaust than when 
it was the petrochemical industry (Guicherit, 1979). 

The Proceedings of the International Workshop on Factors 
influencing Metabolism and Toxicity of Metals (Nordberg, 1978) 
summarized the present state of knowledge on the interaction 
of metals. Among toxic metals, mercury provides a well-known 
example of transformation into a more toxic compound, 
methylmercury, in the environment. On the contrary, 
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methylation of inorganic arsenic probably leads to non-toxic 
organic arsenic compounds, present in marine food. Within the 
human body, in the intestines after ingestion, and in organs 
after absorption, interaction also may take place between 
metals and nutritional factors, either increasing or 
decreasing the health risk. At present, only a few human data 
are available. However, a number of animal studies indicate 
that such interactions might possibly influence human health 
risks. Physical agents, e.g., ultraviolet radiation, may 
induce changes in the body that affect the subsequent action 
of chemical agents. 

A low intake of calcium and vitamin D in patients with 
Itai-Itai disease (section 5.5.8) may have contributed to high 
accumulation of cadmium and to the development of bone changes 
associated with high cadmium exposure. Increases in the 
cadmium/zinc ratios in blood (or kidney) at higher cadmium 
exposure may constitute a more relevant index of exposure than 
cadmium levels as such. 

In non-occupationally exposed groups, effects of the 
interaction of lead and iron are most often seen in children: 
iron deficiency is associated with increased lead levels in 
the blood, probably because of increased enteric absorption of 
lead; moreover, both iron deficiency and lead overexposure may 
induce the same effect - an increase in porphyrin in 
erythrocytes. A low nutritional intake of calcium and 
proteins also may increase lead absorption. Very probably the 
intake of selenium counteracts the toxicity of mercury. In 
miners exposed to inorganic mercury, a parallel increase in 
mercury and selenium levels in the blood has been 
demonstrated, suggesting a biological interaction. 

Within the body, biotransformation of many organic 
compounds takes place, usually mediated by enzymes. Exposure 
may increase the production of enzymes (enzyme induction), and 
thus internal exposure to the original agent may be changed; 
in not a few cases, the parent compound is transformed into 
metabolites that constitute the true toxic agents. Assessment 
of exposure by means of biological monitoring (section 3.7) 
also aims at measuring these relevant metabolites in 
biological specimens. 

Simultaneous exposure to pharmaceuticals may affect the 
metabolism of environmental chemicals. In epileptic workers 
exposed to DDT and receiving anti-epileptic drugs, the DDT 
level in adipose tissue was found to be considerably lower 
than in non-epileptic fellow workers. Consecutive exposure to 
trichloroethylene and alcoholic drinks (after work) may cause 
skin flushing, probably because of interference with the 
metabolic transformation of ethanol. Industrial exposures may 
influence the therapeutic effects of drugs. For example, the 
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anticoagulatory effect of warfarin may be decreased during 
exposure to chlorinated pesticides. 

In the gastrointestinal tract, nitrites from food may 
interact with secondary amines, and carcinogenic nitrosamines 
may be formed. High dietary fat may increase the 
concentration of bile acids in the large bowel with subsequent 
metabolism by bacterial flora to carcinogens or cocarcinogens; 
research workers at the International Agency for Research on 
Cancer (IARC, 1977) observed differences in faecal flora 
between two Scandinavian populations with low and high risk 
from carcinoma of the colon. 

	

There also exists physical interaction. 	A well-known 
example is the absorption of gases or vapours on to 
particulates in air, thus increasing exposure of the lower 
airways to agents that might otherwise have been trapped in 
the higher airways. 

These examples only serve as illustrations and certainly 
do not present an exhaustive review. Both in environmental 
assessment (section 3.5) and in biological assessment (section 
3.7) of exposure, account must always be taken of the 
possibility of chemical or physical interaction, because it 
may change the nature of health effects, both qualitatively 
and quantitatively. 

3.4 Qualitative Assessment of Exposure 

While the ultimate aim in an epidemiological study should 
be the assessment of exposure in quantitative terms, to allow 
the derivation of dose/effect relationships, there is a place 
for qualitative assessment within exploratory studies, or for 
the formulation of hypotheses, as has been discussed in 
Chapter 2. 

In chronic disease studies, it is usually necessary to 
assess exposure retrospectively, and since quantitative data 
are seldom available for periods extending back for some 40 
years or more, qualitative indices of exposure may have to be 
used as the independent variable. In occupational studies, 
these may be provided by job histories, together with 
information on the types of materials that people in each job 
might be exposed to, and on the degree of control that existed 
in the past. 	In community studies, area of residence, 
information on migration and 	on ethnic and racial 
characteristics may be used as indices, and personal habits 
such as smoking, alcohol intake, betelnut chewing, sunbathing, 
etc. may provide indicators of exposure to agents of interest 
in their own right or as factors interacting with other 
environmental pollutants. 
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3.5 Environmental Assessment of Exposure 

The most general method of assessing exposure in 
quantitative 	terms 	is 	referred 	to 	as 	environmental 

! monitoring. The definition of monitoring adopted by the 1974 
Intergovernmental Meeting on Monitoring convened by the UNEP 
was "the system of continued observation, measurement, and 
evaluation for defined purposes" (WHO, 1975). An 
International Workshop cosponsored by the Commission of the 
European Community (CEC), the US Environmental Protection 
Agency (USEPA), and WHO defined the term "environmental 
monitoring" as "the systematic collection of environmental 
samples for analysis of pollutant concentrations" (Berlin et 
al., 1979). In epidemiological studies, the observations must 
be made in a way that relates as closely as possible to the 
exposure of the population being considered, but they need not 
necessarily be of a repetitive or continuous form as required 
for some other monitoring purposes. 

In designing a monitoring programme, general questions of 
the type posed in Chapter 1 have to be considered again, 
namely.  

- 	what agents need to be studied? 
- how long and how often should samples be taken? 
- 	where should samples be drawn from, or instruments located? 
- 	what quality of data is needed? 
- 	which instruments or analytical techniques should be used? 

In practice, it is not always possible to meet all these 
requirements in a faultless manner because of, for example, 
budgetary or technological limitations. However, it should be 
emphasized that, if the quality of exposure assessment is 
below a certain minimum, the data obtained may be valueless. 
Many epidemiological studies, both in occupational and public 
health, lack even an adequate qualitative assessment of 
exposure. 

It should be realized, that environmental monitoring, 
undertaken to determine whether ambient levels meet legal 
quality standards for ambient air, water, occupational 
environment etc., usually does not provide adequate data on 
exposure for use in exposure/health—effect studies. 

3.5.1 	Quality of data 

To describe the quality of data, a number of concepts are 
used, for example 

Repeatability 	the 	difference 	between 	measurements 
carried Out at a given time with the same instrument, by 
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the same person, determining the same property of the sane 
material. 

- 	Reproducibility: 	the difference between measurements, 
carried Out at different times, with different instruments 
usually of the same type, by different persons determining 
the same property of the same material. 

- 	Precision: the magnitude of the deviations of a series of 
measurements, usually expressed as the coefficient of 
variation (standard deviation as a percentage of the mean). 

- 	Accuracy: the difference between the measured value and 
the true value. 

- 	Resolution: 	the smallest difference of the measured 
property which can still be quantitatively distinguished. 

- 	Time constant and band width: the way an instrument 
follows sudden changes in magnitude of the property to be 
measured, to be derived from its response to a step 
function. 

- 	Detection limit: the smallest measured quantity that can 
be distinguished from zero. 

The quality is determined both by sampling and by 
analytical procedures. In recent years, developments in 
sampling instruments and in analytical techniques have been 
substantial and the quality of data has improved 
considerably. Many exposure data, used in epidemiological 
studies a few years ago, however, were of a comparatively low 
quality. Ferris (1978) presented several examples of 
measurement errors in monitoring concentrations of air 
pollutants. There have been interferences with measurement: 
for bubblers there may be thermal effects (reaction does not 
take place if the vehicle is too cold; or there is decay or 
evaporation, if it is too hot). Most ambient air monitoring 
systems for particulates in Europe have used the standard 
smoke method - a non—gravimetric method using light 
reflectance from a stained filter paper - the reflectance is 
calibrated and expressed in terms of equivalent concentrations 
of standard smoke. The results cannot however be taken to be 
equivalent to those obtained by a high volume sampler with 
direct weighing, since reflectance/weight relationships vary 
widely with the composition of the particulates. In measuring 
photochemical oxidants, the quality of the potassium iodide 
method, previously used in Los Angeles County, USA and 



- 87 - 

elsewhere, has been seriously questioned, which places many 
air quality data in doubt. 

Another recent example is the development in sampling and 
analytical techniques for the determination of asbestos 
fibres. Before 1964, in the United Kingdom, the commonest 
instrument was the thermal precipitator, while in Canada and 
the USA, most data were derived from midget impingers. After 
1964, membrane filters were used in the United Kingdom; these 
allow fibres to be counted specifically, whereas impingers 
give general particle counts. Comparability between particle 
counts and fibre counts is poor. Since 1970, personal 
sampling (section 3.6) has, to a large extent, replaced static 
sampling. In 1969, a new method of fibre counting (eye-piece 
graticule) was introduced, which increased the fibre count by 
a factor of 2-3. This change in sampling and analytical 
techniques resulted in 5 times larger fibre counts in 1979 
compared with those in 1970, for the same levels of exposure 
to chrysotile fibre (Health & Safety Executive, 1979). 

Particularly in health-effects studies over long durations 
of exposure, special attention has to be paid to possible 
changes in sampling and analytical methods, that may 
invalidate the comparability of data; the same applies to the 
comparison of data published in the literature. 

3.5.2 	Monitoring stragy for air pollutants 

Reviews on monitoring and/or instrumentation have been 
presented by WHO (1976), Stern, ed. (1976), WHO (1977b), the 
American Conference of governmental Industrial Hygienists 
(ACGIH) (1978), Atherley (1978), NATO/CCMS (1979), and Katz 
(1980). Before developing a strategy for the assessment of 
exposure to ambient air pollutants, it is important first to 
evaluate published quantitative or semi-quantitative studies 
to determine whether there is any evidence at all of adverse 
effects on health. Such an exploratory evaluation may save 
unnecessary expenditure of time and money, and moreover, may 
be essential for a valid design or exposure assessment. 

3.5.2.1 	What to sample, how long, how frequently? 

In the case of exposure to chemicals, differences in 
expected health effects require differences in sampling 
strategy: 

- 	Irritants: Sampling has to be carried out with high time 
resolution: the frequency of peak concentrations may be 
more relevant than time-weighted average concentrations. 
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- 	Narcotic agents: Sampling may also have to be carried Out 
with high time resolution, particularly in assessing 
occupational exposure at high concentration levels. 

- 	Systemic agents, including teratogens: These agents exert 
a toxic action after being absorbed and may cause effects 
in the liver, haematopoetic system, kidney, nervous 
system, etc. The time resolution of sampling should be 
geared to the biological half-lives. of the agent (or 
its metabolites) at the target organs (Roach, 1977). For 
teratogens, the time of exposure during pregnancy may be 
decisive. 

- 	Carcinogens, mutagens: The latent period before health 
effects become manifest may have to be counted in years, 
or even decades. 	In most epidemiological studies, the 
assessment of exposure is performed retrospectively, and 
consequently the assessment 	is only qualitative or 
semi-quantitative. 	Information on peak concentrations, 
however, should not be neglected, because - at least for 
some agents - temporary overloading of biological 
detoxication systems may open up deviant metabolic 
pathways resulting in carcinogenic/mutagenic metabolites. 

- 	Agents that may cause pneumoconiosis: 	Long-term local 
deposition of certain chemical compounds in the lungs 
results in silicosis, 	asbestosis, 	talcosis, 	etc., 	in 
workers exposed. Average concentrations over months or 	- 
over years are particularly relevant for the assessment of 
exposure to these compounds. 

- 	Agents that cause asthma, chronic bronchitis, or emphysema 
through local action in the airways are usually sampled in 
order to obtain the time-weighted average exposures for a 
working day (8 h) or for the whole day (ambient exposure, 
24 h). However, peak concentrations may be relevant in 
some cases, particularly in occupational exposures. 

Some agents may exert two or more effects. For instance, 
beuzene acts as a narcotic agent at high concentrations, and 
as a carcinogen, probably at much lower levels; cadmium oxide 
acts directly on the airways and is also a systemic kidney 

! 	Biological half-life or half-time is the "time required 
for the amount of a particular substance in a biological 
system to be reduced to one-half of its value by 
biological processes when the rate of removal is 
approximately exponential" (ISO, 1972). 
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poison; inorganic mercury at high concentrations acts on the 
airways and, after absorption, on the brain, whereas, in 
long-term exposure to low concentrations effects may be found 
only on the brain; toluene diisocyanate and formaldehyde act 
as irritants in short-term exposures to high concentrations 
and 	as 	Sensitizers 	in 	long-term 	exposures 	to 	1ow 
concentrations. 

The time resolution has to be adapted to the technological 
process in the case of occupational exposures, in order to 
characterize those at different phases of production. The 
basic considerations, therefore, concern the agent as such, 
the health effects under study, and technology. For 
occupational agents causing pneumoconiosis, rules for sampling 
frequency have been derived, on the basis of the assumption 
that fluctuations are caused by stationary stochastic 
processes (Coenen, 1976, 1977). 

Concentrations in ambient air not only depend on the 
intensity of emission (often related to season), but also on 
meteorology. This variability in concentration should be 
taken into account, particularly for agents that exert 
immediate effects on eyes or airways, and for those that 
induce both short-term and long-term effects. Therefore, both 
the distribution of concentrations over time and the 
toxicodynamics should determine the strategy of exposure 
assessment. Larsen (1970) observed that, for many ambient sir 
pollutants (carbon monoxide, hydrocarbons, nitric oxide, 
nitrogen dioxide, oxidants, and sulfur dioxide), the 
concentration can be described by a mathematical model with 
the following characteristics: 

- 	concentrations are approximately log-normally distributed 
for all pollutants in all cities for all averaging times; 

- 	the median concentration (50 percentile for all averaging 
times) is proportional to averaging time raised to an 
exponent; and 

- 	maximum 	concentrations 	are 	approximately 	inversely 
proportional to averaging time raised to an exponent. 

Two parameters may adequately describe exposure over a 
period of, say, one year: for example, 50 percentile and 95 or 
98 percentile for 1 h or 24 h concentrations. On log-
probability paper, the percentiles follow a straight line. 
This method of presentation allows easier interpretation of 
data than the corresponding use of geometric average and 
standard deviation. 	This subject has been discussed in 
greater detail in WHO (1980a). 	Ideally, assessment of 
exposure to these pollutants should be based on the percentile 
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distributions of averages over 24 h or less, but, in practice, 
arithmetic means over months or whole years are often used as 
indicators of long-term exposures. Whether the basic sampling 
period should be I h, 8 h or 24 h depends on the type of 
health effects studied. In epidemiological studies, data with 
high time resolution, but moderate precision, may be more 
valuable than those with high precision, but iow time 
resolution. 

3.5.2.2 	Reoresentativeness 

It is essential to obtain exposure data that are 
representative of the exposure of the population at risk 
(section 3.9). Although this statement may appear to be 
self-evident, it still needs to be reemphasized. Many studies 
are based on estimated exposure from data obtained at 
monitoring sites selected for regulatory purposes rather than 
for estimating the exposure of the population. Moreover, 
sites tend to be selected at which relatively high 
concentrations are expected. Sampling points are often placed 
at a much higher level than the human breathing zone. Many 
sampling stations are erected at, or near, research institutes 
for the sake of convenience. A single site may be assumed to 
represent a large area and the number of sites is often 
limited because of budgetary restrictions. Modelling 
techniques are only a partial answer to the measurement of 
actual exposure. 

If data corresponding to the true exposures are to be 
obtained, a monitoring system must be established that is 
especially designed for the study. With static sampling, it 
is possible to measure air quality at fixed sites. However, 
even in occupational settings, people move about and therefore 
are exposed at various work sites; exposure may occur in 
corridors, canteens, offices, or even in the vicinity of the 
industry. Non-occupational indoor monitoring has seldom been 
carried out. Thus, total exposure is often either 
underestimated or the indoor exposure is missed entirely, as 
for example in the case of formaldehyde (National Academy of 
Sciences, 1981). It is an enormous task to derive true 
time-weighted exposures by means of static sampling (section 
3.11). Two methods are available for approximating the true 
exposure more adequately: personal sampling (section 3.6) and 
biological monitoring (section 3.7). 

3.5.3 Monitoring of pollutants in food and water 

The principles discussed in section 3.5.2 for monitoring 
air apply equally to the assessment of exposure by ingestion 
of food and water. However, the variability in actual 
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exposure is likely to be much larger in the case of ingestion 
than in the case of respiratory exposure, because, in the same 
ambient or occupational environment, subjects inhale the same 
air, but the intake of food, water, and beverages is purely a 

- personal matter. Consumption of contaminated food or 
beverages constitutes a variable part of total food and water 
consumption. In addition, cleaning, washing, and cooking may 
change the concentration of contaminants considerably. 
Therefore, assessment of exposure to contaminants in food and 
water has to take into account the individual habits in food 
preparation and in the choice of various foods and beverages. 
Furthermore, people may consume contaminated food and water 
that have been brought from outside, even though local food 
and water may be clean. "Ready food" may Constitute a mixture 
from various sources. 

Water monitoring can be simple, through the frequent 
evaluation of coliform organisms, or more complex, as for 
trace metals and organic compounds such as halothane, 
polychlorinated biphenyls (PCBs), ketones etc. Some chemical 
analyses can be performed in routine laboratories, while 
others require more specialized instrumentation, e.g., 
gas—liquid chromatography/mass spectrometry equipment (WHO, 
1983). 

In practice, 	reliable 	and 	representative 	data are 
difficult to obtain, particularly in areas where the 
population consumes a heterogeneous diet, where family units 
are not very uniform, or where the same element may be 
distributed throughout many items of the diet. Within a 
population, cultural habits and availability largely affect 
the choice of food and beverages. Consequently, many 
approaches have been adopted with wide differences in accuracy 
and representativeness. Overall exposure is a function of 
concentration, amount, frequency of intake, and duration. All 
dietary studies should be devised to enable such data to be 
obtained. In food consumption, the emphasis is placed on 
long—term exposure. In such a case, the time resolution and 
frequency of sampling may be less important. 

Food and beverages may contain chemicals which as such 
have no nutritional value: 

intended additives: added to obtain or change certain 
qualities, 	e.g., 	colouring 	agents, 	emulsifiers, 
sweeteners; 	these regulated chemicals will not be 
discussed; 

accidental additives: entering food, water, or beverages 
from containers, transportation accidents, etc.; and 
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- 	incidental additives: present in original raw food or in 
water; pesticides, fertilizers, fungi (e.g., aflatoxins), 
naturally-occurring chemicals, fall-out, etc. In the case 
of breast milk the mammary excretion of pollutants, such 
as polychiorinated biphenyls, has to be considered. 

Various approaches are being followed in the assessment of 
exposure. 

3.5.3.1 	Overall assessment of dietary intake of toxic 
elements 

Information is collected about the types and quantities of 
food/beverages consumed, so that it is representative of 
national consumption patterns or those of subgroups within the 
population. National data have been obtained by surveys based 
on: 

- 	The total amount available per person, as an annual 
average, from information on the amounts of food and 
beverages produced, after adjustment for imports and 
exports (FAO, 1971; OECD, 1973). Correction is necessary 
for food wastage, subsistence food production, use of food 
for animal production, and non-food uses. 

- The purchase of food or the amount of food entering a 
representative sample of homes in a given week, during 
each season of the year (FAO, 1962). This again only 
allows calculation of average food purchases, and requires 
a knowledge of the wasted amount associated with culinary 
preparation and the amount of left-over food. 

- 	Questionnaires, interviewing, or weighing all the food, 
beverages, and water being consumed over several days 
(Marr, 1971; Haring et al., 1979). This is the only 
approach by which information on individual consumption 
can be obtained and which therefore provides the most 
accurate account. Exposure to specific chemicals can then 
be assessed, if data are available on the overall 
concentration of the substance under discussion in 
foodstuffs and beverages. 

In their review of studies on the relationship between 
organic chemical contamination of-drinking water and cancers, 
Wilkins et al. (1979) discussed the pitfalls to avoid in such 
studies. Amongst the pitfalls are: the chosen indicator 
agents (e.g., chloroform), which may not necessarily represent 
potential carcinogens; non-uniform distribution of 
contaminants in place and in time; no data available on levels 
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in past years; routinely-kept records are not adequate for 
generating "ideal' exposure data; aggregate migration data may 
be an inadequate index of mobility; classification of 
individuals on the basis of residence may be inaccurate with 
respect to total exposure; considerable individual variation 
in water consumption; consumption of bottled water; and 
differences between administrative districts and water-
distribution areas. All these pitfalls point to one main 
difficulty - the linking of individual exposures to all 
potential drinking-water carcinogens over a long period, with 
medical histories. 

In epidemiological studies on relationships between the 
hardness of drinking-water and cardiovascular mortality or 
morbidity, the composition of mains-water has generally been 
used as the indicator of exposure. However, an area may be 
served by several water sources, resulting in variable 
composition. The Water Research Centre in the United Kingdom 
has worked Out various mathematical procedures to achieve an 
estimate of the weighted mean for the population under study 
over a certain period (Lacey & Powell, 1976). Formulae can be 
applied to a group of important water determinants, or simply 
element by element. It may show that homogeneity exists for 
one element, but not for another. For the study of long-term 
exposure, it would be preferable to define areas, served by 
one water plant, with water of a reasonably stable composition 
over at least 10 years. Also, changes in water composition 
may be taken as a criterion for change in both exposure and 

- 	health hazard, as has been done by Crawford et al. (1971). 
There is a large variation in water composition according 

to source. In the United Kingdom, for instance, the pH was 
shown to vary from 3.6 to 7.9 (waters with low pH being more 
liable to dissolve material from metal pipes); total hardness 
(CaCO3) ranged from 16 to 270 mg/litre, total dissolved 
solids from 77 to 600 mg/litre and nitrates from 0.5 to 4.0 
mg/litre (Packham, 1978). In recent years, more account has 
been taken of the composition of tap-water, particularly the 
levels of cadmium, copper, lead, and zinc, which may change 
between the water mains and the tap, depending on pH and type 
and length of the home distribution system. Haring (1978) has 
developed a proportional sampler for tap-water; 5% of the 
water flowing through the tap is sampled over a whole week. 
The consumers are instructed to turn on the sampler only when 
water is taken for preparation of food and drinks; this yields 
the average intake of water (and pollutants) per household per 
week. 

In comparing the mortality or morbidity of population 
groups from different towns, weighted intakes representative 
for those respective populations have to be estimated. This 
calls for a number of random samples in each town, increasing 
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with the size of the population. In the Netherlands, it has 
been estimated that for towns of 20 000-50 000 inhabitants, 
tap—water in about 200 homes should be sampled to achieve a 
representative weighted concentration for metals that are 
liable to increase in concentration from source to tap. For 
pollutants that do not change in concentration, sample water 
at the outlet of the water treatment plant can be used 
(Zielhuis & Flaring, 1981). 

3.5.3.2 	Indirect assessment of intake 

Total diet or market basket studies (composite technique) 

Food samples are prepared that are composed of the main 
constituents such as cereals, meat, root vegetables etc., 
based on national consumption data. They are analysed after 
normal preparation and cooking. The mean concentration of 
toxic elements in each constituent is measured and an average 
daily intake can be calculated for each constituent and for 
the diet as a whole. Such studies are repeated for different 
seasons and in different regions to reflect local variations 
in the diet. A number of countries have based their initial 
assessment of population exposure on data obtained from such 
studies (Ushio & Doguchi, 1977; Dick et al., 1978). These 
studies are particularly valuable when elements (e.g., lead, 
cadmium) are widely distributed amongst all major food items, 
or, as is the case with mercury and arsenic, where 
bioconcentration occurs almost exclusively in fish and 
shellfish. 

Selective studies on individual foodstuffs 

By measuring concentrations in representative samples of 
staple foods, it is possible to use the modal levels found, 
together with food consumption data, to calculate average 
daily intakes. 	Such an approach is particularly useful, if 
the intake is predominantly influenced by one or two items of 
food, and where food monitoring programmes have established an 
average concentration in a commodity, e.g., DDT in cereals. 
The following three groups of consumers may require special 
attention (section 3.9); those who have different patterns of 
food consumption from ordinary adults (e.g., infants or the 
elderly); those whose metabolism is different from ordinary 
adults (e.g., infants who normally absorb lead from the 	- 
gastrointestinal tract at a higher rate than adults); and 
those who are exposed to an above—average concentration of 
toxic chemicals in the diet (e.g., fishermen on tuna boats - 
methylmercury). 
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(c) Habit survey (nutrition table method) 

A sample is selected within a critical population to 
obtain information about the food consumption of extreme 
consumers. In the United Kingdom, such an approach has been 
used to determine the consumption habits of a critical 
population by interview; from this a reference level of 
consumption of the most extreme consumers is calculated. This 
reference level is given as the arithmetic mean of the 
consumption rates of a fixed number (usually 30) of the people 
at the upper end of the distribution of consumption rates. 
Such a reference level has been shown to reflect reasonably 
the time-weighted average consumption levels of the most 
extreme consumers (Shepherd, 1975), though recent duplicate 
diet studies (section 3.5.3.3) have shown that consumption 
rates determined by interview are usually an overestimate of 
actual consumption rates (1-laxton et al., 1979). However, the 
use of this method enables consumers to be identified, who are 
subject to unacceptable exposure because of their patterns of 
food consumption, and/or to increased metabolic susceptibility 
to the toxic element (section 3.9). In these cases, further 
direct assessment of exposure must be undertaken. 

3.5.3.3 Direct assessment of intake 

The external dose, in a narrower sense, can only be 
obtained by the weighing and analysis of a duplicate sample of 
meals actually consumed by an individual, including those 
consumed outside his home (duplicate portion technique). 
Practical constraints invariably limit the application of this 
approach to the collection of meals for one or a few weeks 
from a limited number of subjects. Although the exercise can 
be repeated, the demands on individual participants are quite 
high and, ideally, the survey should be supervised. 	Conse- 
quently, such studies are only undertaken if the information 
from indirect exposure assessment techniques is such that; 
- 	an average intake is not appreciably lower than the 

acceptable or tolerable intake; 
- 	there is a well-defined critical group within the 

community; and 
- 	the community is subject to an atypical level of 

contamination in the area, in which they live, or in their 
food. 

- 	In a sense this approach is comparable with the methods of 
personal sampling described in section 3.6. 
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3.5.4 	Monitoring of physical factors 

3.5.4.1 	Noise 

Reviews on the assessment of exposure to noise have been 
published by Broch (1971), Burns (1973), Persons & Bennett 
(1974), Peterson & Cross (1974), Lipscomb (1978), and WMO 
(1980b). 

Noise (i.e., unwanted sound) does not leave a residue; it 
dissipates as soon as the vibrating source is discontinued. 
It is, however, very pervasive. Environmental assessment of 
exposure is possible but not biological assessment. 

Noise occurs almost everywhere in a highly-mechanized 
society. Occupational exposure to noise is widespread in the 
production industry, in transportation, construction, mining, 
and even in agriculture. Non-occupational exposure to noise 
occurs more extensively in urban than in rural environments. 
Aircraft are often regarded as the most annoying source of 
community noise. In addition, there is increasing exposure 
during recreation, e.g., from discotheques, shooting, or 
motorcycling. In remote undeveloped areas, noise levels are 
much lower than those in industralized societies. 

Noise 	is 	characterized 	by 	three 	basic 	parameters: 
frequency, level (intensity), and duration. The frequency is 
the number of oscillations per unit of time, stated in terms 
of cycles per second (Hertz). Most common noises contain a 
complex combination of frequencies. High frequency noise, in 
which the energy is concentrated in a relatively narrow band, 
is generally more annoying and damaging to the ear than low 
frequency broad-band noise. Noise level, measured in decibels 
(dB), is perceived as loudness; the noise level and duration 
of exposure are closely correlated with adverse health 
effects. In exposure assessment, it is necessary to quantify 
level (d) and duration, and to some extent frequency. 

The type of noise should also be distinguished according 
to the way it occurs in time. Continuous noise maintains a 
fairly steady level over time. Intermittent noise is caused, 
for example, by vehicles or aircraft passing by. Impulse or 
impact noise (high level, short duration) is generated by two 
objects striking together or by a sudden, forceful release of 
air pressure: e.g., gunfire, sonic boom, explosions, 
hammering. The time resolution of sampling should be geared 
to these different characteristics. 

One of the easiest, though not the most precise method, is 
to use one's own ears. The ear is extemely sensitive and 
capable of interpreting sound over a broad range of 
intensity. In industry the following estimate is used as a 
"rule of thumb", on the basis of being able to understand the 
spoken language: if loud speech can be understood at 0.8, 



- 97 -. 

0.45, 0.25, 0.14, or 0.08 m, the noise level is 65, 70, 75, 
80, or 85 dB (A), respectively (footnote to section 3.3.1). 
This is an example of assessment of perceived exposure. 

However, instrumentation, such as sound level meters, 
- impulse noise meters and personal dosimeters (section 3.6) are 

needed in order to quantify exposure. Accurate measurements 
are essential. All measurements should be conducted and 
calibrations performed according to the accepted standards, 
such as those of the International Organization for 
Standardization (ISO). Since frequency and duration are also 
essential parameters in the assessment of exposure, equipment 
has been devised that incorporates these characteristics. 
Some equipment gives direct measurement, as in the case of 
frequency weighting networks built into sound level meters; 
with other equipment, calculations are required from a 
knowledge of the time pattern. 

In occupational studies, in addition to a sound level 
meter, a work study is needed to calculate the duration of 
exposure; this demands a large number of measurements and a 
close follow—up of the worker over the entire workshift. 
However, the recovery of the temporary auditory threshold 
shift, caused by exposure to noise > 80 dB(A), will depend on 
the noise exposure during commuting, in the home, or during 
recreation. In epidemiological studies, the overall exposure 
per day should be assessed. More sophisticated equipment is 
available that makes use of tape recorders, which can be taken 
to a site (workplace, community site); the tapes can 

- afterwards be analysed in a laboratory, so that a complete 
history of noise can be obtained on the site, showing noise 
level and spectral characteristics at various times. The 
noise can then be described statistically as the amount of 
time that it exceeds a certain level (for example, L10 means 
that the level is exceeded for 10% of time). 

In epidemiological studies on the effects of aircraft 
noise, contour noise level lines, computed for areas around an 
airport can be used; exposure of the general population can 
then be expressed in terms of location of homes (and 
communities) on this contour line map. 

35.4.2 	Vibration 

Reviews of this topic have been prepared by Dupuis (1969), 
Coerman (1970), Guignard & King (1972) (particularly vibration 
in aeroplanes) and Wasserman & Taylor (1977). 

	

Vibration is a series of reversals of velocity: 	both 
displacements and accelerations take place. Vibration may be 
defined as any sustained oscillating disturbance that is 
perceived by the senses (Guignard & King, 1972). Distinction 
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can be made between deterministic (i.e., the variation can be 
predicted), non-deterministic (random), and transient 
vibration (short-term). 

Contact with vibration can be regarded as: 	- 

- 	intended, e.g., during work (or at home), medical 
treatment, and nursing; or 

- 	unintended, e.g., as a passenger in cars, aeroplanes, 
etc., living in a house situated near factories or busy 
traffic routes. 

The health effects of vibration on workers are related to 
the duration and to the intensity of exposure: 

- 	vibration transferred to the body from tools or machines 
through the upper limbs or other parts: local vibration; 
and 

- 	vibration transferred from the base, e.g., vibrating 
platforms, through muscles and pelvic bones: whole-body 
vibration. 

From the physical point of view, vibration is a complex 
oscillatory movement of a particle or a body with respect to a 
given reference point; the movement is transferred in 
transverse and longitudinal waves. 

The least complicated form is simple vibration, also known 
as harmonic vibration, mathematically represented as a 
sinusoidal curve. The maximum deflection of a particle from 
its state of equilibrium is called the amplitude, measured in 
cm, mm, or urn. The overall deflection in both directions, 
performed by oscillatory particles in a given time, is called 
the vibration cycle. The number of cycles of full vibration 
per second is called frequency and is measured in Hertz (Hz). 

In practice, vibration is a complex of periodic movements 
composed of many sinusoidal curves. Therefore, the amplitude 
diagram as a function of time is not sufficient for describing 
the number, character, and frequency of its components. The 
value that best characterizes vibration is the 
root-mean-square value (RMS), because it accounts for both the 
time and the magnitude of the amplitude. 

In assessing human exposure to vibration, four basic 
physical parameters have to be considered, i.e., intensity, 
frequency, direction, and duration. In the case of local 
vibration, the quantity and direction of forces employed by 
the operator in touching the tools or working materials, the 
position of upper limbs or the position of the whole body, the 
type of vibrating tool, climatic conditions, work methods, and 
energy consumption should also be taken into account. In the 
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case of whole-body vibration, it is necessary to take into 
account the position of the body, the direction of vibration, 
and microclimatic conditions. 

Modern apparatus for the measurement of vibration is 
- equipped with an electronic integration system enabling 

measurement of acceleration, velocity, and deflection. 
Experiments have shown that the value of RMS of the amplitude 
is the best characteristic of vibration in the range of 
10-1000 Hz. In order to examine individual components of a 
wide-band signal, it is necessary to perform the analysis of 
frequency in one-third of an octave. 

The measurement of the direction of the penetration of 
vibration is of great importance in the case of whole-body 
vibration. It is known that the human body is sensitive to 
vibration directed parallel to the long-body axis. 

In epidemiological studies, it is not necessary to make a 
detailed spectral analysis of vibration emitted from various 
sources. It is possible to conduct the assessment by 
measuring a single parameter - the frequency weighting value 
of acceleration. 

Guignard & King (1972) have presented a review of the 
subjective assessment of exposure to vibration. 

3.5.4.3 	lonizina radiation 

The ionizing radiations to which man is exposed can be 
electromagnetic such as X- or rrays or corpuscular radiation 
such as a- or 3-rays. Methods for the assessment of exposure 
have to be extremely sensitive, because, for ionizing 
radiation, it is assumed that a no-adverse-effect-level does 
not exist. 

These radiations can be emitted by radioactive elements 
(radionuclides), the presence of which in the environment of 
man is likely to lead to exposure. Exposure may occur within 
all levels of the environment (domestic, occupational, local, 
or regional) (section 3.1). Radon progeny generation from 
soil, rocks, and building materials is an example. Thus, it 
is necessary to assess the total exposure to the various types 
of ionizing radiation. 

A number of radionuclides are of natural origin and are 
always found in the environment; they lead, together with 
contributions from cosmic rays, to background radiation. The 
total background radiation varies according to altitude and 

-  longitude. Other radionuclides are man-made, especially those 
derived from the use of fission reaction as a source of 
energy, but exposures to ionizing radiation may occur also 
from diagnostic and therapeutic appliances and from some home 
equipment such as luminous watches. 
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As with a stable element, a radionuclide is characterized 
first by a number of chemical properties, by the physical or 
physicochemical form in which it is found, and finally by its 
behaviour in biological media, chiefly its metabolic 
properties. 	It also has particular nuclear characteristics, 	- 
namely, its disintegration rate (represented by its 
radioactive half-life corresponding to the time necessary for 
the disintegration of half the atoms present) and the nature 
and energy of the emitted radiation. 

The human body or some of its tissues or organs may be 
exposed to radionuclides in two different ways, namely, 
externally or internally. 

External exposure may result from radionuclides present in 
the environment outside the body. This is especially the case 
when irradiation results directly from the source itself such 
as a nuclear plant. This kind of exposure is almost 
exclusively occupational. In addition, there may be external 
exposure from diagnostic or therapeutic X-rsys. It chiefly 
involves X- and 1-rays, which are penetrating radiations and 
therefore likely to reach tissues lying at a distance from the 
point of emission. 

Internal exposure occurs when radionuclides have been 
absorbed by inhalation, ingestion, or percutaneous transfer. 
It involves both penetrating G-radiation and the much less 
penetrating e and -radiationa. After uptake, the 
radionuclides may remain local (e.g., dust inhaled in mines) 
or may be distributed throughout the body, according to the 
normal kinetics of the element. It is essential to 
distinguish between the two modes of exposure, since different 
methods of measurement and means of protection apply. 

Tissue damage is measured by the energy absorbed at the 
level of the tissue, taking into account the type of radiation 
involved; it is called "dose equivalent" and used to be 
expressed in "rem" but this was replaced in 1975 by the joule 
per kilogram (1 rem = 10 2J/kg); more recently the sievert 
0 rem = 10m Sv) has come into use. 

In the case of external exposure, many techniques make it 
possible to measure the maximum dose equivalent received by 
the organism directly from the radiation source itself. This 
measurement can be carried Out using well-developed and 
Sensitive techniques: ionization chambers, scintillation 
counters, 	thermo- 	or 	photoluminescent 	dosimeters, 	etc. 
Workers likely to be exposed can be equipped with direct 
reading personal samplers (but without subsequent chemical - 
analysis) (section 3.6). 

In the case of internal exposure, dose equivalents cannot 
be measured directly. The methods used consist of assessing 
exposure from the evaluation of incorporated activity, derived 
from the direct measurement of radioactivity in air, drinking- 
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water, and various foodstuffs. Many methods are available to 
determine such radioactivity either directly on a sample, or 
after its physical or chemical treatment, with sensitivities 
and accuracies that can seldom be achieved when measuring 

- 	other hazards. 

3.5.4.4 	Non-ionizing radiation 

Non-ionizing radiation refers to all radiation in the 
electromagnetic spectrum exclusive of the ionizing range. It 
includesr the various forms of light waves, microwaves, and 
radiowaves. It is part of the natural atmospheric background 
radiation to which all living things are exposed to a varying 
degree. As a result of technological advances in recent 
decades, man-made electronic sources have added greatly to the 
environmental levels of some forms of non-ionizing radiation 
in parts of the world. The health significance of such 
exposures is related to the physical characteristics of the 
radiation, the conditions and duration of exposure, and the 
characteristics of the persons at risk. Reviews on exposure 
assessment have been prepared by Czerski and collaborators 
(1974), Scotto and co-workers (1976), WHO (1979), and WHO 
(1981). 

Light radiation includes the ultraviolet, visible and 
infrared wavelengths of the electromagnetic spectrum. All are 
found in various proportions in sunlight. These wavelengths 
may also be emitted by man-made products or processes; in the 
case of laser devices, the emissions are coherent 
monochromatic beams of light. 

	

Exposure is measured as radiant energy. 	Biological 
indicators of human exposure are changes in the eye and skin, 
the principal organs that absorb light. Ultraviolet radiation 
(UVR) is most important from the standpoint of human health 
hazards. The UV spectral range includes three regions (UV-A) 
extending from near to far UVR that are referred to as: UV-A 
(black light region), UV-B (erythemal range that is believed 
to be instrumental in producing skin cancer), and UV-C 
(germicidal region). UVR is an important factor essential for 
the normal functioning of the body; a deficiency not only 
leads to specific adverse effects such as disturbance of the 
phosphorus/calcium metabolism and rickets, but there is 
evidence that it also reduces resistance to chemical 
substances (Zabalyeva et si., 1973; Prokopenko, et al., 1981). 

By making UVR measurements at specified times in several 
- locations, quantitative information can be obtained on the 

association between solar UVR exposure and cancer of the 
skin. This requires assessment of exposure intensities and 
durations. Meteorological data combined with interviews on 
personal 	habits 	(sunbathing, 	home-treatment, 	gardening, 
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vitamin consumption, etc.) may give an approximate estimate of 
exposure. Ethnic groups may differ in susceptibility, which 
is greater in light-skinned races than in dark-skinned; 
hereditary predisposition also exists (xeroderma 
pigmentosum). A review on ultraviolet radiation has been - 
published by WHO (1979a). 

Visible light from various types of lamps is used for 
phototherapy in hyperbilirubinaemia of the newborn. Combined 
drug/light therapies have been developed for certain skin 
disorders. Standardized conditions for such therapeutic 
exposures, including specific wavelength limits, have not yet 
been achieved and exposures are uncertain. Combined exposure 
to volatile tar products and sunlight (e.g., among road-
workers) has been shown to lead to synergistic skin effects. 

The principal sources of microwave (MW) and radiofrequency 
(HF) radiation are electronic devices that generate and 
transmit these frequencies. Electromagnetic pollution is 
becoming world-wide because of the universal use of radar, 
heating techniques, telecommunications, and broadcasting 
systems. Exposure to MW/RF fields is generally assessed by 
the the measurement of average power density under specified 
conditions. In the case of some sources, such as radar, peak 
power density may also have to be measured. The principles of 
measurement, together with a review of effects on man, have 
been discuøsed in a recent WHO publication (WHO, 1981). 
Dosimetry is complex and international standardization of 
measurement techniques has not yet been reached. 

	

Ultrasound is conventionally included in many non-ionizing 	- 
radiation programmes. Ultrasound-emitting devices are used 
for therapy and most extensively for diagnostic imaging among 
various medical and industrial applications, and in consumer 
products. Average output power is measured for two types of 
ultrasonic exposures; continuous wave and pulsed. Little is 
known about the distribution or absorption of energy in man 
(wHo, 1982b). 

Another physical agent that might be considered are power 
frequency electric fields (i.e., fields around power cables 
operating at high voltage with frequencies in the range 50-60 
Hertz). The physical implications of exposures of human 
beings to such fields have been discussed in a recent review 
by Bridges & Preache (1981). 

3.6 Personal Sampling 

	

Environmental monitoring of air (section 3.5.2) has many 	- 
drawbacks in procuring true and representative exposure data 
for groups of subjects. In recent decades, particularly for 
the assessment of occupational exposures, an alternative 
method has been introduced; the subject carries a sampling 
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instrument during the whole (or part) of the working day with 
the sampling head in the breathing zone. Within certain 
limits, sampling time and frequency during a working day (8 h) 
can be adjusted to suit the specific situation; however, 

-  monitoring with a high time resolution is not feasible. 
Although the air thus monitored is more representative of the 
air inhaled, the sampling rate does not depend on the 
respiratory volume of the subject; therefore personal sampling 
only gives an approximation of the respiratory intake. 

The rapid development of personal air sampling 
instrumentation, in recent years, has made it possible to 
monitor a large variety of workroom air pollutants: metals, 
solvents, vinyl chloride, etc. One of the first 
epidemiological studies in industry based on personal sampling 
was performed by Williams et al. (1969) on the assessment of 
exposure to lead in an electric accumulator factory. Personal 
sampling methods in occupational health were revised by Meyer 
(1975) and a review related more particularly to the 
assessment of pollutants in the general environment has been 
published by the US Environmental Protection Agency (1979). 

There are considerable difficulties in using the personal 
sampling technique in community health studies. These 
include: the large number of subjects involved; at-risk groups 
may consist of young children or the elderly; personal contact 
between the subjects and the research worker is not as close 
as it would be in a factory, and cooperation may not easily be 
achieved. 	Azar et al. (1973) performed a study on lead 

- 	exposure in taxi-drivers in various cities in the USA, which 
showed that, notwithstanding the difficulties encountered in 
assessment of exposure to ambient air pollutants, the use of 
the personal sampling technique appeared to be feasible in 
specific situations. In planning limited scale 
epidemiological studies, use of this technique should always 
be considered. A review on progress in this field has been 
published by the US National Academy of Sciences (1981). 

The personal sampling technique not only applies to the 
monitoring of air pollution, but a similar approach is used in 
assessing exposure to noise (section 3.5.4.1) and ionizing 
radiation (section 3.5.4.3). A comparable approach is 
followed in the duplicate portion technique of assessing 
exposure to chemicals in food (section 3.5.3.3). 

3.7 Biological Assessment of Exposure 

- 	The biological assessment of exposure is defined as the 
systematic collection of human specimens for the determination 
of pollutant concentrations (or nietabolites). The joint 
CEC-WHO-EPA Workshop in 1977 distinguished between biological 
monitoring, i.e., "a systematic collection for immediate 
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application; analysis and evaluation would be performed within 
a period of weeks after collection" and collection for future 
reference, i.e., "a systematic collection and respository of 
samples for deferred examination; analysis and evaluation 
generally will be deferred for a period of years or even 
decades following collection" (Berlin et al., 1979). 

Sampling and analysis of faeces may be regarded as a 
combination of environmental and biological assessment: the 
amount excreted per day reflects ingestion (minus absorption) 
and excretion into the gastrointestinal tract, if fractional 
gastrointestinal absorption is low; for some agents (e.g., 
heavy metals) both assessment possibilities exist simult-
aneously. Sampling of breast milk assesses both the internal 
exposure of mothers and the external exposure of infants. 

Environmental and biological monitoring are not 
competitive, but, depending on the objective of the study, on 
the environmental factor(s) under consideration, and on the 
available expertise and methods; either or both forms of 
monitoring may be preferred. Sometimes a combined approach is 
required. 

A pilot project on the assessment of human exposures to 
cadmium and lead by means of biological monitoring has been 
undertaken as part of the UNEP/WHO GEMS programme. The 
final report (Vabter et al., 1982) stresses the importance of 
quality assurance procedures in this collaborative study. 
With these established, it was possible to make valid 
comparisons of the blood levels of lead and cadmium among 
residents in a number of cities around the world. To avoid 
occupational factors that might affect the results, 
observations were limited to a single group (schoolteachers). 
While this project was not in itself part of an 
epidemiological study, it provides a valuable example of 
procedures to be observed in the biological assesment of 
exposure. 

The method for the assessment of exposure to radiation is 
quite different from that for chemicals. Many y-emitting 
radionuclides can be determined directly by in vivo counting 
of subjects in a wholebody counter; with this method it is 
possible to identify the organs most affected. Moreover, in 
most cases chemical contamination of reagents and apparatus 
does not influence the measurement. In addition, unlike 
chemical contaminants, the elements concerned do not undergo 
changes during metabolism, which may alter their analytical 
behaviour. 

Excreta (notably urine, faeces, and in a few cases, 
exhaled air) or tissues taken from autopsy are also used for 

2 GEMS - Global Environmental Monitoring System. 



- 105 - 

the biological assessment of exposure to radiation. Fall—out 
surveys include analysis of bone samples for strontium-90 and 
plutonium and thyroid samples for iodine-131 and measurement 
of caesium-137 in the total body by in vivo counting (UNSCEAR, 
1972). Age has to be taken into account, because both the 
metabolism of the particular element and the expected 
exposure/response relationship may vary with age. In contrast 
to the biological assessment of exposure to chemicals, it is 
usually necessary to examine large samples, up to several 
hundred grams of tissue or excreta, over several days. 
Because of their rapid decay, short—lived radionuclides must 
be determined quickly and storage of samples is not possible 
in such cases. A review (with many literature sources) on 
analytical procedures for biological exposure to radiation has 
been given by Harley (1979). 

3.7.1 	Advantages, disadvantages, limitations 

In biological monitoring, parameters of internal exposure 
(uptake) are measured as the result of external exposure 
through ambient air, workroom air, smoking, indoor air 
pollution, use of cosmetics, contaminated food and water 
pollution, etc. Total exposure, irrespective of the source of 
pollution, is measured indirectly. In environmental 
monitoring for total exposure, on the other hand, it is 
necessary to measure simultaneously all sources of external 
exposure, together with the duration; this is seldom possible 
and may require an enormous input of manpower and money. 

Internal exposure is the result of external exposure and 
of the characteristics of the subjects exposed. In the case 
of respiratory exposure, only concentrations in air are 
assessed in environmental monitoring and not respiratory 
volume, which depends on physical activity, whereas parameters 
of internal exposure may increase with higher physical 
activity. The health—relevant exposure is much better 
assessed in biological monitoring, because the impact on 
internal exposure of personal behaviour, choice of foodstuffs, 
biological characteristics such as age, sex, interindividual 
differences in absorption and metabolism, disease states, and 
anthropometry are taken into account. Biological monitoring 
pinpoints the groups and individuals actually at risk (section 
3.9) and studies may be possible of much larger numbers of 
subjects than, for example, with personal exposure monitoring. 

In examining biological apecimens, measurements can 
sometimes be made (in addition to parameters of internal 
exposure) of possible health effects, such as changes in blood 
cells, enzymes, proteins, lipids, kidney or liver function. 
In addition, it may be possible to measure several exposure 
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indices simultaneously, for example, various metals in blood, 
hair, urine, or different solvents in exhaled air. 

In recent years, by analogy with environmental quality 
guides for air, water, or food, much emphasis has been placed 
on the development of biological exposure limits, namely, 
acceptable concentrations of agents or metabolites in exhaled 
air, blood, urine, etc. In order to fulfil the requirements 
for establishing such biological exposure limits, it is 
necessary to conduct epidemiological studies on the 
relationships between environmental exposure, biological 
exposure, and health effects. 

	

Hosever, 	biological 	monitoring 	has 	limitations 	in 
comparison with environmental monitoring. The main drawback 
is inconvenience to the subjects; ethical aspects must be 
considered carefully before starting such a programme. These 
may include questions of inconvenience, health risk, 
confidentiality of information, and freedom to refuse 
participation. Moreover, biological monitoring can be applied 
only in the case of compounds that are taken up by the body. 
It cannot be applied in the case of several highly important 
environmental pollutants that exert their effects primarily at 
the point of absorption (for example, sulfur dioxide, nitrogen 
dioxide, ozone, and oxidants), or in the case of noise or 
ionizing radiation. In general, biological monitoring is not 
suitable for registering highly variable exposure, which may 
constitute a limitation of this method of monitoring, if 
systemic health effects depend on internal peak exposures 
(very short biological half-time). In addition, for many 
chemical agents, not enough basic data are available to design 
a biological monitoring programme. 

To sum up, exposure can be estimated in two ways: (a) by 
assessing the external (environmental and/or occupational) 
exposure, which only approximates the actual external dose; 
and (b) by assessing the internal exposure, which approximates 
the actual dose at target organs and provides a better 
estimate than (a). 

The recent publication from the 1977 CEC-WHO-EPA Workshop 
(Berlin et al., 1979), together with those of Zielhuis (1973), 
and Aitio and coeditors (1981) present a considerable amount 
of information on instrumental, analytical and organizational 
aspects of programmes for the assessment of environmental and 
occupational exposure by means of biological monitoring. 

3.7.2 	Collection for future reference 

This new approach was also extensively discussed in the 
CEC-WHO-EPA Workshop (Berlin et al., 1979) and by Leupke 
(1979). With repositories of samples, retrospective studies 
may be possible to ascertain whether a pollutant observed in 
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body tissues (or in environmental samples) at a certain time, 
already existed in earlier years, before its occurrence was 
investigated. Moreover, with improvements in analytical 
techniques, it may be possible to determine concentrations too 
low to be determined previously. In some countries such as 
the United States of America and the Federal Republic of 
Germany, pilot schemes are being developed to organize such 
repositories. Many problems regarding organization, costs, 
storage of various types of specimens, analysis, and 
evaluation have still to be solved, before the data can be 
incorporated in epidemiological studies. Some work has been 
done on the freezing of aliquot diets for the subsequent 
determination of contaminants, such as aflatoxins that may 
have, or later may be shown to have, carcinogenic properties. 
In general, however, it should be said that there is little 
point in "banking" all kinds of specimens for the future, 
unless there is some reasonably well-defined object in view. 

3.7.3 	Index specimens for various pollutants 

The CEC-WHO-EPA Workshop (Berlin et al., 1979) prepared a 
comprehensive table showing major environmental pollutants of 
concern from the public health point of view and various human 
tissues, organs, and fluids, which might be considered for 
collection, either for biological monitoring or for collection 
for future reference. A summary is presented in Table 3.2, 
covering pollutants and specimens of major importance. The 
Workshop concluded that the most important pollutants for 
which biological monitoring programmes could be implemented, 
immediately, in order to assess exposure of the general 
population, were: arsenic: blood, urine, hair; cadmium: blood, 
urine, faeces, kidney, liver, and sometimes placenta; 
chromium: urine; lead: blood, urine, hair, faeces, kidney, 
liver, bone, and sometimes placenta; inorganic mercury: blood, 
urine, kidney, brain; methyl mercury: blood, brain, hair; 
organochlorine pesticides: adipose tissue, blood, milk; 
pentachlorophenol: urine, polychiorinated biphenyls: adipose 
tissue, milk, blood; chlorinated solvents: blood, expired air, 
and sometimes urine; benzene: blood, expired air; carbon 
monoxide: blood, expired air. 

3.7.4 An example of environmental versus biological 
assessment of exposure: inorganic lead 

The data are mainly based on reviews by Zielhuis (1975), 
Nordberg (1976), and WHO (1977a). 

The potential contribution of airborne lead to total lead 
intake is presented in Fig. 3.1 (WHO 1977a): 6 of the 7 
pathways to man point to ingestion. This clearly indicates 
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Table 3.2. Index specimens to be used in the biological assessment of exposure 
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0 	such an approach is not (yet) feasible. 
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Fig. 3.1. 	Contribution of airborne lead to total lead intake 
From (WHO, 1977a). 

that in epidemiological studies, environmental assessment of 
exposure will require an enormous and complicated effort to 
assess lead levels through ingestion of dust and soil (through 
pica) and through consumption of water, beverages, vegetables, 
and animal food, as well as by direct inhalation. Moreover, 
there are some other sources that are not included in Fig. 
3.1, for example, the use of certain cosmetics containing lead 
and the use of lead-glazed ceramics. 

Where lead is used in petrol, it is generally the main 
contributor to lead concentrations found in air, which, 
consequently, vary sharply with the distance from busy streets 
and the amount of automotive traffic on them. Concentrations 
may also be elevated around smelters or other local sources 
(such as scrap-metal yards). 

Lead levels in drinking-water are usually low, except when 
soft and/or acidic water flows through lead pipes; this may 
constitute a serious health hazard in relation to private 
water wells, and also in some public distribution systems. 
Studies in Glasgow (Scotland) and in Verviers (Belgium) 

-  reported levels of lead up to 2 tag/litre. In exposure 
assessment, it is important to note water-drinking habits: 
water left standing overnight in the pipes usually contains 
relatively high lead levels and infant formulae, morning 
coffee or tea made with this may be highly contaminated. 
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Many studies have been carried Out measuring intake from 
food according to methods discussed in section 3.5.3. Using 
duplicate portion techniques, a daily intake of about 80-350 
pg/day have been established for adults (Finland, United 
Kingdom, USA); higher levels (up to 500-600 pg/day) have 
usually been indicated using composite techniques (Federal 
Republic of Germany, Italy, Japan). The washing and 
processing of food may considerably reduce existing lead 
contamination. On the other hand, vegetables cooked Itt 
lead-containing water may take up some from that source. If 
it is assumed that foodstuffs with a lead content below 
detection limits contain a zero lead level, then the total 
exposure may be underestimated. 

On the basis of the assumption that 90-95% of orally-
ingested lead is not absorbed in the intestinal tract, intake 
can also be measured indirectly from lead levels in the 
faeces. This method has been used by Tepper & Levin (1972) 
who established an intake of 90-150 pg/day in adult females in 
the United States of America. 

A matter for concern may be the lead content of milk, 
particularly for infants; human breast milk has been reported 
to contain < 5-12 pg/litre, cow's milk, 9 pg/litre; and 
processed cow's milk, higher levels than fresh milk. Canning 
and packaging may lead to contamination of foods and 
beverages. Another source may be wine: it may become a 
substantial source of exposure in countries in which the habit 
is to drink 1-2 litres of wine daily, as occurs in France and 
Italy, because of contamination from lead-containing caps. 
There are further risks from wines prepared at home in 
lead-glazed vessels. 

Tobacco smoking has been shown to increase exposure, 
probably because of the use of lead-containing pesticides, 
but, because the practice of using such pesticides has been 
abandoned to a large extent, this source may become less 
important. A crude estimate of uptake is 1-5 pg/day froir 
smoking 20 cigarettes/day. However, in occupational exposure, 
smoking during work may considerably increase oral intake, 
through transfer from contaminated fingers. 

Children undoubtedly constitute a group at high risl 
(section 3.9). Exposure to contaminated soil and dust and tc 
lead-based paints has been responsible for large epidemics of 
lead poisoning in young children, particularly in the USA. 
This is related mainly to indoor paint, but may also occur 
from outdoor paints and dust. The hands of inner-city 
children are often more contaminated than those of suburban 
children. The presence of lead in the home environment is 
related to the socioeconomic and sociocultural status of the 
family, and the behaviour of children also affects exposure 
through personal hygiene (cleansing hands) or pica 
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(pathological mouthing). Another source of exposure for young 
children is coloured newsprint; coloured pages have been found 
to contain lead concentrations of 1140-3170 mg/kg. In section 
3.10, it is shown that occupational exposure of parents may 
also increase the exposure of children. 

Many epidemiological studies carried Out 50 far have been 
concerned with the assessment of exposure of, and possible 
effects in, schoolchildren (e.g., 6-14 years of age), 
apparently because they can more easily be approached and 
because the neuropsychological tests required can be carried 
out more readily with this age group than with younger age 
groups. However, it has been shown repeatedly that young 
preschool children (2-4 years of age) have the highest 
exposure, because of their behaviour. In Asian populations 
(and in those migrating to other countries), cultural habits 
may increase exposures, for example, through the use of 
lead-containing cosmetics. 

This short review indicates that, in epidemiological 
studies on segments of the general population, environmental 
assessment of exposure to lead is an almost impossible task, 
if it is desired to achieve a valid estimate of total dose. 
Even in occupational studies, in which respiratory exposure is 
usually predominant, workroom levels are poorly-related to 
lead levels in blood. However, particularly in the last two 
decades, biological assessment of exposure (section 3.7) has 
proved to be of great value, both in the general and in the 
occupational environment. 

3.7.4.1 Lead in blood (Pb-B) 

For long-term steady exposures, blood-lead is a valid 
indicator of total exposure over the previous few months. In 
blood, 90-95% of lead is located in the erythrocytes. In the 
case of anaemia, whole-blood lead levels may underestimate 
actual exposure; this can be corrected by means of the 
haematocrit. 

Pb-B levels do not provide direct information on the 
existence of health effects. However, they can be used as an 
estimate of exposure in exposure/effect relationships. Blood 
per se is not the target organ, but, at equilibrium, there is 
a relationship between total external exposure, total uptake, 
and levels in whole blood and in target organs (the central 
and peripheral nervous system, the haemopoetic system, and the 
kidneys). The duration of exposure in adults does not affect 
levels in the blood or in the target organs. Only the levels 
in bone (the main site for deposition) and the aorta increase 
with duration of exposure and age. 

One method of estimating the lead level in target organs 
indirectly is the "provocation test": 	administration of 
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calcium disodium edetate (Ca-EDTA) or penicillamine enhances 
urinary excretion of lead and, in this way, an estimate can be 
obtained of biologically available tissue lead that is not 
deposited in bone. Chisoim et al. (1976) established a linear 
relationship in children between Pb-B and the logarithmic 
values of mobile chelatable lead levels in 24 h urine after 
administration of lead at 25 mg/kg body weight. Data from 
both preschool children and adolescents gave a common 
regression line. This important measure of assessment of 
internal dose can only be carried out in hospitals and, in any 
case, careful consideration must be given to ethical aspects. 

3.7.4.2 Lead in urine (Pb-u) 

Pb-U levels are also indicative of total exposure, but a 
normal rate of lead excretion does not serve as a reliable 
means of excluding excessive exposure. Moreover, there are 
risks of contamination from clothes, collection vessels, etc. 
To minimize the influence of diuresis on the Pb-U level, 24 h 
samples are preferred. However, this again limits application 
to institutionalized subjects. Measurement of Pb-U levels, 
therefore, does not provide a practical method for assessing 
exposure. 

3.7.4.3 Lead in faeces (Pb-F) 

Pb-F levels, on the other hand, offer a good estimate of 
total oral exposure in adults. The unknown, and probably 
higher rate of absorption of lead in young children makes this 
method less suitable for exposure assessment in this most 
important group. 

3.7.4.4 Lead in deciduous teeth (Pb-T) 

Pb-T and lead levels in hair (Pb-H) are being used 
increasingly for estimating integrated long-term exposure. 
They have the advantage that samples are easy to procure. 
Pb-T levels even indicate exposures of previous years, 
offering a means of estimating the history of exposure in 
children. Deciduous teeth have been used in studies of the 
neuropsychological effects of lead on children (Needleman et 
al., 1979). Two developments may make it possible to measure 
Pb-T levels in situ; the chemical measurement of lead in 
enamel biopsies (Brudevold et al., 1977) and X-ray 
fluorescence analysis (Shapiro et al., 1978). 

Surface contamination of hair has to be removed by careful 
washing; it may be very difficult to ensure that measured 
Pb-H levels are really due to increased body burden. Routine 
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application of these methods in exposure assessment has still 
to await further research. 

Thus, 	in the present state of the art, biological 
assessment of exposure has first of all to be based on 
measurement of lead levels in blood. The most reliable method 
of sampling is by venepuncture; this demands highly trained 
personnel, experienced in taking blood from young children. 
In some studies, reliance has been placed on analysis of blood 
taken by finger—prick. These Pb—B levels tend to be higher 
than those measured in venous blood, partly through 
contamination from the skin. Only when extreme care is taken, 
can similar Pb—B levels be obtained, although even then 
capillary samples give higher levels than venous ones (Elwood 
et al., 1977). 

In the last few years, a simple method has been developed 
to identify individuals with probable overexposure to lead. 
This is the measurement of zincprotoporphyrin (zPP) in blood 
obtained from a finger— or ear—prick by means of an automated 
haematofluorimeter. If, in the case of long—term lead 
exposure, ZPP is not increased in comparison with an unexposed 
control group of the same age and sex, there is no need to 
examine for Pb—B. This quick screening method may save a lot 
of time and expense. 

3.8 Assessment of the Subjective Environment 

Two 	types 	of 	environment 	are 	distinguished: 	the r 	"objective" and the "subjective" (perceived) environment 
(section 3.1). Where possible, objective (mostly 
instrumental) methods should be applied in the assessment of 
exposures, but there are some exposures that may defy 
objective assessment. Assessment of perceived exposure 
differs fundamentally from biological assessment of exposure 
(section 3.7), because, in the latter, parameters of internal 
exposure are examined, while in the former information is 
systematically collected on the subjective response (e.g., to 
odour or taste). Because subjective response usually shows 
wide interindividual differences in intensity and quality of 
perception, exposure assessment has to be based on the 
response of carefully—selected groups of subjects, under 
controlled test conditions. 

Although in the case of exposure to noise (section 
3.5.4.1) annoyance reaction may constitute the most important 
response, objective methods are widely available for exposure 
assessment. The same is true for exposure to oxidants 
(section 3.5.2.1), that may have irritation effects. 
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3.8.1 	Assessment of odour 

This short survey is based mainly on reviews by Sullivan 
(1969), Turk et al. (1974), and the National Academy of 
Sciences (1979a). Odorants are chemical compounds; even with - 
sensitive analytical methods (chromatography, mass 
spectrometry, etc.) complete determination and identification 
of these substances are often not possible. Physical and 
chemical determinants of odour are not yet fully understood. 
Odours are sensations that have to be measured as a perceptive 
human response. 

The subjective properties of odour include intensity, 
detectability, quality (character), and hedonic tone (pleasant 
or unpleasant). Intensity (magnitude of sensation) can be 
described in ordinal categorization: faint, moderate, strong, 
or possibly with a numerical assignment of magnitude. 

Some properties of olfaction can introduce errors into 
subjective assessment; adaptation: a rapid decrease of odour 
intensity during continuous exposure; recovery: restoration of 
olfaction when exposure is removed; habituation: getting used 
to the odours, which operates over much larger periods than 
adaptation and recovery. Quiet breathing allows only about 3% 
of odorants to enter the nose and to contact the olfactory 
epithelium, whereas sniffing brings more odorants into contact 
with these perceptors. Human sensory responses to individual 
compounds vary widely and, in some cases, it may be possible 
to detect 1 mol of odorant per 10 mol of air. All these 
characteristics of olfaction require a very rigid design for 
the assessment of exposure. 

Up to now, a correlation has not been established between 
a predicted or measured ambient odour intensity and community 
odour annoyance mainly because of: (a) difficulty in obtaining 
an unbiased measurement of community odour annoyance; 
(b) difficulty in defining an ambient odour intensity level 
through diffusion modelling of source odour intensity 
measurements; and (c) difficulty in measuring ambient odour 
intensity, because of variability in meteorological conditions 
(Franz, 1980). 

3.8.2 	Assessment of taste 

In general, principles similar to those for odour 
assessment apply (Zoeteman, 1978), though it is not the 
volatile compounds that are concerned, but the substances 
dissolved in saliva, which enter the pores of the taste buds, 
located on the tongue. The sense of taste is much less 
sensitive than that of smell. There are four classic tastes: 
sour, salty, bitter, and sweet. lnterindividual sensitivity 
may vary up to a thousandfold. Sensitivity for bitter tastes 
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tends to decrease with age and with smoking. Many sensations, 
commonly attributed to taste, are in fact a combination of 
taste and odour. 

- 	3.8.3 	Example of sensory assessment of drinking-water 

Zoeteman (1978) conducted a study of sensory assessment of 
the chemical composition of drinking-water in the 
Netherlands. The purpose was to investigate the suitability 
of sensory assessment of water quality as an indicator for the 
presence of chemical contaminants. At first, an inquiry was 
held among a sample of the Dutch population (n = 3073, 18 
years of age and over). In 3.2% and 6.9% of the subjects the 
water quality was rated as "offensive" or worse for odour and 
for taste, respectively. Water taste proved to be the main 
factor in assessment of the sensory quality. 

In order to identify the compounds causing bad taste and 
odour, 20 types of drinking-water (8 of ground water, 5 of 
drinking-water from dune filtration, 7 from reservoirs) were 
collected; a panel of 52 subjects assessed the quality. 
Because the taste proved to be more noticeable than odour, 
sensory assessment was restricted to taste assessment. The 
average taste scales clearly differed between the various 
types of water. The measured levels of sodium, calcium, and 
magnesium salts could not explain the large differences in 
taste between various waters. Therefore, organic contaminants 
seemed likely to be the cause of the observed differences. 

In the 20 types of water, 280 organic substances were J.detected (gas chromatographic-masa spectrometer-computer 
system), but nearly 100 could not be chemically identified. 
Nearly twice as many organic compounds were found in drinking- 

er derived from surface water, compared with that from 
round water. In water derived from surface water, several 
aste-impairing compounds could be identified. 

This example merely illustrates the sensory approach in 
assessing exposure to organic compounds that have unpleasant 
tastes. 

3.9 Interindividual and Intergroup Variability in Exposure: 
Pooulation at Risk 

Individuals vary greatly in exposure and susceptibility to 
environmental pollutants. Therefore they should not be 
treated like homogeneous groups of experimental animals. 
Close attention should be paid to the frequency distribution 
of exposures, since this will affect procedures in the 
statistical analysis (Chapter 6). A common form of 
distribution is the log-normal. 	Blood-lead values, 	for 
example, generally follow this pattern, and the median may 
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then be more appropriate than the arithmetic mean as a central 
value for a group. When several groups are being compared in 
respect of exposures to environmental pollutants and the 
corresponding effects on health, it is important to be able to 
look at interindividual as well as intergroup variations in - 
exposures. 

As already stated, preschool children are liable to be at 
greater risk of exposure to lead than adults living in the 
same environment. Furthermore, a mother may act as an 
external source of exposure for her child during pregnancy, 
because of the transpiacental passage of lead and 
methylmercury, or, during lactation, more particularly for 
fat-soluble substances such as organochlorine pesticides. 

Subjects with specific food habits, for instance those 
consuming merely macrobiotic foods such as seaweed, or those 
consuming marine shellfish, tend to have a high intake of 
arsenic; fish eaters may be exposed to a higher level of 
methylmercury. The presence of moulds in foodstuffs, 
producing the highly toxic, carcinogenic aflatoxin, may also 
lead to defined groups at risk. 

Various groups at risk can also be distinguished with 
regard to physical factors, for example, with regard to 
exposure to ultraviolet radiation, those with light skin (in 
comparison with those with dark skin), and subjects who spend 
much time outdoors (fishermen, farmers, etc.). 

3.10 Outdoor/Indoor Exposure 

In investigating exposure-response relationships in the 
general population exposed to air pollutants, the studies have 
usually been designed to relate health effects wi 
concentrations in the outside air. However, human bei 
usually spend about 80% of their time indoors; thos 
particularly at risk (young children, the elderly, and the 
chronic sick) spend even more time indoors. Concentrations of 
pollutants in the home, at the workplace, or in public 
buildings etc., can be quite different from those outdoors. 
In recent years, increased attention has been given to 
pollution indoors, either in relation to the penetration of 
pollution from outside, or to that from sources within the 
home itself (as from smoking, heating, or cooking). Reviews 
have been prepared by Benson et al. (1972), Henderson et al. 
(1973), Halpern (1978), WHO (1979b), and the National Academy 
of Sciences (1981). 

Biersteker 	(1966) measured the ratio between 	the 
concentrations of sulfur dioxide (SO2) and smoke indoors and 
outdoors in 60 houses in Rotterdam, for periods of at least 
one week. In the average home, the ratio for SO2 was 0.20 
and that for smoke, 0.80. In a few homes, indoor pollution 
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greatly exceeded outdoor pollution, apparently because of 
faulty stoves and chimneys. 	Biersteker also established a 
relation between windspeed ( < 1 m/s versus 	> 6 m/s) and 
mortality, which he believed mignt be due to accidental high 
indoor carbon monoxide (CO) concentrations on days of low 
windspeed. Extreme examples of such problems are seen through 
the use of coal, wood, or 'non-standard' fuels such as dried 
cow dung for heating or cooking in poorly constructed 
dwellings without proper chimneys. Measurements of smoke and 
carbon monoxide in such homes in Nigeria were reported by 
Sofoluwe (1968), who related cases of bronchopneumonia among 
infants to exposure to pollution while on their mothers' backs 
or laps during cooking. Fuel burning indoors has also been 
demonstrated to lead to chronic bronchitis in Papua, New 
Guinea, and Nepal (Anderson, 1979; Pandey et al., 1981). 
Clearly, in such circumstances, exposure to pollution indoors 
is liable to be vastly greater than that outdoors. Also, 
exposures to transient peaks, while close to the fire, are 
likely to be more important than those averaged over long 
periods, but it is extremely difficult to obtain any proper 
assessment of them. 

Another source of indoor pollution is para-occupational 
exposure: 	workers take pollutants attached to their skin, 
hair, clothes, and shoes into their homes. 	The increased 
incidence of mesothelioma in female members of the family who 
have cleaned asbestos-polluted workclothes is well known. 
Watson et al. (1978) examined 1-6-year-old children of workers 

' 	at a storage battery plant, and compared them with as many 
controls. 	The levels of lead in the blood and free 
erythrocyte porphyrin were higher in the exposed group, and 
the workers' homes had much higher lead levels in the domestic 
dust. 

Jacobson et al. (1978) observed a peculiar source of 
indoor pollution with radionuclides. They used 
thermoluminiscent dosimeters (TLD) placed in wristbands and 
worn by members of families, in each of which one family 
member had been treated with iodine-131; in addition they 
monitored radioactivity in the air at home. Adults and 
children received much higher direct exposure to radiation 
through their skin than their thyroid; external doses ranged 
from 6 to 2220 mrems (60 pSV to 22.2 mSv) and thyroid dose 
equivalents from 4 to 1330 mrems (40 pSV to 13.3 mSv). In 
these families, childhood exposure could double the risk of 
developing thyroid malignancies. 

Exposures to radiation of natural origin is generally 
greater indoors than outdoors, primarily owIng to the emission 
of the gas radon from the soil below and from building 
materials such as stone, brick, or concrete. This 
radionuclide decays to solid materials (generally referred to 
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as radon daughter products) that become attached to other fine 
particulate matter in the air, and concentrations indoors are 
largely a function of ventilation. 

Another pollutant that may be liable to be at higher 
concentration indoors than outdoors is formaldehyde, which is 
emitted from the urea-formaldehyde resin used in chipboard 
furniture, in fabrics, and in the insulating material 
sometimes applied to the cavity walls of houses. 

Particulates may be at similar levels indoors and 
outdoors, though indoor particulates can be quite different in 
composition, with contributions from smoking, house dust, 
aero-allergens, human, and animal dandruff shedding, consumer 
products, and furnishings (National Academy of Sciences, 1981). 

The examples above indicate clearly that for a number of 
air pollutants, overall human exposures are determined more by 
conditions inside individual homes than by those outside. 
There are major differences in this respect related to 
lifestyle, social conditions, and the structure of buildings, 
and it is important to consider the local situation very 
carefully before embarking on studies requiring detailed 
assessments of air pollution exposures. This topic has been 
discussed further in a recent WHO document (1982) and much 
information on indoor pollution can be found in the report of 
an international symposium held in the USA (Spengler et al., 
1982). 

3.11 Time-weighted Exposure 

While, for some purposes, it may be sufficient to assess 
the exposures of defined groups by using average values for 
the locality, where more detailed information is required, 
personal sampling might be used (section 3.6) or biological 
monitoring may be applicable in some cases (section 3.7). An 
intermediate approach, however, is to calculate time-weighted 
averages by noting the amount of time spent by individuals in 
different types of environment and then relating this to 
concentrations measured in those environments, using a 
combination of fixed site or personal samplers as required. 

Fugas (1976, 1977) calculated the time-weighted exposure 
of a group of urban dwellers by using time spent and average 
concentration in air at various places. She estimated the 
weighted weekly exposure (WWE) of urban dwellers living and 
working in a combination of situations as shown in Table 3.3. 

Five urban dwellers spent an average of 14 h/week outdoors 
and 2 h/week out of town. The individual weighted weekly 
exposures (in pg/rn3 ) depending on the individual exposures 
in the home and in the Street (no. 5 being a traffic 
policeman), are given in Table 3.4. 
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Table 3.3. Time-weighted exposure (TWE) in urban dwellers 

t(h per SO2 Pb Mn 
Type of exposure week) 02 Ct C Ct C Ct 

Home 110 89 9790 2.5 275 0.04 4.4 
Occupation, 	office 42 8 336 0.3 12.6 0.02 0.84 
Street F 10 600 6000 6.0 60 0.80 8.0 
Street B 4 180 720 3.5 14 0.12 0.48 
Countryside 2 25 50 0.1 0.2 0.01 0.02 

Total 	 168 	 16896 	 361.2 	 13.74 
WWE. 	 101 	 2.2 	 0.08 

! C = concentration in Jg/m 3 . 
WIdE = weighted weekly exposure in .ug/m 3 . 

Table 3.4. Individual weighted weekly exposures (g/m 3 ) of five 
urban dwellers spent an average of 14 ln/wk outdoors and 2 h/wk out of town 

subject 	sulfur 	 lead 	 manganese 
d fox ide 

	

33 	 1.0 	 0.05 
2 	 101 	 2.2 	 0.08 
3 	 108 	 1.5 	 0.10 
4 	 55 	 1.0 	 0.06 
5 	 177 	 2.6 	 0.25 

Subject number 5 was a Lraffic policeman. 

This example shows the large interindividual variations in 
exposure that may occur. Moreover, the time spent in the 
polluted outdoor environment (streets) was only an average of 
14 h in a week (168 h). These data refer solely to 
concentrations in air, mostly measured by means of personal 
sampling, without taking account of variations in respiratory 
volume, in absorption, or in exposure through food (for lead 
and manganese). Therefore, although the time-weighted average 
concentration through inhalation is better estimated in this 
example than in most exposure assessment, it only improves the 
measurement of respiratory exposure in the general sense; the 
data are still far from giving a measurement of the actual 
dose, as such. Biological monitoring of lead and manganese 
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would have provided indices of total exposure in a far easier 
way, including those through food and water. 

No 	fixed rules 	can be 	laid 	down 	for 	computing 
time-weighted exposures, since the relative importance of the 
different contributions varies with the pollutant under 
consideration, and it may change also from place to place or 
from time to time. 
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4. HEALTH EFFECTS, THEIR MEASUREMENT AND INTERPRETATION 

4.1 Introduction 

Historically, much of the information on the effects of 
environmental agents on health has come from rather crude 
counts of deaths or of clinically-recognized cases of disease, 
but, with the passage of time, assessment of symptoms, of 
specific pathological conditions, or of biochemical, 
physiological or neurological dysfunction has progressed, 
providing a wealth of tools for the epidemiologist. Caution 
is required, however, in proceeding along such lines for, if 
the only effect of an agent at a given intensity is a small 
change in function, well within the normal physiological range 
of variation in an individual, then its importance in 
comparison with other factors affecting health must be weighed 
carefully. Judgement is required taking into account the 
duration of the effects, the number of persons likely to be 
affected, and the relative importance of immediate but 
relatively minor effects and of long-delayed but more serious 
ones. In a sense, the population's health could be an 
integral index of environmental quality, and the effects of 
various environmental agents are multifactorial (Sidorenko, 
1978). Some effects are specific to an agent, but most are 
non-specific (Butueva & Sluchanko, 1979). 

In this chapter, the measurement of effects in terms of 
the relatively crude, but widely available mortality 
statistics and routinely-collected morbidity statistics are 
discussed in some detail, followed by a section devoted to one 
important disease group (cancer). Techniques available for 
the more objective measurement of effects of environmental 
agents have been arranged on the basis of anatomical systems, 
starting with the respiratory and cardiovascular systems 
followed by the nervous system and a section on behavioural 
effects; though the latter are not strictly effects on an 
anatomical system, they are closely associated. While it is 
probably true that more measurement techniques have been 
developed for the first two systems than for others, the order 
in which the systems are discussed does not otherwise imply 
any order of their individual importance. 

In the study of adverse health effects, the effects under 
study must be clearly defined in advance and the terminology 
employed must not be confusing. 

4.1.1 	General comments on effects 

A biological effect may be a subjective or objective 
phenomenon experienced or measured in the short term or over a 
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long term. Such phenomena may be ranked in some order or 
measured on a scale, if they are graded effects, or simply be 
registered as "present" or "absent", as for example with death 
or cancer morbidity (quantal). Each measure of health effects 

-  depends on the definition of what is a biological effect. It 
is risky to generalize beyond any given definition. 

Effects may be described as either "stochastic" or 
"non-stochastic". A stochastic effect is one for which the 
probability of occurrence, rather than the severity, depends 
on the absorbed dose and there may be no threshold. 
Carcinogenesis asssociated with ionizing radiation is placed 
in this category, although it is possible that a threshold 
exists for certain other cancer-producing processes. The 
non-stochastic effect is one where the severity varies with 
the exposure level and for which there may be a threshold. 
Damage to the lens of the eye from electromagnetic radiation 
constitutes such an effect. 

Clinically, an effect may be an acute effect, for example, 
chemical pneumonitis following shortly after exposure to a 
substantial amount of an irritant, or a chronic effect such as 
progressive interstitial pulmonary fibrosis following repeated 
exposure to fine particulate allergenic agents, or after 
intense exposure to certain fibrogenic dusts, or protracted 
deposits of such dusts in the lungs of workers. 

However, 	clinically acute 	effects may 	also result 
following long-term exposures, for example, epileptic 
convulsions after long-term exposure to dieldrin, myocardial 
infarction in workers chronically exposed to carbon 
disulphide, or convulsions and acute abdominal colic following 
long-term exposure to lead. On the other hand, following 
short-term exposures to asphyxiants such as carbon monoxide, 
or histotoxic agents such as nitrogen dioxide, chronic 
after-effects may be observed. A special category relates to 
sensitizing agents, where repeated exposure to levels that are 
non-irritant will be uneventful in a clinical sense, until a 
gree of sensitization occurs after which the next dose 

initiates an acute clinical response: during the 
non-symptomatic (prepathological) phase, the only objective 
sign may be elicited by serological studies, though 
physiological function tests may reveal deficits that are not 
yet appreciated by the exposed person. 

An agent or combination of agents may induce an effect 
that can be readily accepted as being harmful in the short 
term. Where a physiological change occurs with no overt 
clinical benefit or detriment, then there can be grounds for 
considerable disagreement as to the significance to be 
attached to it. For example, it might have to be considered 
whether minor departures from the normal function might affect 
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the ability to respond to other stresses and diminish life 
expectation. 

In any population, there will be a range of responses to 
an agent with, at the two extremes of distribution, resistanr 

	

and susceptible persons; arbitrary cut-off points may define 	- 
these sectors. There is usually a number of subsets in a 
population in which differing exposure/effect relationships 
are seen. 

Because of differences in susceptibility of populations 
and selection factors, exposure/effect relationships derived 
from one group should only be used with reservation for other 
groups. 

The terms "susceptible", "vulnerable", "hyperreactive", 
"hypersensitive", 	and 	"high 	risk" 	are 	often 	used 
indiscriminately. 	The following are some of the working 
definitions for these terms: 

Susceptibility 	(vulnerability): 	The 	state of being 
readily affected or acted upon. In hypersusceptible persons, 
"normal, expected" effects occur, but with a lower exposure 
than in the majority of the population. Vulnerability can be 
used interchangeably with susceptibility. 

Hyperreactivity: In hyperreactive persons, the effects of 
the agent are qualitatively those expected, but quantitatively 
increased. 

Hypersensitivity: 	To react with "allergic" 	effects 
following reexposure to a certain substance (allergen) after 
having been exposed to the same substance. 

High risk: The term "risk" can be defined as the expected 
frequency of undesirable effects arising from a given exposure 
to a pollutant. Thus, the populations at risk are those who 
have been exposed specifically to a defined pollutant that may 
produce a particular adverse effect. 

Susceptibility may be based on physiological factors. For 
example, the very young and the very old are relatively 
vulnerable to exposure to temperature extremes. Another 
variety of susceptibility is associated with a genetically 
determined reduction or a virtual absence of important enzymes 
involved in the detoxication of compounds, or the repair or 
reversal of their effects. Thus glucose-6-phosphate 

	

dehydrogenase deficiency renders persons susceptible to the 	- 
development of clinical methaemoglobinaemia following exposure 
to a range of compounds occurring occupationally and 
therapeutically. Exposure to low intensities of environmental 
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agents may not produce disease but may reduce host resistance 
(Litvinov & Prokopenko, 1981). 

4.1.2 	General comments on measurements of effects 

The effect should be defined and measured in as 
standardized a manner as possible, whether it is measured 
using a physical test (e.g., skin testing and radiography), or 
is physiologically or biochemically measured, or some other 
index of morbidity or mortality is used. 

A number of aspects of measurement need to be considered 
before embarking on a study or attempting to evaluate 
published data. The results from measurement techniques, such 
as questionnaires and function tests, are used with stated 
criteria to define the health status of people in the study. 
The consistency or comparability of these tools and of the 
criteria, from area to area or from study to study, determine 
whether results can be compared, either as specific rates or 
as trends. This, in turn, determines the replicability of 
studies and the broader generalizations from studies. 
Instruments from one study must be compared with those of 
previous studies to maintain standardization. Errors and 
biases, which may occur in all techniques, can be minimized 
with proper usage, otherwise they may seriously affect the 
results. 

The 	advantages 	or disadvantages 	of 	techniques 	or 
instruments have to be judged on 	the basis of 	(i) 

\
acceptability by the study population; (ii) the accuracy and 
reliability of the results obtained using them; and (iii) 
their ease of use and the availability of technicians or other 
persons who can use them. Instruments for field studies must 
be simple and robust, with the necessary supplies and, if 
possible, electric sources available in the field. 

The sensitivity of the test must be determined, i.e., the 
proportion of all persons with a particular characteristic 
such as a disease or variation in function that is detected by 
the, test. Similarly, the specificity needs to be determined, 
meaning the proportion of persons lacking a particular 
characteristic who are correctly identified by the test. The 
purposes of the study will determine the acceptability of the 
orders of insensitivity (rate of false 	positives) 	and 
non—specificity (rate of false negatives). The determination 
of what constitutes a true or false positive or negative will 
depend on the standard employed, which itself may have been 
previously validated. The two measures are related to one 
another; usually an increase in sensitivity will mean a 
decrease in specificity. 	The degree of sensitivity and 
specificity required depends on the objectives of the study. 



- 134 - 

Each objective will have different needs in terms of the 
permissible rate of false positives and false negatives. 

Instruments 	for measurement, 	whether electronic 	or 
mechanical or in the nature of questionnaires or radiographs, 

	

have a number of characteristics that need to be appreciated, 	- 
if comparisons are to be made sequentially within the same 
study or with other studies. 	Some of the characteristics, 
such as accuracy, precision, repeatability, and 
reproducibility, have been explained in section 3.5.1. Other 
major characteristics are discussed below. 

Reliability 	is 	the 	measure 	of 	consistency 	or 
reproducibility and is dependent in particular on accuracy. 
The validity of a measurement made by an instrument is 
determined by the extent to which it relates to the effect 
that it is intended to measure. The reliability of an 
instrument can be determined by frequent tests in which 
everything is the same except the time (test-retest). Some 
instruments are or can be set up to obtain measurements of 
duplicate samples and results at the same time (split-half 
testing); this method is often used in questionnaires where 
"identical" questions are used in different parts of the 
questionnaire (sections 4.4.1 and 5.6.3). Validity often 
depends on the criteria of what is a true characteristic of 
disease. It also depends on what is used as the standard. 
The validity of a test procedure can often be checked by 
applying it, along with other assessments, to a well-defined 
population. 

Some conditions 	or physiological 	functions 	display 
distinct cyclical (e.g., diurnal or seasonal) variations, and 
these must be taken into account when making measurements 
related to them. Effects themselves might also follow a 
cyclical pattern, as in some occupational examples in which 
adverse effects can be more severe at the beginning of tb 
day's shift or the working week, so that again the time at.\ 
which measurements are made becomes critical. 

4.1.2.1 	Inter- and intrainstrument variation 

All instruments have a certain degree of variation in 
addition to limitations of accuracy. The instrument may have 
variations over time or from place to place due to different 
circumstances, such as environmental factors or electrical 
current, etc. 	Questionnaires are also perceived differently 
in different social settings. 	Each instrument has to be 
evaluated before use and in any given setting. Changes in 
barometric pressure, temperature, or humidity may also affect 
the functioning of physiological measuring instruments. Any 
moveable part of an instrument, or any component of an 
instrument may develop defects or change its characteristics 
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through a variety of causes, which might influence the 
readings obtained at different times. The use of standardized 
protocols and standardized instruments helps to minimize these 
problems. Calibrations and frequent checks are required to 
examine intramachine differences: if necessary, adjustments 
can be made or correction factors can be determined and 
applied. The behaviour of the instrument, such as its 
consistency or linearity has to be determined (e.g., section 
5.6.6.1). Interinstrument differences need to be studied 
carefully, bearing in mind how far such differences might 
introduce bias in the particular study in question. It may 
sometimes be necessary to set up a special randomized 
experiment in which a selected set of subjects (conveniently 
research workers) are tested with all the instruments to be 
used in a survey and the instruments should be interchanged 
with one another during the course of the study in a 
randomized manner. 

4.1.2.2 	Inter- and intralaboratory differences 

Quality assurance procedures should be established within 
a laboratory and between it and a reference laboratory. Such 
procedures include not only analytical quality assurance, but 
also, if the study involves biological material, quality 
assurance during the sampling and storage of the material. 
Quality assurance checks should be carried out before the 
start of the study as well as during it. 

IN 	 The use of any instrument will, in part, depend on whether 
there are reference values with which results can be 
compared. "Normal" will always have to be defined in each 
study as to whether that means either an ideal, average, or 
standard value, or any one of a dozen other possible 
"efinitions. 

4.1.2.3 	Inter- and intraobserver variations 

In any investigation in which there is more than one 
observer, technician, or inteviewer, there may be differences 
between them. These differences may be due to a large number 
of factors, including the way in which tests are applied, 
information recorded, or findings interpreted. Interobserver 
variation must be tested regularly in a systematic fashion 
(section 5.6.6.2). An observer varies in performing and 
interpreting tests, from time to time and place to place. 
Sometimes, this variation can only be measured by having the 
observer read a standard test or perform a standard test at 
different times, or by evaluating random aliquots of an 
observer's work to see if there are differences from time to 
time and place to place. 
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In interviews, though a question may have been asked and 
an answer given, 	the resulting information cannot be 
immediately accepted as accurate. 	Even when independent 
checks have been carried Out and estimates of error rates 
produced, caution must be exercised. There are likely to be 
errors from: random sampling; bias from failure to respond or 
incomplete response; misunderstanding; memory; inapproriate 
attempts to quantitate vague or imprecise notions; deliberate 
distortion; and recording, coding, analysis, or retrieval of 
the results. The sources of error in interview surveys have 
been reviewed by Moser & Kalton (1971), Bennett & Ritchie 
(1975), Alderson (1977), and Abramson (1979). 

4.2 Mortality and Morbidity Statistics 

All 	sources 	of 	data have 	their 	advantages 	and 
disadvantages, and their cost/benefit ratios. Existing 
sources of data are often the easiest to use, the least 
costly, and require the least recourse to subjects. On the 
other hand, they often lack the information needed for a 
thorough examination of the objectives. Usually, studies, in 
which existing sources of data are used, are descriptive in 
nature, but are retrospective. Such information has been used 
in many studies of geographical differences in the 
distribution of disease. 

4.2.1 	Mortality statistics 

Some mortality data adequately reflect certain medical 
problems. Some conditions have a high mortality rate and 
death occurs quickly; thus mortality data for malignant 
melanoma can provide fairly accurate quantification of this 
disease, but such data would be quite inadequate fc' 
quantifying squamous carcinoma of the skin. Diseases that 
have a long natural history may be susceptible to treatment or 
have a variable mortality: the longer the natural history, 
the less indication mortality statistics can provide about the 
causative factors in the disease. Though many conditions 
create considerable discomfort for patients, this rarely 
figures in the mortality data. An extreme example of this is 
the common cold which is responsible for virtually no 
deaths. A more severe disease is rheumatoid arthritis; again 
the mortality is so low that routine mortality data are of 
limited value in its study. Many routine data collection 
systems are relatively inflexible and there is little facility 
for introducing new items into the system and processing these 
alongside the original data. Flexibility can only be provided 
by the special study of additional material collected 
independently of the routine health statistics system. 
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Because of differences in death certification procedures, 
in diagnoses, and in coding causes of death, international 
comparisons are subject to possible biases. Furthermore, 
death certificates usually indicate only the place of 
residence and the place of occurrence of the death, thus 
precluding any estimate of lifelong exposure that is so 
critical in the examination of mortality due to chronic 
diseases. Death certificates do not contain information on 
tobacco smoking, occupational exposures, ethnic groups, and 
other host and environmental factors. Without multiple causes 
of death coding and autopsies, the cause of death information 
that is coded from the death certificate may often be 
misleading (Moriyama et al., 1958). Co-morbidity data are 
rarely available, 	unless 	all causes mentioned on the 
certificate have been specially coded (immediate and 
contributory, as well as underlying). However, the mortality 
data for a country can still show very important trends. 

An additional dimension is added to mortality statistics 
when the data are tabulated according to occupation. In many 
countries, census questions have included the occupations of 
individuals listed in each household and this can provide a 
denominator for the calculation of occupational mortality 
rates. However, there are some reservations about this 
approach: the onset of an occupationally- induced disease might 
be associated with a decline in ability to work and this could 
result in an individual changing his job. Since mortality 
rates are calculated from the terminal occupation, the true 

etiology 	

of 	the 	disease 	may 	not 	then be 	revealed. 
Occupational mortality statistics, however, provide a very 
useful background for the study of occupational disease, 
despite doubts about the validity of the data (Alderson, 1972; 
Mason et al., 1975; Fox, 1977). 

42.2 	Routine morbidity statistics 

Two indices are used to describe morbidity: incidence and 
prevalence. Incidence is the number of newly diagnosed cases 
of a disease occurring in a defined population in a defined 
period of time. The incidence rate is often expressed as the 
number of newly diagnosed cases occurring in 100 000 
population in one year. The second measure, prevalence, is 
the number of people with a given disease alive at a point in 
time (point prevalence) or over a period of time, say one year 
(period prevalence). Again, the prevalence can be expressed 
as a fraction of the number of persons in the population at 
that time: prevalence rate. 

In general, morbidity is harder to ascertain than 
mortality, but is generally a more sensitive indicator of the 
health effects of pollutants. Aspects of the collection of 



- 138 - 

morbidity 	statistics 	have 	been 	discussed 	in various 

statistical reports (WHO, 1965). 
Morbidity data are available in some countries where the 

national or local health authorities regularly conduct a 
health interview survey or a health examination survey. 

Health interview survey 

This method involves interviewing a sample of individuals 
and asking them questions about their social setting, their 
recognition of signs and symptoms of disease, their attitude 
to sickness and health, and their contact with health services 
in the past. It may be applied to a representative sample of 
the total population, a sample drawn from carefully selected 
locations throughout the country, or subpopulations chosen by 
locality, age, occupation, or other characteristics. The 
virtue of a health interview survey is that data from a fairly 
large sample of respondents may be obtained with limited 
expenditure of resources (compared with the use of medical and 
other staff to investigate the subjects). In certain 
circumstances, this indication of the knowledge, attitudes, 
and practices of members of a population may provide a more 
appropriate picture of their health care than that derived 
from other approaches. In particular, the respondents' 
answers indicate how much ill health they perceive, their 
reactions to this, and the reported incapacity from the 
ailment. Perceived ill health may also be studied in relation 
to such variables as age, sex, socioeconomic status, 
occupational class, smoking and drinking habits, and ethnic 
origin. Data may be obtained from subjects by a variety of 
methods, such as the use of self—completion questionnaires, - 
direct interviews, group interviews, or diaries; as has been 
mentioned in section 4.1.2, it is important to consider the 
reliability and validity of data obtained from such approaches. 

Health examination survey 

In this type of survey, data are collected by examination 
and investigation of the respondents in a sample. Some data 
will have to be collected by questioning the subject, but the 
aim is to cover quite different issues by direct examination, 
or to complement any responses with observations and 
investigations. It is essential that the original test 
results, whether in the form of electrocardiographic (ECO) 
tracings, blood pressure observations, ventilatory function 
indices, flow volume curves, or skinfold thickness 
measurements, be preserved for study in addition to diagnoses 
or judgements based on these results. Certain problems that 
may be encountered in this type of survey include the 
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magnitude of resources required to carry out such a survey and 
the fact that gossip about the study may have a marked effect 
upon the response rate. By identifying variations from the 
physiological and psychological norms, the investigator may be 
able to quantify the "morbidity" in a population, which is not 
recognized by the subjects themselves or by their families. 
Even with measurements such as blood pressure, there is a grey 
area between normal levels and those at which treatment is 
definitely justified. 

General practice morbidity data 

In the absence of a national or local health interview 
survey or health examination survey, it may be appropriate to 
use morbidity data from general or family practice as a source 
of relevant material. An extensive amount of literature is 
available on the organization of medical records in general 
practice, the coding of such material, and the use of such 
data to identify morbidity in the population; this has been 
reviewed by Alderson & Dowie (1979). In addition to 
considering problems involved in the measurement of morbidity, 
the appropriateness of the available denominator should be 
considered on the basis of practice size, which is an 
essential component in the calculation of morbidity rates by 
age and sex. Papers discussing the validity of data recorded 
by general practitioners include those by Dawes (1972), Hannay 
(1972), Morrell (1972), and Munro & Ratoff (1973). 

Hospital morbidity data 

Such data are valuable in reference to malignant diseases 
(section 4.3.2.8). For many other chronic diseases, hospital 
discharge statistics are less useful; for example, where 
patients suffer from an acute stroke, there may be strong 
pressure from the patient or the family to nurse the patient 
at home. Hospital morbidity data may thus not provide an 
accurate indication of the load of disease in the community; 
if an appreciable proportion of patients are cared for outside 
the hospital, the Statistics will be unreliable as measures of 
disease prevalence. Morbidity statistics from hospital and 
general practice are biased, because they reflect the use made 
of health care rather than the prevalence of morbidity. 
Titmuss (1968) commented that the higher income groups know 
how to make better use of the health service; they tend to 
receive more specialist attention, occupy more beds in better-
equipped and better-staffed hospitals, receive more effective 
surgery and better maternal care, and are more likely to get 
psychiatric help and psychotherapy than low-income groups. 
Forsyth & Logan (1960) indicated a close relationship between 
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the use of hospitals and the availability of hospital 
facilities - the more acute beds in a district, the higher the 
admission rate and the longer the length of stay. Vaananen 
(1970) suggested that emergency admissions are a reflection of 
population structure, whilst planned hospital admissions vary 	- 
in relation to the facilities available. Changes in hospital 
morbidity data may indicate changes in facilities, rather than 
any underlying alteration in the distribution of the disease 
in the population. 

(a) Record linkage studies 

The development of a record linkage study has been 
described by Acheson (1967) and by Baldwin (1972). Record 
linkage requires the construction of a cumulative file of 
events occurring in the lives of individual patients. The 
longitudinal study described by the Office of Population 
Censuses and Surveys of England and Wales (Office of 
Population Censuses and Surveys, 1973) links birth 
registration, domestic migration, overseas emigration, census 
of population, notification of cancer, and death registration, 
for a 1% sample of the total population. 

For linking an individual with his health and other 
relevant records, a unique identifying marker is required. 
Some countries attempt to use unique identification numbers 
for all or some of their populations, when operating social 
security or health service systems. The use of these numbers 
can be of considerable help, even when they are limited to 
Certain categories of persons, for example, those in active 
employment. 

Absenteeism. Records of leave from work or school due to 
specific morbidity may be used to determine the effects of 
pollutants on such morbidity. Generally, there is difficulty 
in ascertaining the real causes of the absenteeism. This is 
more directly related to the day of the week, the season, to 
epidemics of some communicable diseases, such as influenza, to 
some social event or to behavioural factors. 

(1) Occupational morbidity studies 

Data on number and duration of episodes of incapacity, in 
relation to age, sex and cause of incapacity, have been 
published regularly in the United Kingdom. These statistics 
can be used as an indication of morbidity in the working 
population, though incapacity may be influenced by; 
ocCupation; the worker's domestic environment and access to 
medical care; selection 'into' and 'out of' a particular 
occupation; the financial and social consequences of declared 
illness; the completeness of notification; the unemployment 
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situation; industrial morale; and other subcultural factors 
(Alderson, 1967). Specific statistics are produced on 
industrial injuries and workers who develop prescribed 
industrial diseases, but the general problems of routine 
statistics apply to these data. 

4.3 Cancer 

4.3.1 	Cancer and enviroinental factors 

Within a very broad definition, it may be true that some 
80-90% of cancers can be related to environmental influences, 
as has been frequently stated (section 4.3.2.3). In fact, 
however, only a relatively small proportion of cancers have as 
yet been related to specific agents (Doll & Peto, 1981). The 
most important factor identified so far is tobacco smoking, 
related not only to lung cancer but also to cancer of other 
Sites, such as the larynx, buccal cavity, pancreas, and 
bladder. Excess consumption of alcohol, when combined with 
the use of tobacco, increases the risk of oesophageal and 
oropharyngeal cancers - frequently in a multiplicative 
fashion. Occupational exposures to agents such as asbestos, 
tars, radioactive materials, chromates, and products 
associated with the refining of nickel also contribute to the 
incidence of lung cancer, although their influence is small 
compared with that of smoking. 

Evidence from migrant and other studies shows that dietary 
factors are likely to be of major importance for cancers of 
the digestive tract and reproductive organs. Sunlight is an 
important cause of malignant melanoma and other skin cancer in 
the less-pigmented races. Small numbers of cancers are 
attributable to ionizing radiation and chemotherapeutic agents. 

4.3.2 	Measurements of cancer 

4.3.2.1 	Incidence and mortality rate 

The burden of cancer is measured by the determination of 
incidence and mortality rates. When such data are not 
available, the relative frequency of the various organs 
affected as a proportion of all diagnosed cancers may provide 
useful information. Prevalence rate is rarely used. The 
various sites of cancer are divided into broad groups in the 
International Classification of Diseases (lCD) (WHO, 1977) and 
in the International Classification of Diseases for Oncology 
(ICD-O) (wHo, 1976). 

Incidence data of good quality are available for 
relatively few areas in the world (Waterhouse et al., 1982), 
and few cancer registries have been in existence for longer 
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than 20 years. The World Health Organization maintains a data 
bank of mortality data of cancer which are periodically 
analysed (Segi & Kurihara, 1972; Segi, 1978). 

Incidence data on cancer are preferable to the more widely 
available mortality figures because mortality is influenced by - 
the rates of cure, which vary from centre to centre. 
Nonetheless, relative frequency data can, if possible sources 
of bias are assessed, indicate the likely cancer distribution 
in a region. The high levels of nasopharynx cancer, seen in 
the population of southern Chinese origin in Singapore, were 
known from relative frequency studies long before cancer 
registration became established. 

4.3.2.2 	Variations of incidence with 

Any theory of carcinogenesis must be consistent with 
observed age patterns. Cook and collaborators (1969) examined 
the shape of the age-incidence curve for many different 
tumours using data from eleven different cancer registries; 
they concluded that epithelial turnouts probably arise from a 
similar process, part of which would be continuous exposure to 
an environmental agent, and that, even if there is a variation 
in susceptibility among the population, there is no indication 
of a reduction in the relative size of the pool of 
suscepribles with age. 

Not all cancers behave in the same way and a series of 
such age-incidence curves are shown in Fig. 4.1. These 
different curves must be explicable in terms of causal 
factors. The lCD often aggregates neoplasms with quite 
different age-distributions, e.g., osteosarcoma and 
chondrosarcoma, hence histology-specific and site-specific 
incidence curves may be more informative. 

4.3.2.3 	Geographical differences 

Comparison of data from different parts of the world is 
subject to bias. The age-adjusted cancer incidence figures 
contained in the Cancer Incidence in Five Continents 
monographs (UICC, 1970; Waterhouse et al., 1982) show that the 
reported incidence of cancer, taken as a whole, varies between 
countries by a factor of around three; when separate 
anatomical sites are considered, the difference may be as much 
as 100-fold. While such extremes are unusual, for many common 
sites such as the breast, stomach, and cervix uteri, risk 
ratios of 10-30 are observed (Muir, 1975). 

Such differences in the geographical ditribution of cancer 
were often ascribed to ethnic or genetic factors. Kennaway 
(1944) studied primary liver cancer in Bantu in South Africa 
and Negroes in the USA, and concluded that "the very high 
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Fig. 4.1. 	Some of the common cancer age-incidence patterns observed in 
man. The incidence scale is logarithmic; the age scale is 
arithmetic. 

The most common pattern, believed to be due to an exogenous 
agent acting continuously throughout a major proportion of 
the lifespan, e.g. carcinoma of the lung. 

This curve can be interpreted as either representing 
diminished exposure among older groups (i.e., a cohort 
effect), 	serious 	underreporting, 	elimination 	of 	a 
susceptible population group, or host changes occurring in 
middle age, say around the menopause. 

The bimodal curves seen in breast cancer suggest possible 
differing stimuli before and after the menopause. 

A plateau curve of the type observed for primary liver 
cancer in Africa suggests a strong stimulus operative in 
childhood with either reduced exposure or diminished 
Susceptibility in later life. 

incidence of primary cancer of the liver found among African 
negroes does not appear in US negroes and is therefore not a 
purely racial character. Hence the prevalence of this form of 
cancer in Africa may be due to some extrinsic factor which 
should be studied". 

Higginson (1960) concluded that these differences were due 
to environmental factors. Extending this concept, he examined 
the differences in cancer incidence by site reported in the 
first volume of Cancer Incidence in Five Continents. Assuming 
that the smallest recorded rate represented a level that 
should be considered as due to genetic factors, he postulated 
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that the difference between this rate and the highest observed 
rate probably represented those cancers due to exogenous 
factors. Doll (1967), Boyland (1967), and Higginson & Muir 
(1976) have presented further supportive evidence that most 
human cancers are due to environmental causes. - 

These studies do not imply that genetic factors may not 
have a role to play. Skin cancer is clearly influenced by a 
genetically determined skin pigmentation, being particularly 
frequent in northern Europeans with lightly pigmented skins 
who have emigrated to Western Australia. However, objective 
measurements for genetically determined susceptibility do not 
exist for inost cancers. 

4.3.2.4 	Cancer and lifestyle 

Lifestyle is difficult to measure in an objective manner. 
Ethnic effects may be involved indirectly through postulated 
dietary influence on hormone levels, promoters, and 
inhibitors. Some factors, such as age at first pregnancy or 
age at first coitus, which are often socially determined, are 
clearly linked with breast and cervix uteri cancer risk. 

Some religious groups have cancer rates that differ 
substantially from those of the general population. 	Wynder 
and coworkers (1959) first reported a lower cancer mortality 
in a population of Seventh Day Adventists who neither smoke 
tobacco nor drink alcohol and who follow an ovo-lacto-
vegetarian diet. Phillips (1975) has confirmed these findings 
showing that cancer death rates in lifetime Adventists, in 	- 
California, USA, are 50-70% of those of the general population. 

4.3.2.5 	Cancer in migrants 

It has been reported that the very high incidence of gas-
tric cancer seen in Japan slowly decreases in Japanese mig-
rants moving to the USA, but that the incidence of large 
intestine cancer increases much more rapidly reaching a level 
close to that found among those born in the USA (Haenszel & 
Kurihara, 1968). Buell (1973) has also shown that breast can-
cer morbidity rates in US-born Japanese approximate to those 
of the non-Japanese population of the USA, which could be 
interpreted as indicating that the environment - perhaps the 
diet in the USA - may have manifested its effect in successive 
generations to influence hormonal levels and cancer risk. 

4.3.2.6 	Time trends 

The incidence rates of some cancers are rising, but those 
of others are falling over a period of years. The increasing 
incidence of cancer of several sites, e.g., the pancreas, has 
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been interpreted as being due to the introduction of new 
environmental agents that are largely unknown at the moment. 
It has been relatively easy to link the rise in lung cancer to 

16 the increase in the number of persons smoking cigarettes. 
Such a link has been confirmed, for example, by the fact that 
the decline in the proportion of physicians in the United 
Kingdom who smoke has been followed by a fall in the lung 
cancer rates in the professional group. 

4.3.2.7 	Correlation studies 

Correlation techniques based on descriptive data have 
brought out statistically significant associations between, 
for example, cigarette smoking and lung cancer, spirit 
consumption and oesophageal cancer, beer intake and large 
bowel cancer (Breslow & Enstrom, 1974). However, by the laws 
of probability, a certain number of the correlations that 
emerge will be due to chance alone and others may be 
'indirect', i.e., linked in some ways to the true cause. A 
correlation between coronary heart disease and lung cancer 
would merely reflect the fact that both are strongly linked to 
cigarette smoking. As, in such studies, the pooled experience 
of several populations is contrasted, the effect of intense 
exposure within a small segment of a population, say an 
industry, would be diluted out (Muir et al., 1976). 

However, sizeable international differences in cancer risk 
are more likely to be due to the existence of a widespread 
exposure in one population compared with another, than to the 
presence of a small group at a very high risk. The 
environmental data available for use in the correlations are 
usually of poorer quality than the cancer incidence figures, 
and because of the long latent period for cancer, the 
correlations should be made using the environmental data for 
10, 20, 30, or 40 years ago and present day cancer figures. 
Such historical information on the environment is rarely 
obtainable. 

Results of correlation studies should never be accepted 
without further testing. Failure to demonstrate a correlation 
probably indicates that no association exists, though these 
may fail to emerge by chance alone. 

4.3.2.8 	Hospital data 

Only a small proportion of patients, thought by the family 
doctor to have a malignant disease, are not referred, either 
on medical grounds or because of refusal of the patient to 
attend hospital. For example, Alderson (1966) found that only 
1.1% of 540 patients, dying from malignant disease in a 
defined population, had not been referred to hospital. 
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Identification of the presence of malignant disease is still a 
problem, but the progress of the disease is such that 
deterioration in a patient will usually lead to hospital 
referral. Although 1-leasman & Lipworth (1966) have 
demonstrated appreciable discrepancies between clinical and 
postmortem diagnoses of patients dying in hospital, hospital 
morbidity data may in general provide a good indication of the 
distribution of cancer in the population. 

4.3.2.9 	Cancer and occupation 

The Office of Population Census and Surveys of England and 
Wales has published data on cancer risk by occupation since 
the turn of the century (Office of Population Census and 
Surveys, 1978). 

The frequency of a given occupation - as assessed at the 
national census - is compared with the frequency of that 
occupation for a given disease on death certificates and a 
standardized mortality ratio (SMR) that takes age into account 
is computed. Woodworkers, for example, have an excess risk of 
lung cancer (SMR 113) and of bladder cancer (SMR 145) and 
teachers a relatively low risk of lung cancer (SMR 32). The 
interpretation of such findings is complex (Gaffey, 1976). 
Fox & Adelstein (1978) estimated that perhaps 12% of the 
excess cancer risk is due to carcinogenic exposures at work, 
the remainder to the lifestyle that is associated with an 
employment. They base their argument on the fact that 
standardization for social class and cigarette smoking 
removes, or substantially reduces, the difference in risk and 
on the finding that the spouses of those in certain high risk 
occupations, for example miners, also have very high risks for 
stomach cancer. Thus, while analyses of the type carried out 
by the Office of Population Census and Surveys can suggest 
where workplace exposure to carcinogens may exist, the 
presence of such carcinogens must be established by other 
methods. 

4.3.2.10 	Case reports 

From time to time, reports are published of a patient or a 
small group of patients, who have an unusual cancer and an 
out-of-the-way ocupation or exposure: adenocarcinoma of the 
nasal passages in furniture manufacturers and bootmakers 
(Acheson et al., 1968, 1970); adenocarcinoma of the vagina in 
the daughters of women given diethyistilboestrol for - 
miscarriage (Rerbst et al., 1971); mesothelioma of the pleura 
in shipyard workers using asbestos (Stumphius, 1971). 	This 
type of evidence, correlation-based, usually uncovered by 
alert clinicians, is unlikely to uncover risks due to common 
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exposures or to those causing common cancers. Nevertheless, 
it has resulted in the discovery of human carcinogens. 

4.3.2.11 	Epidemiological uses of pathological findings 

The lack of accuracy of histopathological diagnosis in the 
population studied is frequently such as to understate the 
true burden of disease. For most tumours, there is a spectrum 
of microscopic appearances ranging from marked anaplasia 
through various degrees of development and organization, 
sometimes differentiating into several patterns. These 
variations may appear in different persons or in one block of 
tumour from a single case. Attempts have been made, employing 
concensus diagnosis, to conduct expert panel readings of 
sections from patients with mesothelial tumours meeting agreed 
criteria (Greenberg & Lloyd-Davies, 1974). More sophisticated 
methods have been employed for the diagnosis of angiosarcoma, 
using mixed sections, read blind, and recycled for the study 
of intraobserver variation (Baxter et al., 1980); this has 
lead to reduced interobserver variation, too. Improving 
diagnostic accuracy for a special tumour with its attendant 
publicity may increase vigilance among non-panel pathologists, 
so that an increase in reported cases may include an element 
of increased recognition that has to be taken into account in 
attempting to determine an increase in true incidence over 
time. Further discussions on the contributions of pathology 
to epidemiological knowledge are found in the review by Muir 

- 	(1982). 

4.4 Respiratory and Cardiovascular Effects 

There has been much confusion in the past over the 
definition of "bronchitis" or conditions known variously as 
chronic non-specific respiratory disease or chronic 
obstructive lung disease. Standardized questionnaires, 
together with lung function tests, have played a vital role in 
establishing a common definition and in allowing studies of 
prevalence to be undertaken among occupational or general 
population groups in a comparable way throughout the world. 
In this way, it has been shown that the dominant factor in the 
development of the disease is tobacco smoking. Beyond this, 
there are associations between the development of symptoms in 
adult life and the earlier occurrence of acute respiratory 
illnesses. The effects of environmental agents have been 
demonstrated in terms of exposure to urban air pollution 
(notably by the sulfur dioxide/particulates complex) and to a 
wide range of dusts and fumes in industry. 

Equally, investigations of the etiology of cardiovascular 
diseases have been greatly aided by the use of questionnaires 
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together with electrocardiograms (ECGs) and other objective 
assessments. In this case, the role of specific environmental 
agents is not very clear, but many studies have indicated the 
adverse effects of smoking, obesity, and dietary factors, and 
the possibly protective effects of exercise on the development 
of cardiovascular disease. 

In this section, an account is provided of the ways in 
which the occurrence of respiratory and cardiovascular disease 
can be investigated in order to explore associations with 
environmental agents, examining indices that have been 
developed, methods of measurement, and interpretation of 
results. 

4.4.1 	Symptom questionnaires 

One method of determining the environmental agents 
important in the development of respiratory and cardiovascular 
disease has been the use of standardized questionnaires. This 
approach, by obtaining details of respiratory and cardio-
vascular symptoms, makes it possible to compare symptom 
prevalence in groups of individuals exposed and unexposed to 
different environmental agents. 

The assessment of clinical symptoms is an important 
technique in epidemiological surveys, because it can increase 
the yield of positive cases of respiratory and cardiovascular 
disease and act as an index of disease, measurement errors 
being different from those of other methods, such as ECG and 
lung function tests. 

In the construction of symptom questionnaires, it is 
essential to formulate precise questions to reduce variations 
that may result when different observers ask people about 
their respiratory or cardiovascular symptoms. It is necessary 
to use identical, or at least very similar, symptom questions 
to compare data from different studies. An important advance 
was the publication, by the British Medical Research Council's 
Committee on the Aetiology of Chronic Bronchitis, of 
recommended questionnaires for recording respiratory symptoms, 
together with instructions for their use (Medical Research 
Council's Committee on the Aetiology of Chronic Bronchitis, 
1960; Medical Research Council, 1966, 1976). 	A similar 
advance occurred with the development of the London School of 
Hygiene Standardised Cardiovascular Questionnaire (Rose, 1962, 
1965). 	These 	respiratory 	and 	cardiovascular 	symptom 
questionnaires have been translated into different languages 
and used for surveys in different countries (Higgins, 1974; 	- 
Rose et al., 1982). A recent development was the construction 
and testing of a standardized questionnaire for use in 
respiratory epidemiology by the American Thoracic Society and 
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the Division of Lung Diseases of the United States National 
Heart and Lung Institute (Ferris, 1978). 

Self-completed versions of the symptom questionnaires have 
been developed to avoid the problem of observer variation, to 
be used when personal contact is not practicable, and because 
they are more economical than personal interviewing. 

10 	Epidemiologists have used this method with various degrees of 
success to collect information on respiratory and 
cardiovascular symptom prevalence. Fletcher & Tinker (1961) 
noted that answers on cough, phlegm, dyspnoea, and smoking 
habits on a self-completed questionnaire did not always 
correspond with those on an interviewer-administered 
questionnaire. Furthermore, the self-completed questionnaire 
was not returned or was incomplete, in about 25% of the cases 
under study. This error rate was only 7% in a group of post 
office clerks and the investigators concluded that the 
self-completed questionnaire might be particularly useful in 
persons with a clerical background. Sharp and coworkers 
(1965) obtained satisfactory agreement between the 
self-completed and the interviewer-administered questionnaires 
on respiratory symptoms in an industrial population in 
Chicago. Higgins & Keller (1970) used both self-completed and 
interviewer-administered respiratory questionnaires success-
fully in Tecumseh, Michigan but self-completed questionnaires 
were not satisfactory in a survey by Higgins and co-workers 
(1968) in mining communities in Marion County, West Virginia. 

Lebowjtz & Burrows (1976) compared the interviewer- 
- administered British Medical Research Council and the US 

National Heart and Lung Institute respiratory symptom 
questionnaires with each other and with a self-administered 
questionnaire, of their own design, in Tucson, Arizona. There 
was a basic 10% agreement between responses of any two 
questionnaires for all questions that asked about symptoms, 
but less disagreement for more factual questions, such as 
those concerning smoking. For questions with similar wording, 
the British and USA questionnaires yielded very similar 
results in terms of prevalence of responses, relationship to 
answers on an independent questionnaire, and interrelation-
ships of positive responses. The Tucson self-completed 
questionnaire was a satisfactory instrument in the population 
surveyed, detecting more abnormalities and better delineating 
cough and phlegm "syndromes" than the interviewer-administered 
versions. 

Zeiner-Henriksen (1976) sent the London School of Hygiene 
cardiovascular questionnaire, by post, to random national 
samples in Norway with response rates of around 80%. There 
were relatively few missing or incorrect answers and the 
estimates of mortality prediction were broadly similar to 
those in Rose's (1971) follow-up study of the interviewer- 
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administered version. The evaluation of these cardiovascular 
questionnaires by Rose and co-workers (1977) found the yield 
of positives for "angina" and "history of possible infarction" 
was about twice as high with interviewers than 
self-administration, but the positive groups obtained by the 
two techniques differed little in their association with 
electrocardiographic findings or their ability to predict 
five-year coronary mortality risk. This suggests 
self-completion does not produce any major loss of specificity 
or dilution with less severe cases. 

There is other research that suggests that self-completed 
questionnaires can be used successfully to examine the effects 
of different environments on the cardiovascular and 
respiratory symptoms in migrants and people born in the USA 
(Krueger et al., 1970; Reid et al., 1966), in twins in Sweden 
(Cederlbf et al., 1966a,b) and in a sample of 37 to 67-year-
old people in the United Kingdom (Dear et al., 1978). 

Validity and reproducibility are important criteria in the 
assessment of the symptom questionnaires. Reproducibility can 
be affected by the changing disease status of individuals or 
measurement variability. Interobserver measurement 
variability in a study can result in the indiscriminate 
pooling of heterogeneous results. It can also produce 
systematic differences between studies, so that measurement 
differences could be mistaken for differences between 
populations. Consequently, the method of administering the 
questionnaire should be standardized and the interviewers 
comparably trained to reduce these systematic differences. 

Checks can be incorporated in the survey to examine 
interobserver reliability. Each observer may be allocated to 
a randomly chosen group of subjects with each observer's 
results analysed separately for means and standard deviations 
or their prevalence estimates. Where practicable, subjects 
may be examined more than once, each time by a different 
observer. Interviewing techniques can be examined by the 
playing back of tape recordings. 

The reproducibility of the answers to questions about 
symptoms for the respiratory and cardiovascular questionnaires 
has been studied (Fairbairn et al., 1959; Fletcher et al., 
1959; Holland et al., 1966; Rose, 1968; Zeiner-Henriksen, 
1972; Lebowitz & Burrows, 1976). Despite the considerable 
reproducibility of symptoms on re-examination, the use of 
estimates of prevalence based on single interviews only can 
cause problems in the interpretation of results. There is 
often a substantial proportion of subjects initially reporting 
particular symptoms, who do not report these characteristics 
on subsequent checks. Therefore, regular questioning would 
make it possible to grade the subjects on the basis of the 
number of times the subject has been classed as positive. 
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To ensure the validity of the symptom questionnaires, the 
respiratory and cardiovascular diseases being assessed must be 
defined accurately and the symptoms described should be 
manifestations of these disease entities. A problem in the 

-  development of stricter diagnostic criteria is that improve-
ments in specificity (i.e., the yield of a few false posi-
tives) may reduce the sensitivity (the yield of a few false 
negatives). To compare the amounts of disease in different 
populations, it is essential that the levels of sensitivity 
and specificity do not vary from one population to another. 

The problem of determining the exact number of false 
positives and negatives for symptom questionnaires is 
complicated by the lack of a perfect reference test. 
Therefore, validation must be based on correlations with 
different indices of disease, e.g., ECC, FEy, mortality, each 
of which is an indirect measure. Holland and coworkers (1966) 
have shown answers to questions about respiratory symptoms to 
discriminate among persons, categorized on the basis of more 
objective measures such as FEV and 1-h sputum volume. Rose 
(1971) has examined the relationship between cardiovascular 
symptoms, electrocardiographic findings, and coronary heart 
disease. ECG findings predicted a higher proportion of cases 
of coronary heart disease than symptoms. However, because of 
a measure of independence between the ECG and symptom 
findings, a combination was more effective than either alone. 

Generally, the symptom questionnaires have resulted in an 
increased standardization and comparability of results from 
different surveys. From an epidemiological perspective they 
are a useful technique, because they amplify information from 
other tests and may allow the identification of high-risk 
individuals. However, in using symptoms questionnaires to 
compare groups from different cultures or countries, it is a 
precaution to ensure the findings are consistent with other 
measures of disease such as FEy, ECG, and mortality. 

4.4.2 	Tests of system function 

There are measurement techniques to assess the effect of 
environmental agents on the cardiovascular and respiratory 
systems. The major longitudinal studies on the incidence and 
prevalence of coronary heart disease such as the Framingham 
Heart Disease Epidemiological Study (Kannel, 1976) and the 
Tecumseh Health Study (Epstein at al., 1965) have used ECG, 
blood pressure measurement and various serum cholesterol 
determinations. Rose and his collaborators (1982) describe 
these epidemiological methods and other techniques such as 
chest radiography and the measurement of heart size. 

Holland and coworkers (1979) have reviewed the functional 
tests used in the epidemiological study of respiratory 
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disease. These include the tests that assess airway function 
during an expiratory manoeuvre, those that measure airway 
resistance using a body plethysmograph, and the closing volume 
and the frequency dependence of compliance tests of small 
airway function. Higgins (1974) reviewed other tests that can 
be used to determine the impact of environmental factors on 
respiratory function, including cough as an objective measure, 
the collection, measurement, and categorization of sputum, the 
measurement of morphological changes, and chest radiography. 
Lebowitz (1981) reviewed other techniques used to study both 
acute and chronic effects on health of air pollution. 

There are important criteria to be considered in the 
selection and interpretation of a particular test to determine 
the effect of the environment on cardiovascular and 
respiratory function. These include the following: 

The test should be appropriate to the problem under study. 
Some tests are able to determine functional abnormality 
while others are more able to assess the specific site of 
functional disturbance. If a study can be done only with 
expensive and complex equipment, the investigators must 
balance the relative importance of the problem against the 
cost factors. 

Does the test measure one or more aspects of system 
functioning, 	e.g., 	does 	it 	examine 	a 	specific 
physiological quantity or a combination of functions? For 
example, 	Bouhuys 	(1971) 	states 	that, 	to 	test 	the 
hypothesis that the early stages of sarcoidosis are 
characterized by increased stiffness of the lungs, the 
static recoil curves of the lungs should be measured. A 
less specific test would be to measure lung compliance, as 
factors other than lung stiffness are involved in the test. 

To what extent is the test able to distinguish normal from 
abnormal functioning? 	Tests that depend on a forced 
exhalation are the most frequently used in respiratory 
epidemiology. 	PEFR (peak expiratory flow rate), FEV 
(forced expiratory volume), and airway resistance can be 
used to assess impaired lung function. 	However, these 
tests cannot be used to determine specific diseases, and 
may not be sensitive to small changes that can start in 
the peripheral airways. The other indices of respiratory 
function that involve reductions in expiratory flow rates 
at 50% and 25% of vital capacity are more sensitive 
indicators of early airways disease (Ingram & O'Cain, 
1971). McFadden & Linden (1972) found that measurements 
of mid—expiratory flow rate were reduced in heavy smokers 
in whom FEy, airway resistance, and the maximum expiratory 
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flow rate were normal. Leeder and coworkers (1974) have 
demonstrated that changes in maximum expiratory flow rates 
at low lung volumes show greater differences between 
normal and asthmatic children than FEV or PEFR. The tests 
of small airway function are important since expiratory 
flow rates at high lung volumes may be normal, but 
measures of closing volume and frequency dependence of 
compliance may reveal early functional abnormality. In a 
study by Buist and co-workers (1973), an estimate of 
nitrogen closing volume was found to be a more sensitive 
test for distinguishing normal from abnormal individuals 
than FEy, or expiratory flow rates. However, the closing 
volume test involves a problem with reproducibility 
(Martin et al., 1973). The PEFR is considered a useful 
adjunct to clinical studies, but is not recommended 
otherwise (Ferris, 1978). Ferris (1978) then concluded 
that tests other than spirometry and, occasionally, in 
occupational studies, the diffusion capacity/total lung 
capacity ratio (DLco), are impractical and unnecessary in 
epidemiological studies. 

(d) The degree to which the test has been standardized, the 
observer and instrument measurement variability assessed, 
the relationship studied of the measure to variables such 
as age, sex, and height and whether it can be administered 
to large numbers of people, are further important 
considerations in the selection of an epidemiological 
test. Some of these points are discussed below in section 
4.4.3. 

4.4.3 	Standardization of methods 

The standardization of methods and criteria for defining 
disease is essential to facilitate comparisons between 
different studies. The pooling of data increases confidence 
concerning the relationship of environmental risk factors in 
the development of cardiovascular and respiratory diseases. 
The Epidemiology Standardization Project (Ferris, 1978) was a 
major undertaking to standardize tests of pulmonary function 
and chest radiographs for epidemiological use in addition to a 
questionnaire on respiratory symptoms. Evidence of the 
advantage of standardization was reported by the Pooling 
Project Research Group (1978) who pooled data from a number of 
major independent longitudinal studies of risk factors such as 

- serum cholesterol, blood pressure, smoking habits, relative 
weight, and ECG abnormalities in the incidence of major 
coronary illness. 

Blackburn (1965) and Rose and his collaborators (1982) 
have described a classification system, now in a revised form 
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and known as the Minnesota Code 1982, from which it is 
possible to evaluate ECG measurements according to exact 
dimensional criteria, and which has been used extensively in 
the earlier form in epidemiological surveys. Schwartz & Hill 

	

(1972) examined the problem of standardization for cholesterol 	- 
analysis, as different laboratories use different methods of 
extraction of cholesterol from serum and of isolation of 
cholesterol, and different types of colour reaction. 

Comparability of results 	is 	affected 	if different 
investigators use different methods. Problems occur if 
different investigators use different numbers of practice and 
test trials and examine different quantitative aspects of the 
measures of cardiovascular and respiratory function. The 
British Medical Research Council (Medical Research Council, 
1966) recommended the use of three technically satisfactory 
exhalations after two practice trials in the forced expiratory 
manoeuvre. Tager and co-workers (1976) have compared the 
three largest and the three last of five forced expiratory 
manoeuvres and recommended that five forced exhalations should 
be made and the three largest recorded. Epidemiological 
studies based on a single measurement of blood pressure may 
give an erroneous representation of the prevalence of 
hypertension (Armitage et al., 1966; Carey et al., 1976; Hart, 
1970). The mean value derived from single measurements taken 
at relatively lengthy intervals corresponds more closely to 
the subject's general level of blood pressure than do single 
readings (Armitage et al., 1966; Arinitage & Rose, 1966). 

	

The ability of the cardiovascular or respiratory test to 	- 
detect functional abnormality can be influenced by changes in 
diagnostic criteria. 	For example, Rose & Blackburn (1968) 
state that the definition of myocardial infarction to persons 
with Minnesota Code 1:1 (extensive Q/QS changes) may reduce 
the prevalence to well below 1%, even in countries where the 
incidence is high. 

In blood pressure measurement using a sphygmomanometer, 
potential sources of variability include variable size of cuff 
and deflation speeds and observer preferences for certain 
terminal digits, usually 0 or 5 (Rose et al., 1964). There 
have been several studies (Blackburn, 1965; Higgins et al., 
1965) of observer variations in the coding of electrocardio-
grams by the Minnesota Code, If the interobserver and 
interinstrument variations are substantial, the small 
difference observed between the subpopulations being studied 
may lie within this range. To eliminate these influences, 
which can confound the interpretation of results, it is - 
advisable to use random-zero sphygmomanometers and 
standardization of the sound at which the blood pressure 
levels are recorded. 
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Intrasubject variability can be affected by various 
factors including age, sex, seasonal and diurnal variation, 
stress, genetic characteristics, and drugs. Blood pressure 
readings can be influenced as well by the time of day, amount 
of rest, physical strain, and pain or excitement that precedes 
the measurement (Bevan et al., 1969). Rose and his co-workers 
(1982) state that meals, glucose administration, smoking, and 
heavy physical exercise in the two hours preceding the ECG 
recording can influence the measurement. 

The PEFR, FEV, and FVC (maximum expiratory volume with 
maximum effort to full inspiration) can vary with season 
(Morgan et al., 1964) and time of day (Guberan et al., 1969). 
Green and co-workers (1974), in a study of the variability of 
maximum expiratory flow volume curves found that flows above 
70% of vital capacity varied substantially between 
individuals, which was attributed to the degree of individual 
efforts. There is some variability in measures taken at low 
lung volumes owing to failure to reach the same minimal lung 
volume on repeated efforts (Black et al., 1974). 

The precise criteria for distinguishing normal from 
abnormal functioning are complicated by the relationship of 
cardiovascular and respiratory variables to age, sex, and 
other factors. Techniques have been developed to overcome the 
problem of controlling for these confounding effects. Ferris 
(1978) discussed such techniques for respiratory tests. For 
blood pressure measurement (Tyroler, 1977), these included the 
use of standardized blood pressure scores referred to a common 

-  age and of age-specific standard deviations from the means for 
that stratum, which is the most comonly used and reported 
method for the adjustment of blood pressure for major age, 
sex, and ethnic origin effects. Black and collaborators 
(1974) and Knudson and co-workers (1976a, b) have determined 
"normal" values for the expiratory flow volume curve at 
selected lung volumes. 	Although they provide prediction 
equations based on height, age, and sex, 	intrasubject 
variability in performance can reduce the ability of the 
measure of expiratory volume to distinguish normal from 
abnormal functioning. 

4.4.4 	Radiographic measurements 

The 	epidemiological 	use 	of 	radiography has 	made 
considerable advances, especially in developing methods for 
studying dust diseases of the lung. Historically, schemes 
devised were related to the diagnosis and classification of 
severity of disability for a few specific diseases. The 
Current concept is that observers should describe and quantify 
the opacities observed in the chest radiograph, rather than 
interpret these findings. Although changes are considered to 
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lie on a continuum, the ILO International Classification of 
Radiographs of pneumoconioses provides a means for the 
systematic recording and ranking, in a simple reproducible 
way, of radiographic changes in the chest produced by dust 
(ILo, 1980). It provides a text and a set of standard films 
that define the limits of normality and guide the film reader 
in the classification and quantification of radiographic 
features. A full plate posteroanterior film is required and 
the technical desiderata for radiographic technique and 
reading conditions are specified. Each film has to be read by 
several trained and quality controlled readers. The 
derivation of a final score for the film is still a matter for 
discussion (Fox, 1975), as is the sequential study of a series 
of films (Reger et al., 1973). Nevertheless, valuable use of 
the scheme has been made in epidemiological studies of 
coalminers for dust standard setting (Jacobsen, 1972) and it 
has been used for studies in other industries as for example 
by the Employment Medical Advisory Service, 1973 (asbestos), 
by Lloyd-Davies, 1971 (foundries), and by Fox and co-workers, 
1975 (potteries). It has been possible to detect interaction 
between the occupational environment and the cigarette smoking 
habit. 

On the other hand, radiographic signs of obstructive lung 
diseases and their relation to morphology have not been very 
useful nor have they been standardized (Higgins, 1974). Chest 
radiographs can be used to obtain total lung capacity (TLC), 
but TLC is not a critical epidemiological measurement (Ferris, 
1978). Chest radiographs are still a major tool for 
appraising the possibility of lung cancer. 

4.4.5 	Hypersensitivity measurements 

Immunological reactions are functional changes that can be 
environmentally induced (Litvinov & Prokopenko, 1981). 
Immediate hypersensitivity (IgE mediated) responses may be 
associated directly or indirectly with air pollutants or 
smoking (Lebowitz, 1981). It is hypothesized that 
particulates of the size that impact on the nasal pharyngeal 
area, or some gases such as sulfur dioxide, may release 
mediators through a variety of pathways. These mediators may 
lead to an asthmatic type reaction, that is generally acute, 
but may be associated with chronic effects. There are various 
skin tests for immediate hypersensitivity, including those 
that use histamine or non-specific antigens. There are also 
serological tests for IgE. Responses to skin tests have been 
used as an intervening variate in the study of air pollution 
effects (van der Lende, 1969). The tests are easy to 
administer and measure, the standard protocols have been 
developed and studies have been performed examining immediate 
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hypersensitivity responses to various environmental antigens 
(Pepys, 1968). Various B and T cell immune mechanisms may be 
appropriately studied in chronic obstructive pulmonary disease 
responses to environmental agents. 

Bronchial challenge is another method by which the role of 
immediate hypersensitivity and bronchoconstriction is 
assessed. Standard protocols for challenges with spirometric 
measurements before and after challenge have been formulated, 
such as for histamine (van der Lende et al., 1973). 

4.4.6 	Example: Effects of manganese on the respiratory and 
cardiovascular systems 

Saris and colleagues (1975, 1977a, 1977b) studied the 
effects of manganese aerosols in and around a ferro-maganese 
alloy smelter in Yugoslavia that has been operating since 
before 1940. The hypotheses were that the exposed workers and 
the community population experienced more acute respiratory 
diseases, especially pneumonia and bronchitis, and the exposed 
workers would show some neurological signs and increased blood 
pressure. Unexposed control workers and populations were used 
for comparisons. Ambient sulfur dioxide, sulfate, and 
respirable manganese concentrationa were sampled within the 
factory, at five sites around the factory, and at a control 
point, 25 km distant. Sulfur dioxide was low everywhere with 
an annual mean of 13-27 iig/m 3  and a maximum of 47-122 
g/m3 , and sulfate was about 9.9-13.9 )19/m 3 . Mean 
concentrations of manganese were 0.3-20.4 g/rn 3  in the plant 
(400 workers) and 0.002-0.302 pg/rn 3  in the control plants 
(about 800 workers). Zones around the plant had annual mean 
manganese concentrations of 0.236-0.39 )ig/m 3  (8 700 people) 
0.164-0.243 pg/m 3  (17 100 people), 0.042-0.099 pg/m 
(5 300 people) and the manganese levels at the control point 
were 0.024-0.041 pg/n3 . 

A retrospective study of work absenteeism due to pneumonia 
and bronchitis from workers' medical files showed an increase 
in incidence rates correlated with exposure. The British 
Medical Research Council questionnaire (Medical Research 
Council, 1966), a neurological questionnaire, spirometry, and 
blood pressure measurements were used in the cross-sectional 
study of workers. There was more chronic respiratory disease 
in exposed smokers compared with unexposed smokers, but not in 
exposed non-smokers. 

Based on the contribution from Dr N. Sari, Institute of 
Medical Research and Occupational Health, Zagreb, 
Yugoslavia. 
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Spirometric results were lower in those exposed for more 
than ten years. Neurological signs occurred in 16.8% of 
exposed workers and less than 6% of controls, but clinical 
manganism was not present in any group. Diastolic blood 
pressure was also higher in exposed workers than controls. A - 
prospective study of town inhabitants using data available 
from the local chest clinic, showed increased incidences of 
acute bronchitis and peribronchitis, but not of pneumonia, 
related to the zone of residence. Children under age 4 years 
were especially affected. School children and their families 
were studied with spirometry and acute disease questionnaires 
(as carried out by Shy et al., 1970). Those in the exposed 
town showed a tendency towards lower spirometric values and 
had a higher incidence of acute respiratory disease. 

4.5 Effects on Nervous System and Organs of Sense 

4.5.1 	Central and peripheral nervous systems 

Disorders of the nervous system are mediated by alteration 
in structure or function of the various components of the 
central nervous system, the motor and sensory portions of the 
peripheral nervous system as well as functional and organic 
disorders of the autonomic system. Environmental agents may 
act directly on the nervous system or the injury may be 
mediated by circulatory disturbance or by vascular accident. 

Some signs may be observed clinically including 
alterations in aim and sensation. Disorders of the autonomic 
system may be manifested as functional disturbances of the 
cardiovascular system (e.g., cardiac arrhythmia and 
vasospasticity). Vasospasticity can be expressed clinically 
by signs of skin pallor and coldness. In practice, while it 
is occasionally possible to observe the effects mediated by a 
single lesion of a particular part of the central nervous 
system, complex disorders may occur involving symptomatic and 
behavioural changes that are gross enough to be detectable on 
clinical examination or more subtle changes that require 
electrophysiological examination and sophisticated behavioural 
investigation for their detection. 

Friedlander 	& 	Hearne 	(1980) 	reviewed 	available 
neurological examination methods used for epidemiological 
studies including: 	electroencephalography (EEC) for studies 
on styrene and mixed solvents; nerve conduction velocity 
measurements for styrene and mixed solvents; sensory nerve 
conduction 	velocity 	measurements 	for 	mixed 	solvents; 	- 
measurements of slow nerve fibres conduction velocity for lead 
and 	trichloroethane; 	electromyography 	(EMG) 	for 
trichloroethane, 	2-hexanone 	(methylbutyl 	ketone), 	mixed 
solvents and lead;electroneuromyography for mixed solvents; 
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specific questionnaires for chiordecone (Kepone) (tremor, 
nervousness), methylmercury (paraesthesia), trichioroethane 
(headache, nervousness) and maganese (tremor and other 
symptoms). 

The neurological methods used for an epidemiological study 
of employed workers exposed to lead and of controls (Baloh et 
al., 1979) included clinical neurological examinations, 
oculomotor function tests, nerve conduction studies and 
auditory measurements. The clinical neurological examination, 
though known not to be sensitive for detecting the early 
effects of increased lead absorption, was carried out 
primarily to exclude confounding conditions. The neurologist 
was required to pay special attention to early signs of 
peripheral neuropathy. Oculomotor function tests were carried 
Out to make precise measurements of the extraocular muscles 
and their brain control system. The test battery included 
tests of saccadic and smooth pursuit and optokinetic 
nystagmus. Nerve conduction studies included fast and slow 
motor conduction velocities in ulnar and peroneal nerves and 
sensory latencies of ulnar and sural nerves. Environmental 
and skin temperatures were carefully controlled during these 
examinations. Under standard acoustic conditions, a battery 
of tests was carried out to determine the magnitude of hearing 
loss and to differentiate the sites of lesion. 

In a survey of shoe and leather workers exposed to 
solvents, a very high prevalence of polyneuropathy was 
observed in persons, supposedly normal according to clinical 

-  examination of muscle tone, tendon reflexes, muscle wasting 
and normal sensation, when compared with a control population 
(Buiatti et al., 1978). Electromyography was carried out 
using needle electrodes and motor conduction velocity was 
measured in the median and lateral popliteal nerves. 
Conduction velocity was considered to be in the pathological 
range, when it was lower than the 95% confidence limits for 
values in the normal control population of the same age. For 
an electromyographical diagnosis of polyneuropathy, the 
presence of spontaneous activity, polyphasia, and irregular 
potentials and a reduced interference pattern were considered, 
as well as alteration in the size of motor responses and 
sensory action potentials. Examining motor nerve maximum 
conduction velocity, the authors observed not only that 
maximum conduction velocity fell with age, but that exposure 
to solvents increased the physiological lowering with age. 
When analysing the decrease in maximum conduction velocity as 
a function of age in the group of workers not considered to 
have polyneuropathy, it was possible to differentiate between 
them and the normal control population. However, it was not a 
reliable criterion for the diagnosis of polyneuropathy, when 
taken in isolation. These methods are not always considered 
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suitable for field work. The use of surface electrodes is 
more socially advantageous than needle electrodes. 

EMG and EEG have also been used for epidemiological 
studies of exposures to organophosphorus compounds (Roberts, 
1979; Duffy & Burchfield, 1980). - 

With regard to the effects of physical factors, some 
neurological tests have been used. In an epidetniological 
study of vibration white finger (Pelmear et al., 1975), the 
objective tests used included depth test aesthesiometry, two 
point discrimination and the vibrotactile threshold. In 
another epidemiological study on effects of vibration, 
Vaskevich (1978) employed electroaesthesiometry to measure 
impairment of electrotactile sensation and elevation of pain 
threshold as well as reflex response times. He discussed 
other methods of measurement and how they might be used for 
discriminating between the various sites in the nervous system 
for the functional lesion. A range of electrophysiological 
tests exists for sensory motor nerve conduction and for the 
study of motor power and physiological and adventitious 
movement of eyes and limbs. However, electroneurophysiolo-
gists will not always agree on the battery of tests required 
or on their interpretation. 

4.5.2 	Ear: Effects of sound 

The study of the prevalence and degree of hearing loss 
lend 	themselves 	to 	field 	studies 	employing 	screening 
audiometers or diagnostic audiometers and the provision of 	- 
transportable sound-insulated booths. National and 
international standards have been set for virtually all 
aspects of hearing monitoring. These standards range from the 
specification for the design and operation of audiometers and 
the practice of audiometry, to calibration and testing of 
calibration, designs for headphones and their testing, and for 
the design and performance of acoustic booths. Over the past 
decade, there have been a number of changes in these 
standards. Therefore, before embarking on an audiometric 
study, it would be wise to refer to the appropriate national 
institute responsible for standard setting or to the Inter-
national Organization for Standardization (Iso). Taking such 
standards into consideration, it is possible to design methods 
suitable for epidemiological audiometric studies (Health and 
Safety Executive, 1978). Where appropriate, further labor-
atory tests may be employed to pinpoint the site of the lesion 
and to quantify the order of disability (Baloh et al., 1979). - 

An example employing mobile facilities on a large scale, 
but with relatively unsophisticated means of analysis, is 
given in an occupational noise surveillance study in Austria 
involving 165 000 tests (Raber, 1973). Facilities have now 
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been developed for the direct recording of audiograms on tape 
or disc systems and for their filing in a minicomputer for 
easier data handling and subsequent analysis. 

Apart from sound energy, neurotoxic agents may affect 
perceptive hearing and balance, including lead and carbon 
monoxide, as may barotrauma and electrical energy. Agents 
that produce obstructive chronic inflamatory lesions in the 
nasopharynx may lead to conductive disorders of hearing and 
disorders of balance. The investigation of non—conductive 
deafness is a laboratory activity as is the investigation of 
disorders of balance. 

4.5.3 	Eye and vision 

Environmental and occupational eye diseases include: 
(a) irritation of the cornea and conjunctiva (acute or 
chronic) from a variety of gases, fumes, and dusts (e.g., 
bromine, chlorine dioxide, hydrogen sulfide) leading to 
discomfort and temporary visual impairment from coloured 
haloes; (b) corneal dystrophy, for example, from occupational 
exposure to coaltar pitch, leading to deformation of the 
cornea, keratoconus, and progressive astigmatism; (c) 
staining of the cornea, by quinones and other organic 
compounds, which may be intense enough to impair vision and 
affect colour vision; (d) lens changes because of deposition 
of metal or alteration of the lens material producing a range 
of opacities (e.g., due to ultraviolet and infrared light) 

-  from asymptomatic to blinding cataract formation; (e) retinal 
injury which may be asymptomatic or, where the fovea is 
affected, lead to a loas of central vision and fine 
discriminations; (f) optic neuritis (e.g., due to alcohol or 
tobacco), with effects ranging from peripheral field loss to 
total blindness; (g) visual cortical atrophy, from 
alkylmercurial compounds, with various degrees of visual 
impairment; 	(h) derangement of accommodation, due to some 
organic compounds; 	(i) diplopia, due to carbon monoxide, 
methyl chloride, or alkyltin compounds; 	(j) visual field 
constriction, associated with exposure to carbon disuiphide, 
carbon monoxide, or ethyl glycol; and (k) nystagmus, due to 
poor illumination. 

One of the earliest effects on the eyes demonstrated on 
the victims from the atomic bomb explosions in Hiroshima and 
Nagasaki, was the occurrence of lenticular opacities. A small 
number of well—developed cataracts have been observed, but for 
the most part, the lesions have consisted of a posterior 
lenticular sheen or of small subcapsular plaques that do not 
interfere with vision (Finch & Moriyama, 1980). 

Eye strain, in numbers of persons affected, is the most 
prominent condition. Even where refractive errors are absent 
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or have been corrected, it may occur under circumstances 
because of lighting of inadequate intensity, poor contrast, 
glare, imperfect visual presentation often compounded by 
psychological factors including management deficiencies. 
Although it does not threaten vision, it makes demands on 	- 
nervous energy and may lead to symptomatic complaints of 
headaches of various degrees of intensity; there may also be 
signs of conjunctival irritation. 

The study of organic lesions of the eye necessitates the 
services of a clinical ophthalmologist: the apparatus required 
and the contlitions of examination do not lend themselves 
readily to field study. Simple near and distant vision tests 
may be used, -which are designed to determine the ability to 
discriminate objects that subtend particular angles at the 
eye. They have been designed to deal with the literate and 
the non-literate, but it is necessary to standardize the 
lighting and other conditions under which they are carried 
out. Relatively easy tests exist for stereoscopic vision and 
colour appreciation that commend themselves for field use; 
however, their execution and interpretation may be difficult. 
Transportable and portable instruments have been designed to 
provide a battery of tests of visual functions under 
standardized conditions for screening purposes. The study of 
visual fields has been a time-consuming exercise, and current 
developments are restricted to the clinic. 

Any attempt to measure the effect of environment on 
functional or organic disease in particular populations, 
unless the excesses are extreme or the lesions are peculiar, 	- 
requires that their incidence or prevalence rate in a control 
population be determined. 	For example, with the limited 
evidence on human exposure to the electromagnetic spectrum, it 
is not possible to state an exposure/response relationship for 
the appearance of lenticular opacities from cataracts, nor to 
determine whether the disease of the eye is commoner in 
exposed 	populations. 	However, 	contributions 	to 	the 
determination of the prevalence of common eye disorders have 
been made in a study, known as the HANES study, of a 
population of some 10 000 persons, 	using a symptom 
questionnaire and a standardized ophthalmological examination 
(US National Health and Nutrition Examination Survey, 1972; US 
Department of Health, Education and lelfare, 1973). To test 
the hypothesis that radiant energy (sunlight) was an important 
causal factor in the development of cataracts, Biller and 
collaborators (1977) used data from the HANES study and from a 
group of blindness registries in the USA, and related 	- 
prevalences to average annual sunlight hours in each 
geographical area, taking non-cataract disease as controls. A 
technique for studying exposed and controlled persons 
employing two ophthal.nologists to minimize observer bias is 
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given by Elofsson and coworkers (1980) together with a 
protocol for ophthalmological investigation. 

4.6 Behavioural Effects 

4.6.1 	Effects of environmental exposure 

The effects on mental health of environmental agents fall 
into three broad categories. The first includes effects that 
are directly attributable to structural or functional damage 
to the central nervous system (cNs), such as those resulting 
from carbon monoxide or carbon disulfide poisoning. The 
second category includes effects that arise as a generalized 
behavioural (or psychosocial) response of the individual to a 
physiological impairment caused by a noxious factor, for 
example, the syndrome of irritability, depression, and loss of 
interest in a person who has developed a chronic lung disease 
following long—term exposure to industrial dusts. 

A classical epidemiological precedent was the study of the 
etiology of pellagra (Goldberger, 1914), in which 
environmental causes of what had been previously considered an 
endogenous disease, were revealed by epidemiological mapping 
of the cases of pellagra psychosis and the distribution of 
dietary patterns in the population. 

For the best results in applying epidemiological methods 
it is necessary to be familiar with the clinical 
manifestations of CNS responses to exogenous insults, and with 

- the individual's ways of coping with impairment. These 
responses, constituting the first of the above categories, 
have been described as 'exogenous reaction types' (Bonhoeffer, 
1909), or as 'psychoorganic syndromes' (Bleuler, 1951), and 
can be presented as shown in Table 4.1. 

The scheme in Table 4.1 does not exhaust the great variety 
of clinical manifestations of organic damage to the central 
nervous system, but the conditions listed are characteristic 
examples. Distinctions between acute/chronic, and 
generalized/focal, are never quite clear—cut, and many 
transitional phenomena may occur between them. 

The second category of mental health effects, as mentioned 
above, comprises a wide variety of behavioural responses of a 
predominantly neurotic or emotional type, often accompanied by 
characteristic physiological dysfunctions (psychosomatic 
reactions). Such responses may arise, either under the 
influence of unpleasant or stressful environmental stimuli 
(e.g., noise), or as a behavioural (symbolic) overlay of 
physical impairment. In both cases, they are mediated by the 
previous experience, attitudes, and coping skills of the 
personality, as well as by the social environment. 
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Table 4.1. Clinical manifestations of organic 
damage to the central nervous system (Cbs) 

Predominantly 

CNS resonse 	Generalized 	 Focal 

Acute 	 Confused states(l) 	 Epileptic siezures, 
Other neurological 
manifestations 

Chronic 	Korsakov—type psychosis(2) Frontal lobe syndrome(3) 
Deventia(4) 	 Temporal lobe syndrome(5) 

Parietal lobe syndrome(T) 

(!) Disorientation, excitement or stupor, incoherent speech, 
hallucinations, acute anxiety or euphoria. 
Memory disturbance, confabulations. 
Personality change, loss of control over own behaviour. 
Loss of learning ability, intellectual deterioration, apathy, 
social withdrawal. 
Language difficulties, apraxia, emotional instability. 

(5) Reading difficulties, arithmetic difficulties, disturbance of body 
image. 

Until recently, knowledge about the mental health effects 
of environmental agents was derived mainly from clinical 
studies, following short- or long-term exposure to agents, 
such as lead, mercury, organic mercury compounds, manganese, 
thallium, methyibromide, tetraethyl lead, and carbon 
monoxide. A synthesis of such knowledge has been provided by 
Lishman (1978). Many behavioural toxicology studies have been 
focused on the effects of heavy metals or chemicals that are 
common in industry, such as petroleum distillates, jet fuel 
(Knave et ml., 1978), organic solvents (Hnninen et al., 1976; 
Lindström, 1973), and carbon disulfide (Hnninen, 1971). A 
review of recent research in such areas is provided by Florvath 
(1976). Environmental pollutants of a physical nature have 
also been the subject of studies, for example, the 
investigations of the mental health effects of aircraft noise 
around airports (Gattoni & Tarnopoisky, 1973; Jenkins et al., 
1979; Shepherd, 1974). 

4.6.2 	Indicators and measurements of effects 

The epidemiological approach requires suitable indicators 
and the application of some standardized measurement of 
effects, though cruder methods based on clinical records and 
hospital admission data have been of use as well (Edmonds et 
al., 1979). The indicators of behavioural effects of noxious 
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environment agents fall into two broad groups as shown in 
Table 4.2. 

Psychological tests have proved to be effective in the 
detection and assessment of organic brain damage, and relat- 

b ively simple techniques, such as Raven's progressive matrices 
and vocabulary and memory tests, can be both reliable and 
practical in field studies involving the screening of a large 
number of individuals. A concise guide to the most widely-
used psychometric tests is included in Lishman's review (1978). 

Table 4,2. 	Indicators of behavioaral effects 
of noxious environmental agents 

Indicators 	 Examples of methods of measurement 

Measures of psychological 	Psychological and psychophysiological 
and psychophysiologicel 	 tests (e.g., performance, verbal 

functioning 	 learning tests; skin conductance 
changes in response to standard 
stimuli) 

Measures of mental state 	Psychological and psychiatric 
and behaviour 	 screening questionnaires; 

standardized psychiatric interviews 

Nate: 	Neurological effects must be clarified first, 	using methods 

previously described (section 4.5) 

Instruments, used in the standardized assessment of mental 
state and behaviour, fall into two groups: 

(a) screening instruments 

Most of these are relatively short questionnaires that can 
be self-administered or used as an interview by a research 
assistant, for example, the General Health Questionnaire (GHQ) 
developed by Goldberg (1972), which is now available in 
several languages. In a modified form, this has been used in 
several WHO coordinated cross-cultural psychiatric studies. 
The scoring of the "yes/no" responses of the subject to a 
number of questions is simple, and cut-off points are provided 
for the sorting of respondents into a group of likely cases of 
psychological disorder and a group of likely non-cases. The 
GHQ and other similar instruments are not diagnostic tests, in 
the sense that they do not lead to a subclassification of the 
detected cases into diagnostic categories. Therefore, their 
great usefulness is as first-stage screening tools for the 
selection of affected individuals for more detailed 
investigation. 
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(b) Mental state and psychosocial functioning assessment tools 

These include the Present State Examination (PSE), which 
has been the main assessment tool in major cross-cultural 
studies of functional psychoses (WHO, 1974; WHO, 1979a) and is 	- 
available in 19 different languages. The PSE is a structured 
interview guide based on clinical concepts, and has been 
designed for use by psychiatrists, who receive brief special 
training before applying the instrument in research projects. 
It can be used to elicit and record information about the 
presence or absence of 140 clinical symptoms the operational 
definitions of which are provided in a glossary (Wing et al., 
1974). This information can be processed by a computer 
diagnostic program (CATEGO) which produces a standard 
diagnostic classification of cases. The PSE exists also in a 
shorter version, the administration of which in an interview 
can take 10-45 mm 	(depending on the number of symptoms 
present) and can be applied by interviewers who are not 
psychiatrists, provided that they receive the special training 
required. Although the PSE provides systematic coverage of 
all major areas of psychopathology, it was not specifically 
designed for the study of organic brain syndromes. 	It is 
necessary to combine the PSE interview with the application of 
some simple tests for organic brain damage, if such pathology 
is suspected among the population studied. 

Among other instruments available for epidemiological 
research is the Disability Assessment Schedule (DAS) developed 
by the World Health Organization for standardized recording of 
information about disturbances in social behaviour and 
adjustment. This is a semi-structured interview that can be 
used as a complement to the PSE and can be applied by a social 
worker or a research assistant. 

4.6.3 	Interpretation of data 

Adequate consideration should be given to procedures 
necessary for achieving and sustaining a high level of 
interobserver and intraobserver reliability of the assessment 
of psychological and behavioural variables (section 4.1.2). 

Interaction effects are often the rule in behavioural 
research, and these should be taken into account, both in the 
design of the study and in data analyses (Cooper & Morgan, 
1973). The mental health effects of environmental agents will 
be influenced not only by the length and intensity of 
exposure, but also by factors such as age, sex, previous 	- 
personality, learning, and social experience, and various 
individual levels of susceptibility. Therefore, the question 
of the selection of a control population is a more complex one 
when behavioural 	effects 	are 	studied. 	However, 	the 
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recognition of many interacting factors must not lead to an 
unnecessary proliferation of items in the research instruments 
as this would make a meaningful analysis of the data collected 
impossible. 

4.7 Haemopoietic Effects 

The 	haematological 	system 	is 	affected 	by 	many 
environmental agents, both chemical and physical. These 
environmental agents can be loosely grouped under the 
following two headings, reflecting their relative involvement 
in the haematological system in toxicological action. 

4.7.1 	Environmental agents inducing direct toxic effects 
in the haematological system 

These include agents such as benzene and ionizing 
radiation affecting haemopoietic precursor cells. In a recent 
retrospective evaluation of the occupational history of 
patients with acute non-lymphoblastic leukaemia in conjunction 
with cytogenetic findings, it was suggested that perhaps 50% 
of such leukaemias had been caused by environmental agents 
(Mitelman et al., 1978); though this claim awaits 
confirmation. 	A number of environmental agents directly 
affect circulating red cells. 	Inhalation of relatively low 
levels of arsine (AsH3) induces acute haemolysis, which is 
frequently fatal. 

Methaemoglobinaemia is produced by certain aromatic 
hydrocarbons, including aniline dyes and sulfonamide 
derivatives. Alteration in the ability of hasmoglobin to bind 
or release oxygen is a potential mechanism of toxicity of 
environmental agents. Chemicals with oxidizing properties can 
induce Heinz body haemolytic anaemias. There are a number of 
inherited abnormalities of red cell function that increase 
individual susceptibility to environmental agents, producing 
methaemoglobinaemia or Heinz body haemolytic anaemias. These 
include unstable haeinoglobinopathies, such as methaemoglobin 
reductase deficiency and glucose-6-phosphate dehydrogenase 
(G-6-PD) deficiency. The latter is relatively common in a 
mild form, possibly associated with systemic protection 
against malaria. There are, however, more severe variants of 
G-6-PD deficiency in which exacerbations due to environmental 
agents could have potentially grave consequences. 

Many environmental agents also affect immunoglobulins 
circulating in the blood that are important in sensitization, 
allergic reactivity, and general host resistance. 
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4.7.2 	Environmental agents inducing indirect toxic effects 
in the haematological system 

The haernopoietic system may be indirectly affected by 
almost any chronic disease state. For instance, environmental 	- 
processes producing chronic lung disease may lead to secondary 
polycythaemia, while those causing chronic renal disease will 
generally result in anaemia. An elevated granulocyte count is 
the usual response to acute injury of any organ system. There 
are also agents that have direct effects on the haematological 
system, .but exert their principal toxicity in other organs. 
An example is lead: the anaemia and relatively specific 
changes in haem metabolism are of diagnostic value and provide 
insight into certain mechanisms of effect. However, the more 
important signs of dysfunction occur in the central and 
peripheral nervous system, varying with age at exposure and 
the nature and exposure levels of the lead compounds. 

4.7.3 	Measurements and their interoretation 

Blood cells are one of the most accessible human tissues, 
and therefore relatively more is known about these cells, both 
in terms of understanding basic biomolecular processes as well 
as associating changes in this system with disease processes. 
The information obtainable from laboratory evaluation of blood 
cells is pertinent both to disorders of the haematological 
system and to diseases primarily affecting many other organs 
in which blood cell changes occur as secondary 
manifestations. Its accessibility, at no significant risk to 
the subject, makes it possible to include fairly simple 
examination of mature blood cells in population studies. 
Recent advances in medical technology have resulted in 
improved ability to perform routine haematological studies 
that are reproducible, rapid, and inexpensive. Thus, many 
formerly highly—specialized laboratory procedures may be used 
now in epidemiological studies. 

The obvious haematological laboratory tests for use in 
epidemiological studies are the standard procedures usually 
covered by the term "complete blood count". There is a wide 
range of "normal" values for most blood elements. The counts 
cited as abnormal also vary greatly among laboratories. 
Unless particular care, such as the analytical quality 
assurance procedures, is taken, the use of routine blood 
counts can be an insensitive means of detecting small but real 
differences between populations due to differences in exposure 	- 
to environmental agents. 

For population studies of circulating erythrocytea, where 
complex automated equipment is not available, the 
microhaematocrit prformed on approximately 0.1 ml of blood in 



- 169 - 

a capillary centrifuge 	is 	probably preferable to the 
spectrophototnets-ic determination of haemoglobin levels and 
certainly preferable to the manual red cell count. One of the 
more recent advances in automated cell counting is the use of 
machinery to perform differential white cell counts. Though 
it is still too soon to gauge the relative effectiveness of 
this procedure, accurate differentials, in conjunction with a 
total leukocyte count, may be of value in studying populations 
for the effects of environmental pollutants. For instance, 
lymphocytopenia is known to be a consequence of benzene 
exposure and there are suggestions that lymphocyte levels may 
be affected by such diverse situations as polybrominated 
biphenyl toxicity and zinc deficiency. 

Modern instrumentation has also been developed for the 
rapid evaluation of other specific haematological parameters 
of more limited application. Two excellent recent examples are 
instruments of use in the study of lead absorption and 
neonatal hyperbilirubinaemia. A single drop of blood placed 
on a filter paper, is then automatically inserted into a 
compact light-weight fixed fluorometer providing an immediate 
digital read out of zinc protoporphyrin, free erythrocyte 
protoporphyrin, and erythrocyte protoporphyrin levels. These 
species of protoporphyrin are increased following lead 
absorption and should therefore be an excellent tool for 
population studies of inorganic lead effects (Eisinger et al., 
1978). For the interpretation of the results, a knowledge of 
the chemobiokinetics of lead is essential. An instrument, 
which depends on specific 	fluorescence, 	measures 	free 
bilirubin in minute amounts of neonatal blood. A widely-
adopted, relatively simple and reproducible assay might make 
possible the type of comparison studies that would lead to 
identification of environmental factors involved in neonatal 
hyperbilirubinaemia. 

4.7.4 	Example; Effects of low lead concentrations on 
workers' health! 

Studies of low-intensity exposures to lead have been 
conducted in the USSR on male and female solderers and on 
unexposed female controls. The solderers were generally (64%) 
exposed to levels of lead below 0.01 mg/rn 3  (the USSR maximum 
permissible level); 95% of samples were below 0.02 mg/rn 3 . 
Lead on the skin ranged from 0.043 mg/100 cm2  (before work) 
to 0.057 mg/lOO cm 2  (after work), and lead on the clothes 

! 	Based on the contribution from Professor A.V. Roin, 
Order of Lenin Central Institute for Advanced Medical 
Training, Moscow, USSR. 
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averaged 0.22 uig/100 cm 2 . it was estimated that intake by 
ingestion and absorption through any external surface was less 
than that by inhalation and all three intake modes at work 
were less than lead intake from food (0.3 mg/day). 

	

To determine the possible effects of the exposure to lead, 	- 
various haematological and biochemical indices were measured. 
The results showed disturbances of porphyrin metabolism and 
changes in enzyme activity, protein fractions of blood serum, 
liver function, and blood cell production. This indicates 
that exposure to relatively low concentrations of lead, i.e., 
levels less than the established health standard, produced a 
complex of haematomorphological and biochemical changes, which 
must be regarded as early signs of effects of lead. 

After termination of the lead exposure, the previous 
biochemical and haematological deviations in the women wo-kers 
tended to return to normal, and the porphyrin metabolism and 
other indices investigated showed normal values. 

4.8 Effects on the Musculoskeletal System and Growth 

4.8.1 	Effects of environmental exposure 

Only rarely do musculoskeletal disorders have a fatal 
outcome and so virtually all studies are of morbidity, in 
terms of disturbance of, or interference with, normal 
structure and function. 	Apart from certain occupational 
disorders, the most important target to be considered is 
bone. Physical development may be affected by exposures to - 
some chemicals. 

Some of the reported environmental effects on the 
musculoskeletal system are summarized as follows (in most 
cases the association is related to extreme occupational or 
accidental exposures rather than to those that would normally 
be encountered in the general environment): ionizing 
radiation, specifically bone-seeking isotopes, may lead to 
bone necrosis or bone sarcoma (as with strontium); ultra-
violet radiation may precipitate systemic lupus, through 
activation of lysosomal enzymes; electrical shock, in which 
trauma may lead to cervical disc degeneration; ultrasonics, 
which may lead to bone necrosis; extremes of barometric 
pressure may, due to gas embolism, lead to aseptic necrosis 
(head of the humerus and femur) in caisson disease and related 
conditions; thermal sensitivity has been associated with 
Raynaud's syndrome and aggravation of rheumatic syndromes; 
vibration may lead to Raynaud's syndrome, carpal 
decalcification, occasional soft tissue injury (bursitis, 
muscle atrophy, Dupuytren's contacture), or arthrosis 
(especially in elbow); fluoride exposure, skeletal fluorosis; 
iron exposure, siderosis progressing to spinal osteoporosis, 
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destructive lesions, and arthropathy (especially in hands) as 
seen in Bantus; 	lead exposure, gout associated with lead 
poisoning; arsenic exposure, osteoarthropathy; cadmium 
exposure, secondary osteomalacia resulting from renal damage; 
vinyl chloride exposure, osteolysis; asbestos exposure, 
hypertrophic osteoarthropathy with pulmonary disease;. 
phosphorus exposure, bone necrosis (phossy jaw); psi-
chlorinated biphenyls (PCBs) exposure, diminished growth in 
boys who had consumed rice oil contaminated with PCBs 
(Yoshimura, 1971) and smaller babies than normal, born to 
mothers with this disease (Yamaguchi et ml., 1971). 

4.8.2 	Identification of effects 

Many musculoskeletal disorders are diagnostically vague; 
they usually lack a specific feature or diagnostic test and 
may as a result be heterogeneous, with similar effects 
resulting from different causes. The methods for detection 
have not been very well developed. It is necessary to be 
alert to the array of syndromes that may be encountered, but 
systematic searches are cumbersome. By adopting a screening 
approach, it is possible to limit consideration to three 
features, though each unfortunately poses its own problems. 
The first, pain and weakness, can be elicited by 
questionnaires, but with all the attendant difficulties of 
behavioural phenomena related to subjective experience. The 
second, functional changes, can be elicited by physical 
examinations and functional tests, many of which are tests of 
other systems, as musculoskeletal changes may be secondary 
(see above). 

The third, structural changes particularly in bone, if 
they call for radiographic detection, raise ethical problems 
about radiation exposure as well as requiring technological 
sophistication (i.e., X—ray equipment, film processing 
facilities, etc.) and greater expense. For example, 
epiphysial deposition of lead (lead line) may be detected in 
children by radiography. The epidemiological use of 
radiography in the study of bone pathology, where small areas 
of rarefaction or reaction to necrosis feature, merits the 
same scrupulous attention to the establishment of reading 
standards, the training of quality control readers, and the 
improvement of film techniques, as in the case of chest 
radiography. Deformities such as lordosis and kyphosis of the 
spine and limitation of movement of joints may be measured 
objectively in a standard manner (Russe & Gerhardt, 1975). 

Indirect measures, such as incidence of disability or 
absence statistics, lack specificity as they are associated 
with multiple factors, as are population prevalence rates 
(Bennett & Burch, 1968a,b). Standardized epidemiological 
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methods, diagnostic techniques, and serological studies for 
rheumatic diseases have been discussed by Bennett & Wood 
(1968). 

4.8.3 	Intrinsic liability 	 - 

Biological and genetical factors contribute to variation 
between individuals in their susceptibility to outside 
influences. Differences in disease experience related to age 
and sex are very evident, though most of these have still not 
been accounted for. Human leukocyte antigens (lILA) and 
haemoglobinopathies of SS and SC genotypes have been 
associated with several musculoskeletal disorders in recent 
years. Other conditions such as spondylolisthesis may 
predispose individuals to the development of severe 
musculoskeletal changes like an incapacitating back symptom 
(Wood, 1972). 

4.8.4 	Extraneous influences 

The influence of very general and non-specific aspects of 
the individual's surroundings and highly particular 
disturbances of those circumstances may be confounding. This 
Is very evident with geographical variations; uncertainty 
arises about the relative importance of ethnicity (cultural or 
genetic), lifestyle, and specific agents in particular 
environments, such as minerals in the water supply. The 
ubiquity of many rheumatic disorders also gives rise to 
problems. Thus, the suggestion arises that the frequency of a 
well-recognized existing disorder may be increased in certain 
environmental circumstances. As in other situations, the 
occurrence of graded variation rather than discontinuous 
experience tends to blunt the precision of analysis and to 
make establishment of a causal relationship more difficult. 

4.8.5 	Development states 

In the case of studies of development, subjects may be 
categorized in terms of weight/height relationships. Some 
population studies are facilitated by not requiring persons to 
remove footwear, in which case allowance requires to be made 
for this artefact. Posture during measurement also requires 
to be standardized. Alternatively, skin thickness may be 
measured at standard sites using spring-loaded standardized 
calipers (Billewicz et al., 1962). 

Biological age standards and sexual development indices 
have been determined for clinical use: they may be adapted 
for epidemiological purposes. Studies of childhood physical 
development as influenced by the environment have been 
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conducted in the USSR (Melekhina & Bustueva, 1979) and in 
Poland (Pilawska, 1979). In studying the effects of 
pollutants on growth and nutrition, ethnic and cultural 
factors should be carefully taken into account (Chandra, 1981). 

4.8.6 	Example 	Endemic fluorosis! 

For a number of years, signs and symptoms of endemic 
fluorosis had been noted to occur in residents of several 
areas in India (e.g., Punjab, Andhra Pradesh, Karnataka). 
Several epidemiological studies were carried out in clusters 
of villages where the population was affected. There was a 
high incidence of dental mottling (50-70%) in those who had 
skeletal fluorosis. These subjects had joint pains, muscle 
wasting, and developed severe bone deformities, including 
sclerosis, kyphosis, and calcification, seen on X-ray. Nerve 
compression, with signs of radiculomyelopathy, was found on 
examination. The epidemiological studies showed higher rates 
in males than in females, in areas with sandy soil and where 
the summer water source was well water. Blood and urine 
samples yielded high levels of fluoride - 6 mg/litre and up to 
20 mg/litre respectively (normal levelsii are only traces in 
blood and less than 1 mg/litre in urine). Some bone specimens 
had levels up to 7 g/litre (the normal rangeb was less than 
300 mg/litre). The water samples obtained from the community 
had levels up to 14 mg/litre (Siddiqui, 1955; Singh et al., 
1961; Singh & Jolly, 1962). 

4.9 Effects on Skin 

4.9.1 	Environmentally-caused skin diseases 

Diseases of the skin, except skin cancer, are rarely 
life-threatening, though they can be a considerable annoyance, 
either in terms of effects on an individual or in terms of the 
number of persons that may be affected. The effects observed 
may result from the direct local action of the agent or may be 
mediated as part of a systemic disorder. In their causation, 
host factors such as idiosyncracy, hyperreactivity, and 
hypersensitivity may play a role. 

Adverse effects observed following exposure to physical 
and chemical agents include the following: unwanted 

- 	! Based on the contribution of Professor S.R. Kamat, K.E.M. 
Hospital, Bombay, India. 

Provided by the National Institute of Occupational Health, 
Ahmedabad, India. 
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pigmentation or loss of pigmentation; premature ageing with 
alteration of subepithelial connective tissue; 	inflammation, 
necrosis and atrophy; 	eczematous dermatitis, photoactinic 
sensitization; skin cancer (basal cell carcinoma, epithelionia 
and malignant melanoma), precancerous skin conditions and 
similar conditions of the mucose of the buccal cavity; acne; 
drying; maceration; hair loss or dystrophy of scalp hair and 
alteration of body hair; and disorders of the nails. 

Infections with microorganisms may complicate these 
conditions by aggravating a local skin lesion or by inducing 
adverse effects mediated by immunological mechanisms at 
distant sites. 

The agents associated with the disorders may be part of 
the general environment or may be found in foods, drugs, 
cosmetics, other consumer products, or occupationally. In the 
general environment, ultraviolet light is responsible for skin 
cancers among lightly pigmented inhabitants of sunny climates 
(section 4.3.2.3). Other portions of the electromagnetic 
spectrum, found within the general environment, do not play a 
significant role in the causation of skin disorders, unless 
there is a personal 	idiosyncracy or sensitization by 
chemicals. 	Low relative humidity and cold, again in 
association with personal susceptibility are responsible for 
dry scaly erythematous lesions on exposed areas (chapping). 
Cold on its own can produce injury on fingers and toes 
(chilblains) and other exposed parts. 

Food additives, drugs, and cosmetics have been responsible 
for skin eruptions produced by relatively simple local - 
sensitization as well as photo- and actinosensitization. 
Additives that enhance the keeping quality, or other 
performance, of foodstuffs have been responsible for outbreaks 
of dermatitis. Colouring agents such as tartrazine, used in 
drug formulae and foodstuffs, have produced sensitization. 
Several materials used for cosmetic purposes may be allergens, 
including orris root, bergamot, wool alcohol, parabens, and 
eosin dyes. 

Through occupation, a person may be exposed to a range of 
irritant, sensitizing, and carcinogenic agents. For example, 
coaltar materials have the potential for all three effects, 
with the sensitization also extending to photosensitivity. 
Among the more interesting recently-observed materials is 
vinyl chloride which, in addition to its other systemic 
effects, is associated with scleroderma-like skin lesions 
accompanied by micro-vascular changes (Maricq et al., 1976). 
Excessive exposure to ionizing radiation is associated with 
acute inflammatory effects, which may be followed by atrophic 
changes and skin tumours. Ultraviolet light in substantial 
dosages, which may be incidental to a process like welding or 
constitute the essence of a process for the polymerization of 
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resins, can be phototoxic or photoallergic (WHO, 1979b). 
Formaldehyde is also a skin Sensitizer through industrial as 
well as domestic exposures (Gupta et al., 1982). 

Predisposing conditions 	that render persons hyper- 
- susceptible to environmental agents include the atopic 

diathesis, which predisposes to sensitization, and inherited 
conditions. Xeroderma pigmentosum, a recessive autosomal 
disease in which there is absence of enzymes involved in DNA 
repair, renders persons excessively sensitive to ultraviolet 
light and leads to a very high frequency of skin cancer. 
Linking skin eruptions with systemic disease is a hereditary 
form of photosensitivity reported among North and South 
American Indians. This appears to be an autosomal dominant 
state leading to pleomorphic light eruptions, which become 
secondarily infected with nephritogenic organisms to form a 
hazard for the individual. 

Errors of porphyrin metabolism, where crises may be 
provoked by drugs or ultraviolet light, are also important 
conditions in certain populations and individuals. 
Malnutrition commonly presenting with multiple deficiencies is 
associated with cutaneous and mucosal dystrophy. 

4.9.2 	Epidemiological methods of study 

Dermatological examinations are essentially clinical, but 
they are susceptible to a standardized approach with a 
protocol designed for ease of subsequent analysis. Thus, for 

- example, a substantial number of persons inadvertently exposed 
to polybrominated biphenyls (PBBs) were subject to a range of 
investigations including a detailed scrutiny of finger nails 
and toenails, scalp hair, body hair, general skin lesions, 
acne, and lesions of the oral cavity (Selikoff & Anderson, 
1979). Studies on skin cancer have been discussed in section 
4.3.2. 

The use of patch testing is primarily a clinical 
procedure; for practical reasons, it may have limited 
application in field studies. In population studies, it is 
common to discover a higher prevalence of disease than is 
reported by spontaneous complaint. Thus, while the use of 
general practice records and hospital outpatient records may 
be of value for the study of skin cancer, an assessment of the 
full burden of other skin lesions depends on a systematic 
study of the population at risk and a carefully matched 
control population. 
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4.10 Reproductive Effects 

4.10.1 	Effects on reproductive organs 

A wide variety of environmental factors act directly on 
the gonads, or indirectly by interfering with the complex 
regulatory mechanisms of sexual and reproductive functions. 
Physical agents most often mentioned in relation to genetic 
disorders include ionizing radiation, non-ionizing 
electromagnetic waves, vibrations, and high temperatures. The 
chemicals most likely to produce genital disorders are heavy 
metals and organic solvents. 

Female 

The only common and easily detectable index in women, that 
can be asked for by questionnaire, is the occurrence of 
menstrual disorders such as dysmenorrhoea, oligomenorrhoea, or 
amenorrhoea. Other more complex assessments are not suitable 
for epidemiological studies. 

Male 

Symptoms of decreased libido and functional disorders can 
be revealed by simple questionning, but are not specific 
enough to be of much value. Testosterone blood levels yield 
more information about hormonal production. Routine 
spermiograms for the early assessment of the influence of 
environmental agents on reproductive function are not suitable 
for environmental studies. 

4.10.2 	Genetic effects 

Environmental factors such as ionizing radiation and some 
chemical compounds may induce changes in human germ and 
somatic cells. Evaluation of mutagenic effects in these cells 
should be made separately, as methods of study for the two 
types of cells differ significantly. 

Mutagenic agents may induce different kinds of damage in 
the genetic material. Methods for the detection of chemical 
mutagens have been described by Hollaender (1971-1976), 
Hollaender & de Serres (1978), and Kilbey and co-workers 
(1977). The time between the origin of a mutation and its 
manifestation depends on its mode of inheritance. 

Mutations may be responsible for a sizeable fraction of 
spontaneous abortions, congenital malformations, and mental 
and physical defects, and it has been advised that sentinel 
diseases known to be genetically determined or due to a 
mutation should be monitored in human populations. Those 
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recognizable at birth will probably be picked up by a 
birth-defect recording system (Section 4.10.4). Others, which 
develop later, will need to be detected by other means - 
possibly notification, or the detection of "new" cases, when 
they start to attend medical institutions - primary care 
centres or hospitals. 

The evaluation of mutagenic effects in germ cells under 
the influence of environmental factors involves a comparison 
of frequencies of gene and chromosome diseases in the control 
and exposed groups. The most complete investigations of the 
genetic effects of ionizing radiation have been carried out on 
the population of Hiroshima and Nagasaki, exposed during 
atomic bombing (Neel et al., 1974). In the progeny of persons 
surviving after the explosion of atomic bombs, there were no 
noticeable changes in the proportion of sexes (recessive 
lethal mutations in X-chromosome), in the frequency of 
chromosome diseases, or in the mortality rate (section 
5.6.8.5). In the USSR, the frequency of spontaneous abortions 
is regarded as a major index of mutational impairments 
(Hochkov, 1971). Shandala & Zvinjackovskij (1981) reported an 
increase in the frequency of spontaneous abortions in relation 
to the level of ambient air pollution. 

Many chemicals may induce chromosome aberrations in 
somatic cells. These include vinyl chloride monomer (Funes-
Cravioto et al., 1975; Purchase et al., 1978), and a number of 
other industrial chemicals and drugs (Evans & Lloyd, 1978). 

4.10.2.1 	Assessment of genetic risks 

Few methods are at present available to assess the 
presence of mutagenic agents in the human body (Sobels, 
1977). Ehrenberg and coworkers (1977 a,b) have developed a 
method to estimate the frequency of induced mutations by 
determining the degree of electrophilic substitution of 
proteins as haemoglobin in the exposed persons. In a study by 
Strauss & Albertini (1977), an autoradiographic method was 
reported for the detection of 6-thioguanine-resistant 
lymphocytes. The method should have the advantage of being 
capable of detecting somatic cell mutations in vivo. 

Another approach to assessing the presence of mutagenic 
agents in the human body consists of testing samples of blood 
or urine with sensitive microbial assay systems (Legator et 
al., 1978). Mutagenic activity has also been assessed using 
human faeces and breast milk. Indications for chromosome 
breakage activity can be obtained in short-term lymphocyte 
cultures from peripheral blood samples. These aberration 
yields in somatic cells cannot be correlated, however, with 
the frequencies of translocations to be expected in the germ 
cells. Other indicators for genetic activity concern 



- 178 - 

sister—chromatid exchanges in peripheral blood cells and 
morphological abnormalities of spermatozoa (for the latter, 
see Wyrobeck & Bruce, 1978). Thus, an increase in the 
proportion of abnormal sperm atozoa has been observed in 
direct relation to the degree of cigarette smoking (Viczian, 
1969). Epidemiological surveys relating heritable damage in 
man to exposure to chemical mutagens have not yielded 
statistically convincing results, except, perhaps, in the case 
of cigarette smoking (Mau & Netter, 1974). 

4.10.3 	Fetotoxic effects 

Some substances absorbed by the mother pass across the 
placenta, but others do not. The substances transported into 
the fetus are not necessarily distributed within the fetal 
tissues in a similar way to that in the mother's tissues. It 
is possible that a substance administered to the mother or 
entering her blood stream is not of a sufficient dosage itself 
to harm the fetus, but metabolites developed during the 
elimination of a substance from the mother may pass across the 
placenta and be harmful to the fetus (Longo, 1980). Adverse 
effects on the fetus must be distinguished from adverse 
effects on the germ cells, before fertilization. A symposium, 
reported by Roué (1976), reviewed the knowledge, up to that 
date, on this subject. 

In order to interpret data about fetal toxicity, it is 
desirable to measure the reproductive efficiency of couples 
(Levine et al., 1980) and the number of spontaneous 
miscarriages as distinct from abortions. The difficulties in 
the field of reproductive epidemiology are well reviewed by 
Buffler (1978) and Erickson (1978) and available methods have 
been reviewed by Hemminki et al. (1983) and Leck (1978). All 
show the necessity of collecting reliable data about exposure 
to substances that might be toxic to the fetus. 

4.10.3.1 	Measurement of fetotoxic effects 

To make a quantitative study of fetal loss, the pregnant 
women must first be identified at an early stage of her 
pregnancy. 

Loss of fetuses in the first trimester is difficult to 
quantify because, in many women, irregularity of the menses 
may confuse the identification of early pregnancy. Loss in 
the third month is more easily recognised, because of the 
menstrual bleeding periods that will have been missed, and it 
is more likely that the pregnancy has been reported to a 44 
doctor. 	However, the chance that miscarriage can occur 
without the women noting the event or receiving medical care 
is high. 	It is likely that women observe and report 
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spontaneous abortions very individually, which makes interview 
studies on these abortions liable to bias. Even though notes 
on early spontaneous abortions are not found in medical 
records, it is advisable, for confirmation of data, to consult 

-  such sources in studies on spontaneous abortions (1-lemminki et 
al., 1983). 

Legal 	abortions 	may 	obscure 	attempts 	to measure 
spontaneous fetal loss and means for counting the effect of 
this group should be provided if early fetal loss is to be 
studied accurately. The loss of a fetus may not be a matter 
of the mother's problems alone. An abnormal fetus is 
frequently aborted (Alberman, 1976). Thus, to measure 
abnormalities of aborted fetuses involves obtaining the fetus 
for subsequent examination. Loss rates and the proportions 
with specified abnormalities may be measured and analysed by 
various factors, such as drug usage, substances used in 
employment, food, water, and other environmental influences 
that may affect the health of the fetus. 

During the second trimester, there are three main types of 
fetal loss spontaneous loss, abortions (legal and 
quasi-legal) of an unwanted child, and legal termination after 
the diagnosis of an abnormal child. Again, discrimination 
among these three groups is essential, if the toxic effects 
are to be distinguished from the chromosomal effects. 
Although very difficult, attempts should be made to examine 
dead fetuses from all three sources in order to determine the 
number malformed, so that those in which genetic damage is 
present may be distinguished from those where toxic damage to 
the fetus has occurred in utero. 

In the third trimester (after about 24 weeks), premature 
labour or legal or quasi-legal termination is quite likely to 
result in the delivery of a live baby and problems arise in 
many countries as to whether the fetus from a termination is 
to be registered as a live baby. Dead fetuses must be 
examined to distinguish between those with chromosomal 
anomalies and those with other anomalies. The latter should 
also be distinguished from those who have been injured during 
the birth process or during antenatal examinations. 
Occasionally, a fetus damaged during the intrauterine period 
may not show damage till later in childhood. 

If 	there 	are 	sufficiently 	rare 	malformations, 
retrospective examination of the environmental factors 
prevailing during pregnancy may help to identify a causal 
agent (Bakketeig, 1978). This was done successfully in 
demonstrating the association of thalidomide in pregnancy with 
gross limb malformations in the offspring (Lenz, 1962). 

Longitudinal studies of pregnancies with detailed case 
histories give a good picture of toxic effects, though many 
years may have passed by the time the data have been collected 
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and processed. 	Often, such studies indicate 'significant' 
effects but lack replicate observation, thus necessitating 
other investigations (Rumeau-Rouquette et al., 1978). 	To 
overcome this problem, in a longitudinal study of 14 774 women 
who gave birth in 21 clinics in the Fereral Republic of 	- 
Germany between 1964 and 1972, data was analysed in two sets 
so that the second set could be used to corroborate or refute 
the findings in the first set -(Deutsche Forschungsgemein-
schaft, 1977). 	The study involved recording many details 
about normal pregnancies in order to obtain data on the 
relatively few pregnancies that ended in spontaneous abortion, 
or where the baby was born with anomalies. 

An alternative strategy involves collecting data from 
mothers of abnormal babies and from a control mother who has 
had a normal baby (Saxen et al., 1974; Greenberg et al., 
1977). If data are recorded routinely for all pregnancies, 
the records can be examined for mothers of abnormal babies and 
for a matched control mother; such a procedure would 
substantially reduce the risk of bias being introduced by the 
outcome of the pregnancy. 

Transpiacental carcinogenesis studies in human beings have 
to date only conclusively established one such process, 
involving the administration of diethyistilbestrol in high 
doses to mothers in the first trimester whose daughters 
presented with the rare tumour of adenocarcinoma of the vagina 
at 14-22 years of age (Herbst & Scully, 1970). 

The testing of a hypothesis that a given environmental 
factor is causing malformations is probably demonstrated most 
convincingly by a study in which the factor in question is 
excluded from some of the mothers, i.e., a selective avoidance 
trial. When the incidence of an abnormality is less than 5%, 
such a trial would need to be extensive before a significant 
difference between mothers excluded from, and mothers exposed 
to, the factor is demonstrated. However, when women in such a 
study are at a known and high risk of having abnormal babies, 
an avoidance trial can be used without using control mothers, 
as was done by Nevin & Merrett (1975). They studied mothers 
who had already given birth to infants with central nervous 
system anomalies and who abstained from eating potatoes during 
subsequent pregnancies and found that the avoidance of potato 
eating did not reduce the risk of giving birth to infants with 
these anomalies. 

4.10.4 	Registries of genetic diseases and malformations 	- 

Registration of spontaneous abortions, birth defects, and 
perinatal deaths might not always reflect genetic effects, 
because these events take place as a result of changes in the 
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hereditary structures in gametes as well as from a number of 
other non-genetic causes. 

Only a few programmes have so far developed genetic 
registries on a wide scale with a defined population. For 

-  instance, genetic disorders in the population are included in 
the Birth Defects Registry (established in 1952) developed in 
British Columbia, Canada. Originally concerned with the 
delivery of medical services, it includes the provision of 
incidence and prevalence statistics on handicapping illnesses 
in all age groups, and provides a basis for surveillance, and 
genetic counselling. It has attempted to ascertain and 
document all relevant cases in British Columbia, though 
registration is not msndatory. Some data are provided on 
certain genetic conditions such as cleft lip and palate, 
clubfoot, and Down's Syndrome. There were 1.42 liveborn per 
1000 live births with Down's Syndrome. 

Borgaonkar and his co-workers at North Texas State 
University, USA, established an International Registry of 
Abnormal Karyotypes - later called Repository of Chromosomal 
Variants and Anomalies (Borgaonkar, 1980; Borgaonkar et al., 
1982). They contacted all established cytogenetic 
laboratories around the world and have an open-door 
recruitment policy. With the support of the World Health 
Organization, they distributed several cumulative listings of 
the Repository. The most recent, the Ninth Listing, has data 
from 140 contributors on about 200 000 cases. The modes of 
ascertainment of cases and the total number of cases studied 
are included in the report. All types of variations and 
anomalies are systematically arranged in a format used earlier 
in preparing a catalogue of chromosomal variants and anomalies 
- Chromosomal Variation in Man. By analysing data in the 
Repository and the catalogue, it has been possible to draw 
some conclusions about the origin of certain chromosomal 
disorders. 

Some specific types of new chromosomal mutations are 
almost always "environmentally" induced. The ring chromosomes 
and isochromosomes have been reported more than 600 times in 
the Repository and there are about 500 more published cases. 
An examination of the origin of these cases shows that with 
few exceptions almost all the cases are new mutations; that 
is, the parents, when examined, have been found to have normal 
chromosomes. Most of the examples are also "genetic lethals" 
in that they do not reproduce. Early death does not seem to 
be a characteristic of these individuals. Almost all the 
cases come to attention because of the medical problems that 
the individual encounters, including developmental and 
maturational anomalies. Very few cases are detected in general 
population surveys. Use of the Repository in developing 
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uniform growth patterns and syndrome delineation has been well 
documented (Mulcahy, 1978). 

The use of cytogenetic approaches in the monitoring of 
industrial workers has been defined, presumably with 
systematic development of registries. Records prior to and 
during employment can provide data for assessment of the 
genetic effect of the occupational exposure (Kilian et al., 
1975). 

Registries of birth defects exist in a number of 
countries. For example, in Finland, there is a registry of 
all congenital malformations reported from all hospital 
deliveries, with registration of the various environmental 
factors involved. This data base has been used for a study of 
the relationships between solvent exposure of fathers and 
mothers and congenital abnormalities of the nervous system 
(Holmberg & Nurminen, 1980). 

The following European Economic Community (EEC) study of 
congenital malformations provides an example of an 
international collaborative study on their registration. 

4.10.5 	Example: EEC study of congenital malformations! 

In 1974, the Committee of Medical and Public Health 
Research of the EEC decided to promote, as its concerted 
action, an international cooperative study on the registration 
of congenital malformations. 

After a feasibility study conducted in 1975 and 1976, the 
Concerted Action on Congenital Abnormalities and Multiple - 
Births was established in February 1978. The study is 
supervized by a steering committee whose members are nominated 
by the participating member countries. Initially, 15 study 
areas were proposed within 9 countries (Belgium, Denmark, 
France, Federal Republic of Germany, Italy, Ireland, 
Luxembourg, Netherlands, and the United Kingdom). In 1979, 
the participation of Greece with an additional area was 
approved. The Concerted Action Project in Registration of 
Congenital Aborinalities and Twins has received the acronym - 
EUROCAT. 

The long-term objective of this study is to test the 
feasibility of carrying out epidemiological surveillance in 
the countries of the EEC, taking surveillance of congenital 
abnormalities and multiple births as an example. 

Based on the contribution from Professor M.F. Lechat, 
Catholic University of Louvain, Brussels, Belgium, with 
the help of Dr J.A.C. Weatherall, Office of Population 
Censuses and Surveys, London, England. 
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The specific objectives of the study are: 

To Set up, within each selected area in each country, a 
population-based register of congenital abnormalities and 

- multiple deliveries. In order to achieve full recording, 
ideally the outcome of each conception in women resident in 
the defined area should be known. This involves searching for 
congenital malformations, and biochemical and chromosomal 
anomalies in aborted fetuses, in live and stillborn infants, 
in dead children, and during childhood. Babies from multiple 
deliveries should be recorded at birth. 

To study the methods of data collection in each centre, 
to evaluate the effects of these in biasing the data 
collected, and to propose and test ways to circumvent these 
difficulties. 

To monitor the incidence rates reported in different 
population groups at different times in order to identify 
possible etiological factors. 

To create, in each country, an area where reporting is 
reliable, so that base line rates are available for use in 
calibrating any national warning system established for the 
detection of adverse environmental influences by allowing the 
interpretation of a reported increasing rate. 

- 	(e) To evaluate the effectiveness and efficiency of screening 
programmes and preventive measures. 

To provide a well-documented set of individuals recorded 
in a defined population for further specific studies, such as 
follow-up studies of cases with specified malformations, in 
order to compare the results of different treatment regimens. 

To establish the means by which multiple births can be 
efficiently registered at birth and how information can be 
collected that will make possible the reliable and cheap 
recording of zygosity. 

A feasibility study showed that considerable variations 
existed in the recording of malformations in different 
countries and in the collection of morbidity and mortality 
statistics and of other relevant epidemiological data 
concerning children, both in the definitions used and in the 
methods of processing of the data. To ensure valid 
comparability of the data, it was decided to concentrate first 
on well-defined geographical areas in each country where 
studies could be performed. 
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The Study has concentrated, at the start, on recording 
malformed infants at birth. 	Special studies are being 
undertaken to measure the efficiency of the reporting of cases 
among the births to women living in each area. As soon as 
good birth coverage is achieved, the observations will be 	- 
extended to the recording of all the abnormalities found in 
the children born in the area during their childhood. Those 
discovered in spontaneously— and legally—aborted fetuses will 
be recorded as well. 	By 1980, the recording of multiple 
births was being carried out in only a few areas, but other 
areas will start to record multiple births, when the methods 
for recording zygosity have been established in each area. 

4.11 Effects on Other Major Internal Organs 

Environmental factors may have beneficial or harmful 
effects on internal organs. The gastrointestinal system, 
especially, receives beneficial essential metals and other 
minerals from the environment. On the other hand, some metals 
and many other chemical compounds are hazardous to these 
organs, if concentrations are sufficiently high. 

4.11.1 	Renal system 

Renal damage can be caused by many chemical compounds or 
physical factors. Depending on the kind and concentration of 
noxious agents, and the intensity and duration of exposure, 
renal disease can be acute or chronic. Acute renal failure 	- 
can be caused by nephrotoxic products such as mercury, 
chromium, arsenic, and ethylene glycol. 

Subacute and chronic renal diseases are caused by a wide 
variety of environmental factors and can generally be related 
to either glomerular or tubular injury. Nephrotoxic agents 
may lead to a quantitative alteration in the filtration rate 
or to qualitative changes in the filtration pattern by 
influencing glomerular permeability. Inorganic mercury, 
cadmium, potassium perchlorate, and different chelating agents 
increase glomerular permeability. Hydrocarbon solvents and 
pertroleum products may produce antiglomerular 
basement—membrane—mediated glomerulonephritis (Van Der Laan, 
1980). 

The most common type of chronic renal impairment of toxic 
origin is tubular injury with suppression of tubular 
reabsorption. Proximal tubular damage is produced by all the 
nephrotoxic heavy metals such as lead, mercury, cadmium, 	- 
uranium, and bismuth. X—radiation produces renal disorders, 
mainly of the tubular type. 
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4.11.1.1 	Detection of renal diseases 

Most tests suitable for epidemiological studies do not 
yield much information about the specific causes of renal 
dysfunction, but they provide a crude measure of the degree of 
renal damage. The early stages of renal damage are seldom 
accompanied by symptoms. Thus, questionnaires are useless in 
the early detection of renal impairment, and laboratory tests 
are imperative. 

Functional change 

One of the simplest tests is the assessment of renal 
concentrating capacity by measuring urinary specific gravity 
after a period of restricted fluid intake. Results can be 
biased by the presence of glucose, proteins or other 
substances in the urine or by extrarenal factors such as 
hypertension or a low—protein diet. 

Test for urinary sediment 

Analysis of urinary sediment may indicate generalized 
kidney damage as for instance the number of epithelial cells 
excreted in the urine. The presence of even microscopic 
haematuria must evoke the possibility of cancer of the urinary 
tract, especially in high—risk groups. 

16. 	(c) Test for glomerular function 

Except 	under 	certain 	physiological 	conditions 
characterized by a temporarily increased output of proteins, 
normal urine contains only small amounts of proteins. 
Significant proteinuria is always pathological and generally 
reflects glomerular dysfunction characterized by a high 
relative molecular mass protein output. The appearance of low 
relative molecular mass proteins in the urine must be 
interpreted as a sign of tubular damage. Proteinuria is 
considered an early sign of renal injury, preceding other 
signs such as aminoaciduria or glycosuria. These tests can be 
used in epidemiological surveys. 

(d) Test for tubular function 

All substances excreted or reabsorbed in the tubular area 
can be used as indices of tubular function. Normal 
phenolsulfonphthalein (PSP) and para—aminohippurate secretion 
tests indicate tubular functional integrity. In general the 
performance of clearance tests requires a clinical setting and 
therefore they are not useful in masssurveys for renal 
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dysfunction. However, if comparison is made with urinary 
creatinine, ambulant clearance testing can be carried out, as 
was done for example by Nogawa et al. (1980). 

A Fanconi-like syndrome of glucosuria, phosphaturia, and 
aminoaciduria is precipitated by most heavy metal 
intoxications. Ammonium ion excretion after acid loading may 
serve as an indicator of distal tubular function. Renal 
tubular damage in persons with- excessive cadmium intake is 
accompanied by an increase in urinary excretion of 
beta-2-microglobulin. Nowadays, quantitative immunological 
methods, for the measurement of beta-2-microglobulin (Evrin et 
al., 1971) and retinol-binding proteins (Bernard et al., 1982) 
in urine are available and these methods facilitate the 
detection of tubular dysfunction. The methods of diagnosing 
cadmium-induced proteinuria have been reviewed by Piscator 
(1982). Quantitative protein excretion should be relied on in 
preference to simple paper tests (Lauwerys et al., 1979; Roels 
et al., 1981). Various other factors involved in the effects 
of cadmium on renal function have been reported (Friberg et 
al., 1974; Tsuchiya, 1979; Commission of the European 
Communities, 1982). 

(e) Tests for enzymuria 

Disruption of kidney cells by nephrotoxic agents results 
in the release of specific renal enzymes in the lumen of the 
nephron. Enzymes present in both serum and kidney tissue can 
often be distinguished from each other as isoenzymes and 
separated by electrophoresis. Since the enzyme patterns of 
the different parts of the nephron are well characterized, 
study of enzymuria often makes it possible to localize the 
injury (for example, a rise in urinary acid phosphatase (EC 
3.1.3.2) indicates glomerular lesions, while an increase in 
alkaline phosphatase (EC 3.1.3.1) suggests proximal tubular 
damage). 

Distal tubular injury gives rise to the appearance of 
lactate dehydrogenase (EC 1.1.1.27) or carbonic anhydrase (EC 
4.2.1.1) in the urine. Other enzymes, not found in serum, 
appear in urine after toxic renal damage as, for instance, 
beta-N--acetylglucosaminidase (EC 3.2.1.30), glycine amidino-
transferase 	(EC 	2.6.1.4), 	etc. 	Amirtopeptidase-activity 
(EC 3.4.11.1) increase occurs in many pathological conditions 
of the kidney, especially in the case of tubular lesions 
induced by many chemicals. Enzymuria is a highly sensitive 
and specific criterion for the early assessment of renal 	- 
damage and precedes any other symptom either functional or 
morphological. The usefulness of the assessment of enzymuria 
in epidemiological surveys is limited by its high cost and the 
need for specialized laboratories. 
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4.11.2 	Bladder 

Bladder cancer is a known hazard in many industries 
resulting principally from exposure to carcinogenic amines. 
Screening for early tumour development may be done by the 
determination of urinary beta-glucuronidase (EC 3.2.1.31), or 
by cytodiagnosis of tumour cells exfoliated in the urine. The 
second method, however, requires a high degree of skill and 
experience for reliable diagnosis, but it has been accepted as 
a good screening method. 

4.11.3 Gastrointestinal tract 

The gastrointestinal tract is particularly susceptible to 
environmentally-determined disease, because it is the first 
system in contact with chemicals contained in food and drink. 
In addition, through the liver and biliary system, the gut 
provides a route for the excretion of toxic chemicals, drugs, 
and products of metabolism. 

There are many tests available for the detection of 
existing gastrointestinal diseases and some for the 
identification of persons at risk of them. Not all of the 
tests are suitable for use on an epidemiological scale, 
because they involve sophisticated equipment, significant 
doses of radiation, or are so labour-intensive as to be 
uneconomic. The methods mentioned below are the minimum 
necessary for the identification of these diseases. All are 

- fully described in standard texts (Russell, 1978; Sleisinger & 
Fordtran, 1978; Bateson & Bouchier, 1982). These text books 
also contain information concerning other more detailed tests, 
suitable for use in smaller groups of people, provided 
adequate resources are available. 

4.11.3.1 	Oesophagus 

Cancer is the main environmentally-determined disease of 
the oesophagus. It can be detected readily by a combination 
of a clinical history and either X-ray or fibroptic 
endoscopy. Endoscopy has been found acceptable, on a 
population basis, in Iran (Crespi et al., 1979), where 
precursor inflammatory changes were detected in the 
oesophagus, often in quite young subjects. In China, X-ray 
examination is widely used to screen populations at risk 
(Coordinating Group, 1975). Exfoliative cytology of the 
oesophagus is also a valuable screening test for oesophageal 
neoplasms. Only a simple apparatus is needed to obtain the 
sample, although a trained cytologist must look at the 
specimen. The test is positive in 70-94% of cases with 1-2% 
false positives. 
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4.11.3.2 	Stomach and duodenum 

Gastric cancer is amongst the world's commonest fatal 
malignancies. It may be detected best by X-ray, which is the 
most accurate simple screening test for established disease. 
Fibroptic endoscopy is also a useful diagnostic procedure and 
may be essential in distinguishing large gastric ulcers from 
malignant ulcers. In these situations, multiple biopsies must 
be made; 80-90% of malignancies are detected in this way. 
Much effort, especially in Japan, has gone into the detection 
of early stages of gastric malignancy in an effort to prevent 
this disease. Population screening by X-ray has been widely 
used (Nagayo & Yokoyama, 1974). 

Exfoliative cytology is also useful and can be performed 
by a medical assistant. Gastric lavage is carried Out, 
usually with chymotrypsin, on fasting patients and the whole 
test requires only a small stomach tube, syringe, and 
centrifuge. Accuracy of diagnosis of 90% has been claimed for 
proved tumours with only 1-2% false positive (Brandborg, 1978). 

4.11.3.3 	Intestines 

The small bowel plays a vital role in digestion and 
absorption, but few environmental causes of small bowel 
diseases are known. On the other hand, in many industralized 
countries the large bowel is one of the major sites of cancer. 

The simplest and most widely applicable test for large 
bowel disease is examination of the faeces. Depending on the 	- 
cooperation of the population under study, anything from a 
random sample of stool to a full 5-day collection can be 
made. 	Stool samples have been collected from randomly 
selected members of the public in studies of the etiology of 
large bowel cancer (International Agency for Research on 
Cancer; Intestinal Microecology Group, 1977). These were used 
for the measurement of faecal bile acid concentrations and 
faecal microflora studies. Also valuable is the stool test 
for occult blood. 	In the early detection of bowel cancer, 
this test, 	if done under properly controlled dietary 
conditions, can be organized for a very large number of people. 

4.11.4 	Liver 

Hepatic tumours, particularly primary tumours, often 
produce no change in standard function tests. They may be 
demonstrated by any of a number of radioisotopic scans now 	- 
available, but all involve considerable doses of isotope. 
Hepatic 	ultrasonography 	offers 	a 	useful 	non-invasive 
alternative and computerized axial tomography scanning may 
also prove to be a valuable alternative, although expensive. 
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Serum alpha 1-fetoprotein appears in the blood of patients 
with primary hepatic tumours. The proportion of positives 
varies from 30-80% depending on the area under investigation. 

A great number of tests of hepatic function are available 
and should be tailored to the particular objective of any 
epidemiological study. Standard texts on the subjects should 
be consulted (Schiff, 1975; Sherlock, 1975). Some of these 
tests are simple and accurate while others require great 
resources and are inherently dangerous. 

Examination of the urine can be most useful in liver 
disease. The presence of conjugated bilirubin or urobilinogen 
is often an early index of disease. Faecal examination is 
much less useful. Serum tests of liver function are widely 
available and easy to perform. These include bilirubin, 
aspartate (EC 2.6.1.1) and other aminotransferases (EC 2.6.1), 
gamma-glutamyl trans ferase (EC 2.3.2.2), alkaline phosphatase 
(EC 3.1.3.1), 5'-nucleotidase (EC 3.1.3.5), serum proteins, 
blood cholesterol and ammonia. 

4.11.5 	Pancreas 

Pancreatic cancer and pancreatitis have been often 
implicated to be related to environmental factors such as 
smoking and intake of alcohol and coffee (Wynder et al, 1973; 
Lin & Kessler, 1981; MacMahon et al., 1981). 

However, the pancreas is one of the least accessible 
internal organs and is thus difficult to investigate. No 
simple tests for epidemiological study are available, though 
some pancreatic function tests may be used (Mottaleb et al., 
1973; Mitchell et al., 1977) and indirect evidence of 
pancreatic disease may also be obtained from determination of 
serum amylase and lipase levels. 
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5. ORGANIZATION AND CONDUCT OF STUDIES 

5.1 Introduction 

The plan, organization, and conduct of epidemiological 
studies on health effects of environmental pollution depend on 
the objectives and types of studies. In geographical 
comparison studies, mortality and morbidity rates are compared 
for areas with different environmental risks (e.g., pollution 
levels). Existing data may be used in this type of study, as 
in case-control studies (Chapter 2). They are useful in 
initial risk assessment. However, many studies, in which the 
long-term effects of environmental risks are examined, are 
prospective (cohort) studies (section 2.6). This chapter 
concentrates more on prospective studies and various examples 
are provided. These types of studies would require the 
cooperation of governmental authorities and institutions, some 
pro- fessional organizations such as a local medical 
association, and the populations concerned. 

5.2 Study Protocol 

The study protocol is a formal document prepared by the 
leader of the study team, who is usually an epidemiologist, in 
consultation with the members of his team and with any outside 
experts who can provide pertinent information and advice. 
Preparation of the protocol serves several purposes; (a) it 
helps the investigator to focus on the critical issues of the 
proposed study; (b) it delineates objectives, hypotheses, 
study design, study populations, methods of measurement, 
ethical and legal matters involved, methods for the analysis 
of data, and expected results; and (c) it is often used as a 
prospectus to be presented to funding agencies. 

The study protocol should also include a detailed 
description of all activities to be performed during the 
preparatory phase, the pilot study, and the main study, in 
order to achieve the established study objectives. Thus, the 
points of protocols should include: 

- 	subject; 
- 	objectives; 
- 	background, past work; 
- 	detailed time-table of the whole study including time 

schedules of each phase of the study; 
- 	methods for measurement of exposure and effects 

including specifications of measurements to be 
performed with the indication of place and time of 
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measurements, questionnaires, recording forms and 
instructions; 

	

- 	characteristics and size of study populations; 

	

- 	methods for selection of study samples; 

	

- 	list of all anticipated activities and specifications 
(including post—descriptions) of all members of the 
study team; plan of recruitment and training of the 
field workers; plan of testing of instruments and 
observers; 

	

- 	details of the required resources including premises, 
equipment, materials, administrative services, etc.; 
and 

	

- 	plan of arrangements with the local authorities as 
well as other relevant organizations such as the 
local medical association. 

The decision concerning the conduct of a study should be 
preceded by a thorough review of the relevant literature and 
an awareness of related studies that have been completed or 
are in progress (Zvinjackovskij et al., 1981). 

	

5.2.1 	Description of problems and hypothesis formulation 

The first task in preparing a protocol is to describe the 
problem to be examined, to describe previous studies of the 
problem, and to state the object of the proposed study. The 
object is best stated in the form of an hypothesis - i.e., of 
a question posed, the answer to which, it is hoped, will shed 
light on the etiology, prevention, or treatment of the disease 
problem under study. 

The second task is to ensure that the study protocol 
indicates the generic type of epidemiological study planned 
(Chapter 2) and describes the details of the study design. 
The investigator must weigh the advantages and disadvantages 
of different designs applicable to a particular study (Merkov, 
1979; Litvinov & Prokopenko, 1981). 

	

5.2.2 	Description of methods 

The protocol should describe in full detail the type and 
size of study samples and the methods for the collection of 
data, including the sampling scheme, questionnaires and 
instruments to be used, procedures for measurements of 
environmental exposure and effects, and methods for the 
laboratory analysis of specimens obtained. Procedures for 
quality assurance checks should also be mentioned. An effort 
must be made to specify and standardize the methods to be 
used. It would be useful, when relevant, to indicate the 
influence that the pilot study experience has had on the 
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inclusion or modification of a particular procedure in the 
final study plan. It is also useful, for planning purposes, 
to indicate the length of time that will be required for the 
collection of each set of data on each subject. 

The measuring instruments required should be known when 
the study design and variables to be measured are decided. 
The testing of the instruments is essential and instructions 
should indicate any difficulties in use and inadequacies in 
the precision and accuracy of measurements. 

Questionnaires should be employed as frequently as the 
study objectives warrant. They provide (subjective) 
perceptions of health status by the study subjects. Designing 
questionnaires is more difficult than those without experience 
may imagine and the value of testing of the questionnaire 
before starting a study cannot be overstressed. An 
explanation should be provided as to why each proposed 
question is to be asked. Special arrangements must be made, 
when studying illiterate subjects. 

5.2.3 	Evaluation of institutional-based data sources 

In some epidemiological studies, institutional-based data 
may be used, routinely collected in hospitals, outpatient 
settings, other health departments, and in environmental 
departments. In such circumstances, a pretext is necessary, 
consisting of visits to the institution to see whether the 
information is recorded in such a way that it will be possible 
to gather data in accordance with previously-established study 
objectives. Often, routine health data, as with routine 
environmental monitoring data, are of only limited use for 
epidemiological studies (sections 2.3 and 2.11). On the other 
hand, they are often useful for generating hypotheses 
(Litvinov, 1978). 

5.2.4 	Analysis and reporting of data 

The methods of computerizing the data base, where 
possible, should be determined prior to the study. Thus, 
plans must be made as to how the data are to be put into the 
computer, how it is to be edited and checked on the computer, 
and how data reports are to be generated from the computer. 

The most useful procedure is to make specific plans at the 
beginning of the study for carrying out the final 
tabulations. The tabulations flow directly from the 
hypotheses and from the selection of a particular type of 
study design. It may be desirable to construct "dummy" tables 
and figures, fully labelled, which will portray the final 
results. The methods of analysis and presentation can be 
tested in the pilot study, if one is performed. 
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The protocol should state specifically the format and 
manner in which results will be reported publicly as well as 
to individual participants. It should state also the 
clearances to be sought, before release of the data (sections 
5.6.7.6 and 6.5.1). If any adverse effects have been found in 
the study participants, these conditions should be referred to 
their physicians for further clinical observation, examina-
tion, or treatment. Agreement on these arrangements must be 
reached with the clinicians in advance of the study, as far as 
this is feasible. 

5.2.5 	Resources reciuired 

It is essential that detailed estimates of the personnel, 
equipment, and financial resources required be presented in 
the protocol. Such information is required for internal 
planning as well as for presentation to funding agencies. 
Preparation of a detailed budget for a large-scale study 
requires a good deal of skill and experience. There is no 
worse eventuality in a study than to exhaust allocated funds, 
three-quarters of the way through the project or, because of 
inadequate planning, to have the project last twice as long as 
anticipated. The importance of a limited, but full-dress 
pilot study (where appropriate) as a means of testing the 
estimated costs of a proposed study will be of great benefit 
in helping to refine those estimates. 

5.2.6 	Studies in developing countries 

In 1979, health workers from 7 developing countries! 
from 5 WHO regions exchanged their national experiences on the 
need and feasibility of using simple epidemiological 
techniques at the periphery of the health system (WHO, 1982). 
There was a consensus that the most innovative and useful 
aspect of this approach was the development of appropriate 
epidemiological thinking by the community health workers 
themselves. 

The general epidemiological thinking suggested by them is 
shown in Fig. 5.1 and the use of epidemiology at the periphery 
of health care is shown in Fig. 5.2. 

It is expected that the use of appropriate epidemiology 
would enable workers at the periphery to attain a degree of 
self-reliance in the guidance of their own work by their own 
scientific interpretation of the local reality. This would 
help them to give better support to the community for its 

! 	Burma, Botswana, Ecuador, the Islamic Republic of Iran, 
Malaysia, Niger, and Thailand. 
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1. THE HEALTH WORKERS AND THE COMMUNITYS KNOWLEDGE 

(How complete, reliable and timely?)

OF  

Situation 	 Evenes 
of 

Environment 	 People 	 What happens 	What happens 	What people do 
to the 	 to people 

environment 

------ 

2. 	REASONING ABOUT PARTICULAR HEALTH EVENTS 

What is the event? 	 When did it happen 7  
(the problem) 	 Where? 

What is its magnitude? 	 To whom? 

WHY? 

3. 	RELATIONSHIPS: THE STORY OF THE EVENT IN THE PARTICULAR SITUATION 

Importance of the event 	 What are the key determining factots 

Why is it important? 

For whom is it important? 

4. 	DISCUSS FINDINGS IN THE COMMUNITY 

I 	ARE THE FINDINGS CLEAR? 	 I 

HOW CAN IT BE AVOIDED IN THE FUTUREIj 

	

HIi:t additional 

 

NNY DIFFICULTIES? 

What 	 stan ce it en go ired 

IS THE IMPACT OF THE ACTION ARISING FROM SAND B ON 
LPEOPLE'S HEALTH KNOWLEDGE, ATTITUDES AND BEHAVIOUR? 

gical thinking (From WHO, 1982). 
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THE COMMUNITY AND ITS 
HEALTH WORKERS 

KNOWLEDGE OF 

	

HEALTH EVENTS 	 ACTION 

)EPID EM ID LOG ICAL 
INTERPRETATION 	 DISCUSSION AND 

	

AND 	 COMMUNICATION 
TECHNIQUES 	 OF CONCLUSIONS 

INFORMATION 	 SUPPORT 

/ 
OTHER LEVELS OF HEALTH CARE 

Fig. 5.2. 	The use of epidemiology at the periphery of health care 
(From WHO, 1982). 

informed participation, and to manage more effectively the 
local health services. 

The 	conclusions 	drawn 	from 	the 	epidemiological 
interpretation of data by the peripheral health workers 
themselves may be used, first, to guide their practical 
day—to-day activities in trying to solve local health problems 
and health care demands. Second, the conclusions may be 
presented in such a way that they can be conveyed directly to 
community members and local government officials. Such 
presentations will also be useful in communicating with other 
levels of the health services and with other governmental 
sectors that operate at the periphery, such as education, 
agriculture, community development, and public works. 

5.3 Ethical and Legal Considerations 

Social and legal requirements vary from country to 
country. In recent years, they have become an increasing 
issue of concern. Many academic and research institutions and 
government agencies use independent bodies to review research 
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proposals on human subjects with regard to the ethics of the 
work proposed. In a number of countries, the law protects the 
rights of individuals to privacy and requires "informed 
consent" by study participants in medical research. On the 

- other hand, requirements may be less strict in some 
countries. In all cases, where scientific research involving 
human subjects is concerned, the ethical codes developed 
internationally, such as those of the Council for 
International Organizations of Medical Sciences (1982) should 
be taken into consideration. 

Informed consent is a procedure whereby each potential 
participant must be carefully informed as to the overall 
nature of the study and all its component procedures, must not 
be pressured in any way to participate, must be given every 
opportunity to ask questions about the study, and must be 
given the opportunity to withdraw, at any point, without 
prejudice. A written consent form, though not an absolute 
requirement, 	has become a vehicle 	for conveying 	the 
information about a study to each participant. The 
information on the form may be read aloud to illiterate 
participants, and may be printed in several languages, if the 
study population is multilingual. Where relevant, the 
community and the authorities should also give their consent 
to the study. 

Scientists have a social responsibility to provide 
benefits to the communities and to people in general. The 
study should be justifiable from the point of view of the 
community involved and their needs. Benefits of the study to 
the participants or to society in general should far outweigh 
the risks. Benefit/risk determinations should include 
sociocultural considerations, such as traditions, as well as 
considerations of the relevance and importance of the research. 

In conducting a study, the technique used should not 
produce any harmful effects on the subjects. In addition to 
ensuring the safety of the study subjects, the team leader is 
responsible also for the safety of the study team. The 
members of the team should be protected from, or insured 
against, legal action, when doing their work. 

Each participant should also be informed in detail of the 
individual study results and their interpretation. These 
individual results must be held strictly in confidence and 
cannot be released, even to a family physician, except on the 
authorization of the participant. The participant should have 
the right to be informed of any adverse medical conditions 

- that are discovered in the course of the study. Sometimes, 
the individual patient or subject may benefit directly by the 
detection of a previously undiagnosed disease or 
susceptibility. 	The subject may also be reassured, if no 
abnormality is found. 	On the other hand, there may be 
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negative effects from informing people that they have diseases 
that cannot be treated effectively and also, where no 
abnormality has been found, the transient and limited value of 
a negative examination may not be appreciated by a patient. 
These factors have been taken into account when screening for 	- 
diseases. In some cases, job or insurance opportunities could 
be denied to subjects in whom abnormalities are found and 
reported. Even if the research procedures are beneficial, on 
the average, some individuals may lose more than they gain in 
terms of peace of mind or physical or psychological 
discomfort. 	Furthermore, even if the investigator has 
exercised every caution to protect the subjects and has 
informed them honestly of all possible risks and benefits, the 
ethical concerns are not over; they pervade all phases of the 
study from its design to the publication of results and 
include matters of scientific honesty as well as humanity. 

5.3.1 	Medical confidentiality! 

One of the major difficulties in epidemiological research 
is the problem of confidentiality. In the more usual use of 
this term, it is concerned with the identification of 
individual patients and the disclosure of medical information 
to other individuals about these patients. In many clinical 
investigations, the patient's permission for the disclosure of 
this information can easily be discussed with the patient. 
However, in some epideiniological studies it may be desirable 
to look at the case notes of large groups of patients, but no 
direct contact with the individual patients is made. In these 
circumstances it may be difficult, and sometimes impossible, 
to contact the individual patients to seek their permission. 
To do this would also increase very considerably the cost and 
complexity of the study, especially if large numbers of 
individuals were involved. The response rate may then be much 
lower through many individuals not being contacted. The 
question arises as to whether it is sufficient to pbtain the 
agreement of the appropriate hospital doctors for the use of 
this information, if other reasonable safeguards are 
arranged. Obviously, the type of information that is to be 
extracted from the patients' case notes is relevant, but, even 
if relatively non—controversial items are being examined 
(e.g., blood pressure or haemoglobin level), those extracting 
the data might see other more sensitive information (e.g., 
psychiatric history, tests for veneral disease). There are 
further questions regarding reasonable safeguards. 1-low many 

! Based on the contribution from Professor W. E. Waters, 
Southampton General Hospital, England. 
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individuals could have access to this information? Under what 
conditions will this information be stored? For example, will 
it be stored on a computer and, if on paper, will all the 
papers be kept in locked filing cabinets at all times? 

However, confidentiality of the sort of information that 
the epidemiologist may use may also involve other units than 
individual patients. For example, it may sometimes be 
necessary to avoid precise identification of small groups of 
individuals, such as those who live in a defined area or 
certain minorities. It may also be necessary to protect 
groups of doctors and nurses, who are involved in the care of 
these patients, and sometimes even of medical institutions or 
the region served by them, depending on the particular results 
of the study. 

Problems 	about 	confidentiality 	are 	sometimes 	very 
difficult and it has to be accepted that the needs of society 
as a whole are sometimes in conflict with the individual needs 
of their members. An excessive concern about confidentiality 
may sometimes prevent the use of some clinical information on 
individual patients, even where the identities of patients and 
doctors have been removed, because the information was 
originally collected for a different purpose and explicit 
Consent for the particular study was not given. 

An alternative view of this particular problem is that of 
the doctor who feels that it is justifiable to obtain the use, 
in a non-identifiable way, of such information, if there are 
reasonable safeguards during the investigation and if the 
information may be used for the common good. 

Many doctors may take a view somewhere between these two 
statements. Who should decide for any particular proposal? 
Perhaps there should be more explicit recognition that, under 
some circumstances, some information can be used for the 
common good even without the specific approval of each 
individual. It should be remembered that such studies may 
often involve hundreds, if not thousands, of individuals and 
the difficulty of obtaining such permission is almost beyond 
the bounds of any reasonable investigation. 

Concern about confidentiality may often extend outside the 
records of the health service. For example, in studies of 
occupational diseases, the payrolls of various factories have 
often been used. Such records may be kept by many firms for a 
long period of time and the information can enable a cohort 
study to be done in a retrospective way. Obviously this 
payroll sampling frame, which is of such great value to the 
epidemiologist, was originally set up without the original 
employees being informed that it might be used, perhaps long 
after they were dead, for a study on the health effects of 
their particular occupation. Yet, if the use of such payroll 
lists were restricted in any way by the epidemiologist, it 
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would delay for many years, perhaps forever, information about 
the health risks of particular occupations. 

The question of confidentiality of medical information, 
that is stored on information systems, is giving rise to more 
ethical questions and the problems increase the more 
complicated and important the information systems become. 
First, there is the legal question as to who "owns" the 
medical records - the doctor, the patient, or the health 
authority? There is also the question of whether the 
ownership applies to the paper on which the record is written 
or to the record itself. There are the further difficult 
questions such as, who has the legal right of access and who 
has the legal right to prevent access to this information? 

Although much medical information is now stored, it is 
often when this information is used for research or linked 
with other information about individual patients that ethical 
problems appear to rise. There is a fear of invasion of 
privacy and, in many countries, this has become a politically 
sensitive issue. The fear is that such information could now 
be linked together in precise terms by computers and other 
means, whereas, in the past, society was safeguarded by the 
reluctance of many clinicians to divulge this information and 
by the less sophisticated methods of handling the information. 

5.4 Time Schedule of Stud 

The total period of time provided for the preparation and 
execution of a study may be divided into three parts, i.e., 
the preparatory phase, the pilot study, and the main study. 

5.4.1 	Preparatory phase 

The preparation of a study should start with: 	(a) 
reviewing available information; (b) determining the specific 
aims of the study; and (c) designing the study and developing 
the study protocol. 

After the study protocol has been prepared, the practical 
logistic steps that lead to the actual conduct of the field 
study can begin. Although there are a number of steps to be 
undertaken, it is well to bear in mind that work can be 
proceeding on several of these at the same time. Such steps 
can be portrayed by means of a flow diagram, that can be of 
great aid to study organization in several respects: (a) the 
diagram will help the team leader to organize and assign the 
myriad tasks that must be performed simultaneously in the 
preparation for, and con-luct of, a study; (b) the diagram can 
serve as a combination of a calendar and a check-list and this 
will enable the leader to see at a glance whether or not the 
various activities are proceeding as planned; (c) the 
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preparation of the flow diagram will help the team leader to 
identify in advance potential bottlenecks and points of 
obstruction, thus, the leader will have an opportunity to 
adjust schedules, to redistribute assignments more equitably 
and avoid delays; and (d) the preparation of a flow diagram 
will enable the leader to identify the rate-limiting sequence 
of events that determines the overall timing of the study, 
when all tasks are performed at maximum efficiency. 

The practical steps to be undertaken in the preparatory 
phase include: 

	

- 	negotiations 	with 	local 	authorities, 	community 
leaders, local professional associations, etc., as 
appropriate; 

	

- 	advance contact with study subjects; 

	

- 	recruitment and training of members of study team; 

	

- 	pretest of questionnaires; 

	

- 	preparation of all indispensable intructions for 
field workers and recording forms including coding 
instructions; 

	

- 	testing of instruments and observers; 

	

- 	purchase of equipment and other materials as required; 

	

- 	renting premises for study as required; and 

	

- 	preparation of basic computer programs for analysis 
of data to be collected. 

	

5.4.2 	Pilot study 

The pilot study should be an effective device for judging 
the overall adequacy, feasibility, and appropriateness of the 
proposed study, and for checking the accuracy of cost and time 
estimates. While usually limited in scope to no more than 2 
or 3 days' work in a single location, the pilot study should 
be a full-dress operation on a similar population. An effort 
should be made to capture the tempo and spirit of the actual 
study. At the conclusion, the team leader must either abort 
the main study, if it appears to be irremediably impractical, 
or amend and adjust it as required. It is important that 
sufficient time be allowed between the pilot study and the 
main study to allow for any adjustments. The pilot study 
should also provide an opportunity to test the adequacy of 
training under controlled field conditions (see section 5.6.5 
for further discussion). 

	

5.4.3 	Main study 

Two concepts must be central in the planning for, and 
conduct of, the main study: (a) everything and every person 
involved must be on site at the proper time; and (b) nothing 
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can be changed. 	It may also be useful, on occasion, to 
construct an additional flow diagram for the main study 
detailing the timetable for the examinations of subjects as 
well as the collection of interview data and environmental 
information. Attention must be given to the times at which 
the study can be carried out in terms of hours during the day 
and week when the subjects are available and the seasons 
during which field studies are possible. 

The flow diagram is required to include the timetable for 
the analysis of the data collected, the thorough discussions 
on how to interpret and draw conclusions from the results 
obtained, the reporting of results to relevant parties 
(section 5.6.7.6) and the publication of the study. 

5.5 Composition of the Study Team 

The composition of a study team will vary with the design 
and scope of the study and with the resources available. 
Study teams may be pre—existing, for example, in public health 
institutions, newly—formed for a particular study, or a 
combination of the two. Some studies, especially preliminary 
studies to generate an hypothesis, often require only a 
principal investigator (epidemiologist). Analytical studies 
of existing data may require the addition of one or two 
specialists, for example, in statistics and computer sciences. 

5.5.1 	Team leadership and epidemiology 

A team for environmental epidemiology studies should 
successfully combine the talents of several scientific 
disciplines. In small—scale studies, the epidemiologist must 
be familiar with these disciplines. In general, an 
epidemiologist should be the team leader, for it is he or she 
who is most likely to have the best overall view of the 
project and its goals and to be at least, familiar with, if 
not actually competent in the other component disciplines. 
The team leader is responsible for the overall planning and 
conduct of a study, for maintaining team discipline and, at 
the conclusion of the study, for the analysis, interpretation, 
and reporting of study data. 

5.5.2 	Clinical specialist 

In some studies, the performance of medical examinations 
or clinical measurements requires clinicians on the study 
team, even if the epidemiologist is medically qualified. This 
is particularly true, when the clinical examinations to be 
performed are of a highly specialized nature. It may be 
necessary to bring clinical specialists, as well as necessary 
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equipment, to the field or to take all or some of the study 
subjects to clinicians in, for example, a hospital. The 
recent development of portable, miniaturized equipment for 
many clinical examinations has made it easier to conduct a 
.umber of clinical tests in the field. It is important to 
establish, at the outset, that clinical examinations performed 
in a study must be done according to a protocol that is 
standard (the same) for each examining doctor and each subject. 

5.5.3 	Statistical expertise 

Statisticians 	have 	key 	roles 	in 	study 	planning, 
computerization, and data analysis. Even in small-scale 
studies it is recommended that statistical advice be sought. 
At the planning stage, the statistician will work closely with 
the team leader in establishing the design; in determining 
procedures for the selection of study subjects; in designing 
questionnaires and other survey material for the collection of 
data in a standardized, processable manner; and, most 
importantly, in helping to formulate the study hypotheses in 
quantitative terms, to the extent that the crucial final 
tabulations can be portrayed in blank tabular form, long 
before the start of any field work. During the study, the 
Statistician should review the original data and computer 
files and indicate any omissions, inconsistencies, or errors 
in the data. The statistician would assess the quality of the 
data by various comparisons of data from different observers 
and coders and would assist the team leader in the analysis 
and interpretation of the data. 

5.5.4 	Environmental scientists 

Specialists in environmental sampling and measurements are 
also important members of a study team in environmental 
epidemiology. Prior to the start of field work, their 
function is to assist the team leader to plan strategies for 
environmental monitoring and to develop liaisons with one or 
more laboratories to ensure that they are able to process and 
analyse the environmental samples to be collected. In the 
field, the environmental specialist, aided perhaps by one or 
more assistants or technicians in larger studies, will have 
responsibility for collecting, labelling, and properly storing 
environmental samples, and will be responsible for maintaining 
the calibration of equipment and for conducting quality 
assurance procedures. 

When the use of complex or sophisticated equipment is 
planned during a field study, it may be useful to have a 
specialist in the repair and maintenance of such equipment 
attached to the study team. 
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5.5.5 	Interviewers and technicians 

In some studies, intervi ?wers are needed to obtain 
questionnaire data and techn :ians are needed to perform 
various clinical tests. In occupational health studies, 
industrial hygienists are otter required. Adequately trained 
interviewers or technicians are often unavailable for a field 
study and it is frequently necessary to recruit less 
experienced persons and train them for specific duties. A 
study on the characteristics £ successful interviewers has 
not substantiated the idea I hat either inborn talent or 
inherent knowledge determines the quality of interviewing 
(Kahn & Cannell, 1965). It seems that the success of 
interviewing depends rather on the respondents perceiving the 
interviewer as being one with whom they can communicate. A 
business-like manner is rn eded as well as "social 
sensitivity". These qualities may be developed through both 
training and experience. Special interviewers may oe 
necessary to interview disabled (e.g., blind or deaf) or 
illiterate subjects, or those who speak a different language. 

The number of interviewers and technicians to be employed 
depends on the type of study, the size of the study 
population, the place where the respondents will be studied 
(at home, at work, or in a clinic), the anticipated 
availability of the respondents, and the period of time 
scheduled for the field work. Because of unavoidable observer 
bias, which may affect the study results, it seems advisable 
either to employ only one observer or to have several whose 
interobserver differences can be checked and controlled. In 
addition, random allocation of interviewers/technicians to 
respondents makes it possible to diminish and assess 
interviewer bias. 

In a large-scale field study, senior interviewers and 
technicians may be necessary in order to supervise and control 
the work of the other interviewers and technicians, who will 
be organized in several groups, each of which should be headed 
by a supervisor. Supervisors should be experienced and 
responsible staff. They must ensure that questionnaires have 
been returned and completed, and that tests have been 
performed correctly. 

5.5.6 	Support staff 

There are other professionals who may be helpful in the 
development 	of 	questionnaires 	(e.g., 	sociologists, 	- 
psychologists), tests (e.g., physiologists, toxicologists, 
biochemists), and flow diagrams (managerial experts). When a 
sampling frame is available, it will usually be necessary to 
employ part-time workers responsible for archiving the 
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existing 	lists or 	files. 	Under 	the direction of an 
experienced statistician and co—workers and provided with 
minute written instructions, such people are usually able to 
select and to list appropriate sampling units from the 
sampling frame. 

When usable sampling frames are unavailable and the area 
concerned has to be sampled, a group of people need to be 
employed who will be able to list all dwellings. These people 
must be fully acquainted with their duties and provided with 
detailed written instructions as well as with maps of areas or 
blocks of dwellings. Their work must be very carefully 
supervi.sed, because the completeness and validity of the 
sampling frame depends on this accuracy. 

People such as nurses, nursing aides, social workers, and 
community volunteers, who are assigned to, or live in, the 
area where a study is to be conducted, may often possess 
important information about the health status, the social 
mores, and other important aspects of life in the community - 
information that will aid greatly in planning a study. They 
would also be very effective recruiters of potential subjects 
into a study. 

When a large—scale field study is being carried out, it is 
necessary to provide administrative offices for field 
workers. In many studies, even when self—coding 
questionnaires and other recording forms are used, it is 
necessary to check the answers to questions and possibly to do 
supplementary coding, using full— or part—time people. In 
smaller studies, these clerks may be the only support staff 
necessary. Other support staff for large—scale studies may 
include secretaries, coders, laboratory technicians, 
dieticians, receptionists, and hygienists. 

5.5.7 	Soecial considerations for develooine countries 

Epidemiological studies may be conducted by primary health 
care workers, under the supervision of an experienced 
epidemiologist, especially in developing countries (WHO, 
1982). Such workers may include the following types singly or 
together: welfare workers, nurses, auxiliary nurses, 
midwives, health visitors, family planning educators, sanitary 
inspectors, and sanitarians. They frequently constitute the 
essential components of primary health care and may have 
valuable knowledge of the local health situation. They will 
work on the day—to—day collection and reporting of 
epidemiological data. 	Basic epidemiological knowledge and 
skills are required by these primary health care workers. 
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5.5.8 	Example: Study teams of ltai-Itai disease and chronic 
cadmium pOiSOning.. 

An outbreak of a disease, characterized by osteomalacia 
with severe pain, occurred in a rural area in the north-west Id 
part of Japan. 	Because of the characteristic pain, the 
disease was named the ltai-itai (ouch-ouch) disease by a local 
clinician who first reported it. 	The clinician and his 
associates claimed that cadmium in the rice eaten by the 
patients was responsible for the disease. 	Cadmium was 
considered to have been discharged from a zinc mine that was 
situated upstream, thus contaminating rice fields downstream. 

Increasing social concern resulted in the organization of 
a study team on the Itai-itai disease, in 1963, with a grant 
from the national government which covered a 3-year study. 
The study included clinical and pathological examination of 
the patients, an epidemiological survey employing the 
case-control method and surveys on levels of cadmium in the 
environment (rice and other crops, river water, well water, 
paddy-field soils, etc.) as well as on the source of cadmium. 
Experimental studies with cadmium were also performed. In 
January 1967, a joint report was prepared and it was concluded 
that cadmium was most strongly suspected of being responsible 
for the disease. 

In the mean time, a large health survey of inhabitants in 
cadmium-polluted areas throughout Japan was launched in 1965 
by a study team newly organized by the Japan Public Health 
Association with a grant-in-aid from the Ministry of Health 	- 
and Welfare, because it had been ascertained that there were a 
number of other areas polluted by cadmium in addition to the 
endemic area of Itai-Itai disease. 	These cadmium-polluted 
areas were designated by the Ministry of Health and Welfare as 
"Areas Requiring Observation for Environmental Pollution by 
Cadmium" in 1969 and subsequent years. 

When the Environment Agency of Japan was established in 
1971, various research groups on the effects of cadmium, 
supported by the Ministry of Health and Welfare, were 
integrated into a comprehensive research team, the composition 
of which is illustrated in Fig. 5.3 (Shigematsu, 1978). This 
research team has undertaken the following studies, which have 
been coordinated by an epidemiologist as the team leader: 

i. experimental studies on effects of chronic cadmium 
poisoning; 

! 	Based on the contribution of Dr I. Shigematsu, Radiation 
Effects Research Foundation, Hiroshima, Japan. 
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Fig. 5.3. 	Composition of the study team for Comprehensive studies on 
Itai—itai disease and chronic cadmium poisoning" (1978-1979) 
(From Shigamatsu, 1978). 
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clinical studies on renal tubular dysfunction; 
follow-up studies on Itai-Itai disease; 
pathological studies on Itai-Itai disease and chronic 
cadmium poisoning; and 
mortality studies in cadmium polluted areas. 

5.6 Implementation of Study 

5.6.1 	Arrangements 	with 	local 	authorities 	and 	study 
population 

The local authorities should be informed about the study 
objectives and about the details of the organizational aspects 
of the study. Such information should convince them that the 
proposed study will be useful for improving the health of the 
local people involved and should assure them that the study 
methods are safe. 

When the general population is studied, the local 
administrative authorities may be helpful in obtaining the 
sampling frame and the environmental data, routinely collected 
in the study area. They may also be helpful in the 
organization of a field study, for exampl, in lending 
premises for performing examinations on the sujects. When a 
working population is studied, the managerial bard (and local 
trade union groups, where appropriate) may facilitate the 
organization of interviewing or other examinations in the 
enterprise. Where appropriate, meetings should be organized 
with the relevant officials, community leaders, 
representatives of relevant professional asociations, etc., in 
order to provide detailed information about the study and to 
obtain their cooperation. 

The way of informing the study subjects as to the nature 
and purposes of the proposed study, which is important for 
their active cooperation, will vary with the study designs. 
If a high proportion of the population is to be asked to 
participate, then available mass media (radio, newspapers) or 
communitywide meetings would be most efficient. If the 
sampling fraction is small, individual contact would be more 
appropriate, either by letter or home visits. 

5.6.2 	Picking samples 

Preliminary evaluation of a chosen sampling frame, that 
is, the population from which sample is to be chosen, should 
be performed by an experienced investigator during the 	- 
preparatory phase. Kish (1965) summarized various types of 
problems of sampling frames as follows: an incomplete sampling 
frame, the appearance of clusters of elements as a single 
element in the list, the appearance of blanks or foreign 
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dwelling. 	These 	additional 	addresses 	were 	given 	to 
interviewers in order to check whether there were additional 
dwellings, between the one selected and the next one on file, 
and to test completeness of the sampling frame. Using this 
technique, known as the "half-open interval" (Sagen, 1970), it 
is possible to assess the proportion of missing elements in 
the sampling frame. 

The experience obtained in the pilot study revealed that 
the lists of names of inhabitants placed in the dwelling cards 
were inaccurate and partly out-of-date. Therefore, it was 
decided that, in the main study, interviewers would only be 
given addresses of the selected dwellings without the names of 
the inhabitants, with the instructions to interview all 
permanent residents of these dwellings, born between 1898 and 
1949. In case of doubt related to the permanent residence, 
persons who reported that they had slept in the dwelling every 
or nearly every night (at least four nights during a week) 
during six months preceding the interview were to be 
considered as permanent residents. 

The check of completeness of the sampling frame revealed 
that the existing number of missing elements in the frame was 
negligible. However, it appeared that there was a significant 
number of apartments marked with the same sequential number 
and the subsequent letters, e.g., 2a, 2b, or 16a, 16b 16c 
etc., as a result of subdivision of a building or by an 
addition to the building. Furthermore, it was found that some 
apartments marked with the same number and different letters 
were listed together on one dwelling card and some had - 
separate cards in the file. Taking into account various 
possible solutions and their consequences, it was finally 
decided to link in files, before the sample selection, all 
cards for apartments marked with the same number and different 
letters and to treat them as one apartment. The interviewers 
were instructed to examine all apartments marked with the 
selected number and different letters. 

A second small pilot study performed in December 1960 
confirmed the usefulness and pertinence of the above procedure. 

Analysis of the data collected during the pilot study 
determined the sample size for the main study, the estimation 
of the size of sampling error, and the assessment of the 
effects of clustering and stratification. The applied 
sampling design did not affect the size of sampling error. An 
intraclass correlation did not exist within clusters 
(dwellings). Thus, the analysis of collected data, it was 
possible to apply simple statistical methods, adequate for an 
unbiased random sampling design. 

Although the applied stratification did not decrease the 
sampling error, it was decided to maintain the basic design 
for the main study, because it was easy to draw the sample of 
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sampling units in the list, and duplicate listing of some 
sampling units in the list. 	A final evaluation of the 
sampling frame may be made during the pilot study. 	If 
deficiencies in the sampling frame are judged to be small in 

-  comparison with other errors inherent in the study and, if it 
is costly to correct the frame, the usual practice is to 
disregard the problem and use the frame as it is (Sagen, 
1970). When the sampling frame is chosen, it is necessary to 
establish the number of sampling units (individuals or 
dwellings) to be selected and to prepare the plan of sample 
selection before the start of the field study. 

5.6.2.1 	Example: Sampling procedures 

The main purpose of the epidemiological study of chronic, 
non-specific respiratory disease in Cracow was to estimate the 
previously unknown prevalence of this disease in the adult 
urban population in Poland (Collective Work, 1969; Sawicki, 
1969a, 1977). As it was impossible and unjustified to examine 
the entire target population, it was decided to draw a random 
sample from this population. The target population included 
the non-institutional population of permanent inhabitants of 
the City of Cracow, who were born between 1898 and 1949. The 
main study was scheduled for 1968. During the preparatory 
phase, which started at the end of 1965, the available 
sampling frames were explored. It appeared that existing 
voting lists were out-of-date. However, the files of dwelling 
cards in each of the six District Councils were available. 
These cards contained the addresses of dwellings and the names 
of persons permanently living in each dwelling. 

It was decided to use the existing file of dwelling cards 
as the sampling frame. The sampling units were the dwellings, 
and all permanent inhabitants born between 1898 and 1949 were 
the units of inquiry. As the files within each district were 
kept separately in the subdistricts, into which each of the 
districts was divided, it was decided to treat these 
subdistricts as the strata and to select dwellings separately 
from each stratum subdistrict. Therefore, the design was a 
staged, stratified, cluster sampling. The sampling design was 
prepared with professional advice. 

The first pilot study was performed in May 1965 in one of 
the districts. Out of the total number of dwelling cards that 
were in the files of this district, 200 were selected. The 
interviewers received addresses of the selected dwellings 

-  (Street, street number, number of the apartment) and the names 
of the permanent inhabitants of the dwellings. In addition, 
interviewers received the addresses of the dwelling that was 
next in the file after the one selected to the sample. They 
received also the names of people who lived in this additional 
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addresses 	(dwellings) 	from 	each 	subdistrict-stratum, 
separately. 

Before the main study started, the random-number tables 
were chosen. As there were 39 subdistrict-strata in the city, 
39 places were selected at random in these tables. These 
places (numbers) indicated the starting points for the random 
selection of numbers of each stratum. Detailed instructions 
describing the selection of numbers were prepared. 

In all 39 subdistricts, the number of dwelling cards was 
calculated simultaneously. During the calculation, each set 
of 50 dwelling cards was separated with a small stick 
(below). According to the previously established sampling 
size and taking into account the estimated average number of 
adult inhabitants per dwelling, on the basis of results 
obtained in the pilot study, it was decided to select 1930 
dwellings in the whole city. Civen the total number of 
dwellings in the city, a sampling fraction was calculated. 
Then, using this fraction, the number of dwellings to be drawn 
in each subdistrict-stratum was calculated and checked. The 
appropriate numbers within each stratum were selected from the 
prepared tables of random numbers, according to instructions. 
Correctness of the selection was checked and the 
randomly-selected numbers were recorded on the lists prepared 
separately for each subdistrict. These lists were transferred 
to the offices in each subdistrict, where the clerks wrote 
down the appropriate addresses of dwellings. The small sticks 
inserted between batches of 50 dwelling cards facilitated 
finding the sequential numbers of dwellings in the files. 
This simple technique avoided laborious and time-consuming 
enumeration of all dwelling cards. All these procedures were 
performed in three days. Selection of random numbers was done 
by three persons. The calculation of number of dwellings in 
each subdistrict and selection and listing of addresses 
according to the selected random numbers was made by 39 
clerks, under the supervision of six persons, at the 
subdistrict offices, where the files were kept. Each of these 
45 persons was provided with the detailed instructions. 

5.6.3 	Designing recording forms and questionnaires 

All relevant information from epidemiological studies has 
to be recorded at first on recording or questionnaire forms. 
A good form design is essential for the adequate presentation 
of the data obtained. The forms would be required for records 
of measurements and interviews (questionnaire), results from 
laboratory tests, and any observations to be recorded (for 
instance, comments by an observer on the reliability of data 
recorded). 
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The forms should be easy to complete, easy to read, and as 
short as possible. The layout should be arranged so that gaps 
in the information recorded are conspicuous. The ease with 
which data may be extracted for tabulation, coding, or direct 
entry into a computer should be tested in order to determine 	4 
the final format. It is desirable to minimize the need for 
recoding and copying information from forms completed at the 
survey or in the laboratory. Each such operation consumes 
resources and introduces the possibility of new errors. The 
size, material (paper or card), colour, and typographical 
style of forms also need to be considered carefully and will 
be affected by the following questions. How are the forms to 
be stored: in filing cabinets, boxes, or card-index cabinets? 
Who will complete them: nurses, technicians, physicians, 
clerks, or the subjects being surveyed? Where will they be 
completed: in a clinic, a mobile unit, at home, or in the 
open-air? 

Essential procedures for the preparation of forms include 
the following: 

list all items of information that are required on the 
form; 
are they all relevant? 	If not, delete the superfluous 
ones; 
order the items in a sequence corresponding to the 
anticipated flow of information and prepare a first draft 
of the layout; 
seek comments and criticisms from others in the tears, 
particularly those who will have to complete the form and 
process the data, and amend as needed; 
decide on size, material, colour, and typography, and 
produce a prototype; 
test-use the prototype 	in a realistic pilot-study 
situatiofl 
test the ability to process data entered on the form 
(coding; checking, transcription; entry into a computer); 
amend as needed. 

The questionnaire should include the name and address of 
the respondent or the address of a selected dwelling, the name 
and identification number of the interviewer, a place for the 
interviewer's notes, e.g., the dates of the visits, the first 
and return ones, the period of time spent on interviewing, 
reasons for non-interviewing (refusals, no one at home, 
persons temporarily absent, impossible to establish contact 	- 
with the respondent because of mental illness, etc.), and a 
list of all household members, as required. 

Nevertheless, all questionnaires should be as short and as 
easy to complete as possible and should be constructed in a 
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way that facilitates the checking of completeness and 
Correctness of the records as well as the data processing. 

If a foilow-up study is planned, it is useful to insert 
the information about changes of residence or changes in the 
names of respondents on the forms. 

5.6.4 	Planning for control of data and computer programming 

During the course of a study, the data may be generated 
from a variety of source points (perhaps geographically-
distant places) and over various periods of time, extending 
sometimes into years. The flow of the data from the source to 
the place where they are to be analysed and stored must be 
planned and controlled. The plan may consist simply of a 
systematic list of the detailed steps that are required; or it 
might be a formal flow-chart prepared by a system analyst. In 
a large-scale study, this may require a specific data control 
unit which would receive data from the points of collection 
and inspect them prior to their transfer to the next stage in 
their route. 

The control procedures are primarily to ensure that no 
material is lost. Inadvertent misplacement or destruction of 
manuscripts in a busy clinic, laboratory, or mobile unit are 
hazards that must not be ignored. On receipt of a batch of 
data at the control point, the number of items (forms, cards, 
etc.) in the batch are counted. The type of item and the 
number received are noted in a receipt book and this 
information is compared with that on the data transfer cover 
note, which should have been completed at the source point. 
Discrepancies are noted and queried immediately. It may be 
desirable for the control point to issue a receipt to the 
source point. 

As mentioned in section 5.4.1, it is worthwhile to start 
the preparation of relevant computer programmes before the 
pilot field study starts. The programmes for file creation 
and manipulation, for checking errors, and for checking the 
consistency of information "within" each subject in the study, 
may be prepared in advance. New programmes can be written or 
suitable programmes chosen from existing statistical 
packages. The suitability and validity of the prepared 
programmes may be checked on a set of special-prepared dummy 
documents. It is useful to prepare dummy data with 
intentional errors in order to find whether the prepared 
'debugging' programmes comply with the established 

- 	requirements. 
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5.6.5 	Training of personnel 

It is not easy to recruit, train, and maintain a staff of 
competent professional and other workers in productivity for a 
protracted period, but a corps of experienced collaborators 	- 
and staff is the greatest asset that the team leader can 
have. 	It is wise to recruit and train staff at the very 
beginning of a research project and to impress on them the 
importance of their remaining with the study until its 
completion, so that observer variation as well as training 
costs can be kept to a minimum. 

The training of team staff should, 	preferably, 	be 
performed by professional training experts or, at least, 
experienced senior staff, according to a well-prepared 
programme. At the beginning of the training, all staff should 
be given complete sets of instructions and forms to be used in 
the study. The objectives and organization of the study, as 
well as the investigative methods, are then explained to all 
staff. Training should normally be carried out in a group, 
because experience has shown that group training is more 
efficient and economical in the teaching of new skills. 

The interviewers play a major role in epidemiological 
studies and require extensive training. The aims of training 
interviewers are to help them obtain an adequate knowledge of 
the subject matter, such as the objectives and organization of 
the study, make them well aware of sensitive human 
relationships at the interview and help them develop adequate 
interviewing techniques, for example, how to motivate the 
respondents (Kahn & Cannell, 1965). The interviewers should 
be able to explain the objectives of the study to the 
respondents and to convince them of their important role in 
the study. Interviewers should be taught about the 
significant 	effects 	that 	the 	interviewer's 	behaviour, 
language, and even attire may have on respondents. The 
questionnaires to be used should be explained in depth. 
Interviewers should be provided with detailed written 
instructions. A good example of such instructions is that of 
the Epidemiology Standardization Project of the American 
Thoracic Society (Ferris, 1978). 

One of the specific interviewer-training methods is "role 
playing", when interviewers play alternately the role of 
respondent and interviewer, using the questionnaire that is to 
be used in the actual study. Training of interviewers should 
be further conducted in a pilot study. Their performance 
should be critically assessed and supplementary individual 	- 
training may be performed as required. 

Statistical analysis of the type and direction of 
interviewer error could be done in the pilot study as well as 
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in the main study, if the interviewers were randomly allocated 
to the respondents (Ury, 1965; Sawicki, 1969b, 1977). 

5.6.6 	Pilot study 

- 	It is highly desirable to condu( :t a pilot study (as stated 
in section 5.4.2) in order to chec :k the adequacy of various 
components to be used in the main study, including the study 
protocol, 	the 	sample 	size, 	tli e 	method 	for 	sampling 
interviewers, 	the 	laboratory 	work, 	questionnaires, 
instructions for field workers, and methods for the 
statistical analysis of the data collected including the 
computer programmes. 

Furthermore, it is useful that the questionnaires and 
tests may be subjected to a small-scale pretest before the 
pilot study. This is especially important when a particular 
questionnaire or test has never been used before or when the 
questionnaire to be used in the main study has been translated 
from another language or used in a different sociocultural 
population. Questionnaires, in other words, must be relevant 
and specific to local situations. Nevertheless, 
questionnaires should remain as standardized as possible. 

All measurement methods should be tested before conducting 
the main study to ensure that comparable results will be 
obtained from all instruments and all observers during the 
study. 	This is usually done by measuring the reliability 
(reproducibility) of the measurements. 	It is frequently 
difficult to assess the validity of measurements because of 
the lack of criteria of validity, such as knowledge of the 
"true" values, or the unavailability of specific reference 
measurement methods. Instruments operated by observers (e.g., 
blood pressure or spirometric measurements) involve errors 
from both instruments and observers (see example in section 
5.6.6.1), whereas reading X-ray films gives rise only to 
observer errors (see example in section 5.6.6.2). Assessment 
of variations in the first case requires careful statistical 
designs for analysis in order to be able to distinguish the 
variations attributable to the instruments from those of the 
observers. The characteristics of the instruments (accuracy, 
precision, sensitivity, specificity) should be known in 
advance of the main study. 

There are some other problems that may occur and that 
would produce errors. For instance, if electrical instruments 
are used, problems from breaks in the electricity supply or 
voltage fluctuations, which may frequently occur in developing 
countries, have to be resolved. Simpler instruments for the 
field use such as "mini' X-rays or function test instruments 
may be subject to greater errors. 
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Other preparatory activities, indispensable for the proper 
conduct of the main study, include the recruitment and 
training of any supplementary personnel that has been found 
necessary, preparation of final documentation of study 
procedures, purchase of materials such as reagents, and - 
renting and preparation of the necessary premises. 

5.6.6.1 	Example: Testing of spirometers and assessment 
of observer error 

In an epidemiological study on the long-term effects on 
health of air pollution in Poland (Rudnik et al., 1978), the 
ventilatory capacity of children was measured by means of 
Wright peak-flow-meters and LODE D-53 spirometers. 

During the preparatory phase before the pilot study, the 
measurement equipment was tested in combination with the 
testing and training of the technicians (observers). 

Five peak-flow-meters (PFM5) were randomly labelled with 
letters, and numbers were allocated to two observers. There 
were ten "treatments" altogether: in the experimental design 
a 10 x 10 Latin square was used. Ten children participated in 
the experiment, each child performing the test ten times, in 
turn. Results of three technically satisfactory blows were 
recorded. Maximum and mean peak expiratory flow rate (PEFR) 
values were analysed by the method of analysis of variance. 
The analysis revealed that, apart from expected biological 
variation between the children, there was also significant 
variation between the PFM5. Two flow-meters were the source 
of systematic error, and were rejected. 

Similarly, two LODE D-53 spirometers were labelled with 
letters and two observers, with numbers. In the experimental 
design, a 4x4 Latin square with three replications was used. 
Twelve children participated in the study. Maximum results 
from three recordings were used for calculation of the forced 
expiratory volume in three-quarter second (FEV075) and 
forced vital capacity (FVC) values. Analysis of variance of 
the results obtained revealed that the examined children were 
the only source of variability. There were no significant 
differences between the spirometers or observers. 

Using one spirometer and one peak-flow-meter, the various 
combinations of the sitting versus the standing position and 
use of a noseclip were studied. In the experimental design an 
8x8 Latin square with three replications was used. 
Twenty-four children participated in the study. 	Maximum 
values of PEFR and FVC were recorded and analysed. Analysis 	- 
of variance revealed that the only source of variation was 
biological variability between the children. There were no 
significant differences between results obtained in a sitting 
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or a standing position, with or without a noseclip, either in 
regard to PEFR or FVC values. 

5.6.6.2 	Example: Assessment of X-ray observer error 

The plan of an epidemiological 	study of chronic 
non-specific respiratory disease in Cracaw (Sawicki et al., 
1969) included examination by small X-ray films (70 x 70mm); 
if lesions were observed, large X-ray films were also to be 
taken, in the pilot study, the influence of observer error on 
the interpretation of X-ray films was studied to establish a 
method of minimizing the influence of this error on the 
expected results. 

Small X-ray films were made on 363 subjects. For control 
purposes, large X-ray films were also made on every eighth 
person. The number of control large films was 65. After the 
small films were read, 31 persons, in whose films changes had 
been noted, had large films made. The small films were 
interpreted by three readers, identified by the code letters 
A, B, and C, who each inspected the films twice independently, 
at an interval of several weeks. Before the second reading, 
the films were mixed and read in a different order from that 
at the first reading. Next, the films were read jointly by 
the three readers simultaneously; they were aware of their 
previous two readings. The large films were also interpreted 
independently by each observer, A, B, and C, and then by all 
three observers jointly. Differences of opinion of the 
readers were decided by the fourth observer, acting as 
arbiter. 	For the purposes of statistical analysis, the 
results were divided into four groups: 	"without changes", 
"changes in the cardiac silhouette", "tuberculous lesions" and 
"other changes". If the films were classified as in both the 
2nd and 3rd, or 3rd and 4th groups, they were placed in the 
3rd group. If they were classified in both the 2nd and 4th 
groups, they were included in the 2nd group. 

Statistical analysis was carried out by means of two-way 
analysis of variance. Differences between observer pairs and 
pairs of readings by the same observer were assessed by the 
chi-square test for paired variables. Agreement between 
results was studied by calculating percentages of agreement 
and coefficients of agreement (Robinson, 1957), the latter 
being mainly taken into account. 

The 	analyses 	demonstrated 	marked 	"interobserver" 
differences in the reading of small and large films. The 
greatest discrepancy concerned evaluation of films with no 
changes and changes in the cardiac silhouette. The 
intraobserver error was much smaller than the interobserver 
error. After detailed statistical analyses, it was decided 
that only a single reading of each small X-ray film would be 
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performed in the main study, and that observers A and C should 
be employed for this purpose. 

5.6.7 	Main study 

5.6.7.1 	Advance contact 

The use of a letter in advance to the subjects of the 
study, in population studies, is strongly recommended. The 
letter should inform them about the objectives of the study, 
the procedures, time schedules, and other details as 
approptiate. Depending on the type of study, an advance 
letter should motivate the subjects and stimulate them to 
meticulously complete the questionnaires, to cooperate with 
the interviewer, and to attend the medical examinations. 
Where working with illiterate populations, a community meeting 
or personal contact must fulfill the same function. In all 
cases, the protection of confidentiality and privacy must be 
indicated to all those involved. Such a letter should be 
signed by the team leader or a person, who is known to be 
reliable and trustworthy by the study subjects, and may be 
sent by mail or messenger from the study office. 

5.6.7.2 	Interview studies 

In the case of self-administered questionnaires, these may 
be sent together with the advance letter, or separately. 
Records should be kept of questionnaires sent out and returned 
and the correctness of responses should be checked. The 
appropriate procedure for non-responses must be worked out. 
It is possible to send one or more reminders or it may be 
necessary to make telephone calls or to visit non-responsive 
subjects at home. It is also necessary to decide what to do 
with missing answers to part of the questions. This may be 
solved by writing further to the respondent, by interrogation 
over the telephone or by a home-visit. 

When an interviewer-administered questionnaire is used, 
the preparatory work includes the random allocation of 
interviewers to the selected subjects or dwellings, the 
schedule of visits for each interviewer, and data management. 
A letter requesting participation in the study should be 
delivered prior to the interviewer's visit, with the 
information about the approximate time of the visit and the 
name of the interviewer. - 

Other work of the study office during the main study 
includes: (a) provision of questionnaires, instructions, and 
the list of addresses of the respondents or dwellings to 
interviewers and arrangements for their visits to subjects; 
and (b) recording of results of the work of each interviewer 
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on special files (number of completed interviews, refusals, 
persons who were inaccessible or unavailable). 

5.6.7.3 	Medical and laboratory examinations 

For medical and other examinations, special premises must 
be arranged. 	It is often easier to obtain appropriate 
premises for studies in the workplace or in schools. 	The 
preparation of appropriate premises is more difficult, when 
the study covers a sample of a general population. If some 
infectious disease, such as influenza, is prevailing, it would 
be prudent to avoid using clinics, hospital premises, etc., 
which are otherwise convenient for these examinations. The 
location of the premises should be easily accessible to the 
study population by public transportation; the subjects may be 
provided with bus or train tickets in order to stimulate them 
to attend the examinations. Adequate car parking space should 
be available where necessary. Premises must be equipped with 
such facilities as reception and waiting rooms, interviewing 
or examination rooms, toilets, etc. 

There are various methods of inviting the subjects to the 
examinations. When medical or laboratory examinations follow 
an interview, they may be invited by the interviewers. In 
other Circumstances, they may be invited by mail, but this 
method is usually not very successful. An appropriate 
procedure with refusals and with difficult subjects should be 
prepared. Sending interviewers, recall letters, or 
telephoning are the usual methods. In order to increase the 
response rate, it may be possible to perform some measurements 
in the home of the study subjects, if portable instruments are 
available. Consideration should be given to providing some 
people, especially the disabled and aged, with transportation 
to the examination premises. 

If a number of observers and instruments are involved in 
the study, each observer and each instrument should have an 
identification number. The numbers should be recorded on each 
subject's record form. The method of measuring instrument or 
observer bias, described in section 5.6.6 may also be used for 
the analysis of results obtained in the main field study. 
When the main study has been completed, it is certainly too 
late to improve the quality of measurements, but a knowledge 
of the sources and size of the bias that affected measurement 
results would avoid misinterpretation of the results and 
improve the quality and pertinence of the final conclusion. 

5.6.7.4 	Environmental measurements 

A main organizational problem in any study involving 
environmental measurements is the distribution of sampling 
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sites according to previously-established objectives of the 
study and sampling design. There may be a number of 
difficulties to overcome. For example, according to the study 
design, the inlets of the instruments for measuring pollutants 
in the ambient air should be situated at a certain uniform  
height above ground level and at a distance from busy streets 
and chimney stacks. It may be difficult to find appropriate 
places for setting up all the sampling sites according to all 
above requirements. The consent of the local people for the 
installation of a sampling site may be required, especially 
when the instruments are noisy. 

A plan of collection and transportation of samples to the 
laboratories should be prepared. The laboratories should be 
properly equipped and should have competent analysts. 
Recording forms for the results should be prepared and the 
identification of samples, according to the place where the 
samples were taken and the date when they were taken, should 
be recorded. Adequate control procedures to assure the 
quality of the measurements should be taken. 

it is necessary to foresee appropriate solutions for 
unexpected events, such as damage to apparatus. 

5.6.7.5 	Linkage and evaluation of data 

Because subjects in a study are usually suhmitted to 
various procedures, such as interviewing, medical 
examinations, laboratory tests, etc., there is a need to link 
the information related to the same subject, recorded in 
different places and on various forms. Therefore, the same 
identification numbers or symbols of individuals should be 
used on all forms. In follow-up studies, when the same 
subjects are re-examined one or more times, each form or the 
group of forms used in the subsequent round of the study 
should be marked with the same identification symbol or number 
as that used previously to ensure linkage. 

Nowadays, linkage problems in the analysis of data are 
usually solved with the help of computers. Individual 
questionnaires and recording forms include information about 
the date and place of the measurements. Each sample taken 
from air, water, food, human tissues, etc., is identified by 
place and time on the recording forms. This facilitates the 
linkage of the data from different sources. 

When all data are in the computer file, the next task is 
to obtain a total print-out of the file and review aberrant 
values and perform any further clean-up, as indicated. Then, 
the team leader and epidemiologist/statistician, aided by the 
data processor, must obtain simple numerical and demographic 
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outputs, e.g., 	the number of participants; the overall 
participation rate; characterization of participation by such 
variables as age, sex, place of residence, or occupation; and 
participation rates in each of the subgroups. If a proportion 
of the non-respondents has been surveyed, it will be desirable 
to compare and contrast the salient features of respondents 
and non-respondents. When these necessary preliminaries have 
been completed, it will be possible to proceed to the crucial 
final tabulation and to the conduct of such other calculations 
as are suggested by the results or as are required to separate 
out the possible influences of potentially confounding 
variables (sections 2.5, 6.4.5.3, and 6.4.6). 

5.6.7.6 	Reporting of results 

A feed-back of the study results to the participants is 
essential; there is little hope that the study team will ever 
be invited back to do a follow-up investigation, if the 
results are not made known to the subjects. However, release 
of unverified results must be avoided, and the unduly urgent 
demands of the press and public officials must not be allowed 
to take precedence over the need for scientific accuracy. If 
public inquiries are considered to be likely, it is advisable 
to appoint in advance one person, generally the team leader, 
as spokesman and to instruct all other team members to keep a 
prudent silence. Some have found that the release of study 
results is best handled by the simultaneous public 

- announcement of summary results to all parties, followed 
immediately by the personal notification to each subject by 
letter or by home visit of his individual results and their 
meaning. In a study that takes months or years to complete, 
participants should be informed of their own results from time 
to time and referral for further clinical examination or 
treatment should be suggested and expedited, if necessary. 

Reports of study results to the community and to policy 
makers would frequently provide the basis for the assessment 
and evaluation of environmental health risks, in a particular 
local situation. The study team may then be responsible for 
providing further advice to the community and policy makers 
for the control of the hazards and for the prevention of 
disease. Additional discussions on the subject will be found 
in section 6.5 and in Chapter 7. 
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5.6.8 	Examples of cohort studies 

5.6.8.1 	Michigan polybrominated biphenyls study! 

In prospective cohort studies, great care must be 
exercised to maintain sufficiently close contact with the 
cohort to ensure that its size is not appreciably diminished, 
over time, as the result of cumulative refusals, or simply as 
the result of a slow loss of interest. 	In a long—term 
prospective cohort study of the health status of persons 
exposed to polybrominated biphenyls (PBBS) in Michigan, USA, 
the Centers for Disease Control and the Michigan Department of 
Public Health found that a combination of the following 
techniques was useful and effective in maintaining contact 
with the exposed cohort; first, a detailed explanation of the 
proposed study was sent by mail to all prospective 
participants and to the physicians in the area; second, a 
field office was 	established 	in 	the 	centre of 	the 
severely—affected area and participants were told that they 
would always be welcome with questions, comments, or 
complaints about the study or about the chemical exposure 
situation generally; and third, all participants were visited 
in their homes and again the study was explained to them. If 
a prospective participant indicated at this point that he 
wished to join the study cohort, he was asked to read and sign 
a detailed consent form. An admission interview was then 
conducted and a venous blood sample was collected for analysis 
for PBB5. 	 - 

In each subsequent year, every participant was sent a 
postal card to ascertain his current place of residence and to 
inquire about the occurrence of any major illnesses in the 
preceding year. Those who did not reply to the card were 
visited personally. Every two to four years, each subject was 
revisited at his home and a brief follow—up interview 
conducted. This interview was intended to supplement the 
necessarily limited data obtained by the postal interview. 
Most importantly, one to three months after each interview and 
blood—collection, all participants were sent a detailed letter 
giving a summary of the data obtained on them and an 
explanation of its significance; if the subject so desired, a 
similar letter was sent to the family physician. As a 
supplement to these formal letters, informal newsletters, 
which described the progress of the study in general terms, 
were sent regularly to all participants. - 

! Based on the contribution of Dr P. J. Landrigan, National 
Institute for Occupational Safety and Health, Cincinnati, 
Ohio, USA. 
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While these procedures for maintenance of a cohort are 
obviously expensive and time-consuming, many are of the 
opinion that a decision to embark upon a cohort study of an 
environmental health problem should not be undertaken unless 
the principal investigator and his team are willing to commit 
themselves to carrying out procedures such as these. 

5.6.8.2 	Study on air pollution and adverse health 
effects in Bombay! 

The experimental evidence for the biological effects of 
air pollutants is well accepted, but further epidemiological 
evidence is needed regarding the relationship between ambient 
air pollution and its long-term effects. This involves a 
study of interaction between other environmental factors, such 
as tobacco smoking, occupational exposure, and indoor air 
pollution. Other factors such as undernutrition, contaminated 
food or water supplies and poor sanitation, which exist in 
many developing countries, may lower resistance to infections 
and may complicate interpretation of air pollution effects. 

Several communities in Bombay, India, had been attributing 
human morbidity there to prevailing levels of air pollutants, 
such as a mean sulfur dioxide level of 50-130 ug/m 3  over 24 
h. An epidemiological study was initiated to elucidate the 
claimed relationship, taking into account the effects of a 
tropical humid climate and the poor nutritional and sanitary 
conditions of many of the inhabitants. 

After a pilot survey of prevailing levels of sulfur 
dioxide (S02), suspended particulate matter (SPM), and 
oxides of nitrogen (NOx)  in Bombay at 10 sites for 3 years, 
three areas in the city with different levels of pollution, 
namely, high, moderate, and low, were chosen. The last area 
was to serve as a control, but it showed significant SPM and 
nitrogen dioxide (NO2) pollution. Therefore, a rural control 
area situated 40 km southeast of the city was added. 

(a) Composition of study team 

A team to study health effects was set up consisting of 
doctors, social workers, statisticians, technicians, health 
visitors, dieticians, and administrative support. An 
environmental 	study 	team 	included engineers, 	chemists, 
meteorologists, field assistants, and technicians. 

! 	Based on the contribution from Professor S. R. Kamat, 
Department of Chest Medicine, K.E.M. Hospital, Bombay, 
India. 
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Study areas and populations 

In any large city, localities usually do not grow 
simultaneously or similarly. By natural selection, different 
areas may have distinctive profiles because of differences in 
housing, ethnic, income, and other factors. In order to 
reduce as much confounding as possible by other health effects 
compared with those of air pollution, employee groups living 
in a cluster of buildings were chosen for the study subjects. 
They were more stable in residence and had their own welfare 
and health activities, which made it easier to get their 
cooperation and involvement in the study. 

A full census of four chosen communities located in 
central Bombay (Lalbaug), an eastern suburb (Chembur), a 
western suburb (Khar), and a rural area (Poynad), was 
undertaken in December 1976. Lalbaug had various different 
industries that had been in operation for up to 100 years; 
while Khar did not have any large industries and Chembur was a 
new suburb developed in the last 25 years with fertilizer and 
petrochemical industries. The rural area had only two rice 
mills, but had poor sanitation with 39% of the population 
living in temporary housing. 

During the census, data concerning age (grouped as 1-9, 
10-19, 20-44, 45+ years), sex, family income, duration of 
residence (up to 5, 6-10 years, and over), occupation, 
smoking, and housing were collected. 	In the four areas, 
information was obtained on the subjects from 1060, 456, 605, 

	

and 393 families, respectively, and 41, 27, 50, and 4 families 	- 
were not covered. Of the 122 families not covered, 28 refused 
to cooperate while others were only temporary residents. 

In order to reduce differences among study areas the above 
factors (age, sex, etc.) were matched on a computer. In each 
study area, 200-250 families were chosen, with a 20% excess in 
case of refusals. 

Measurements of pollutants 

One (or two, if the communities were spaced more than 1 km 
apart) monitoring station in each area was set up. In each of 
3 areas, the stations monitored SO2, NO2 and SPM, every 
fifth day for a full 24 h (at a height of 12-18 m), thus 
covering all working days, once every 4 weeks. In the rural 
area, as pollutant levels were low, the measurements were 
restricted to 7 week days, once every 4 months. Though about 
8 months were needed to set up all the stations, an 80-90% 
coverage for monitoring schedules was subsequently achieved 
over 3 years. 

For deriving readings for SO2, NO2, and SPM, 	the 
standard US Environmental Protection Agency (USEPA) methods 
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were followed. Daily, monthly, and yearly mean readings for 
each area were derived. These levels were correlated with 
measures of morbidity by clinical examinations, lung function 
test, and daily health diaries. 

Assessment of health effects 

During the summer of 1977, a laboratory was set up for 4-6 
weeks, in each study area, in turn. A coded form with details 
of occupation, housing, smoking, and clinical history was 
devised. Clinical examination, blood count, urinary sugar 
test, and lung function tests (FVC, FEV1, maximum expiratory 
flow rate, and peak expiratory flow) were carried out. Most 
adult subjects were subjected to a 70 mm X-ray on another 
day. All urban subjects were re-examined six times, and the 
rural subjects four times, over three years. Daily health 
diaries were maintained for common colds, cough, 
breathlessness, diarrhoea, medical treatment, and absence from 
work. 

Cooperation of study subjects 

The initial cooperation of Study subjects was obtained by 
discussing with the subjects themselves, administrative 
personnel, social workers, and community doctors, through 
small meetings. The investigators promised confidentiality, 
care, and non-interference in local affairs, and avoided 

- 	reference to political matters. 
For each medical examination, about 25% and particularly 

the younger subjects submitted to tests promptly and 30% 
cooperated after frequent visits. 	In many cases, habitual 
lack of punctuality contributed to delays. 	About 20% of 
subjects persistently refused and about 25-30% came provided 
that examinations were performed during the evening. 

	

In the more polluted areas 	(Lalbaug and Cheinbur), 
cooperation was greater. In the rural area, despite care, an 
impending local election and local feuds and rivalry resulted 
in a poorer coverage, though this situation improved slightly 
when the team stayed in the villages for the period of the 
follow-up. In the rural area, the habit of families to move 
out to farms in the summer reduced the success of the 
follow-up during summer examinations. Overall, 35% of the 
subjects were lost to the study in 3 years. 

Health diaries were maintained initially by 670-850 urban 
subjects in each of 3 areas and 250 rural subjects. The 
cooperation at one year dropped to about 600 in each urban 
area and 125 subjects in the rural area. At 2 years, because 
of certain doubts about the reliability of some of the records 
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and cards, the diaries were continued by only 328 to 465 urban 
subjects from each of 3 areas and 100 in the rural area. 

The causes for non-participation in the urban study areas 
were refusals (30-80%), temporary absence (7-30%), moving away 

	

(2-30%), deaths (1-2%), and physical disability (3%). In the 	- 

rural area, non-participation was due to refusal (82%) and 
temporary absence (12%). 	The main reasons for refusals 
included lack of communication, ignorance about the nature of 
the study and prejudices. 

Results of medical examinations 

The initial results suggested a relation between the air 
pollution levels and several health abnormalities. Generally, 
the areas of high and moderate pollution showed a high 
morbidity; the area of low pollution had the best health 
status. 

Radiographs were done on 55% of the 4129 subjects. Of 
these, 87-90% were normal, 0.7-1.0% showed evidence of old or 
recent tuberculosis, 5.7% showed cardiac problems, and 3.9% 
postinfective scars. 

As it was known that 20-40% of urban subjects had 
recurrent nasal problems and postnasal discharge, sputum 
samples were studied in 149 subjects (63, 41, 31, and 14 in 
the respective areas). In 86-94% subjects, the specimens 
revealed upper respiratory epthelial cells, suggesting that 
this prevailing morbidity in Bombay seemed to originate in the 
upper respiratory tract. 

Results of other studies 

The smokers (mostly cigarette smokers in urban areas) 
amounted to about 17% of the subjects, with 1-6% of ex-smokers 
and 5-9% of tobacco chewers. In females, there were 10% 
tobacco chewers and only 0.4% smokers. 

There were major differences in housing; 	in the rural 
area, 39% of the houses were temporary structures with bamboo 
walls and thatched grass roofs. The majority of the urban 
subjects lived in small flats with a "poor" environment. 
However, this situation still represented the better aspects 
of the city's housing, because 30% of the population in Bombay 
live in slums with unhygienic sanitary conditions. 

The use of kitchen fuel showed large differences, as 96% 
of rural families used wood in poorly-ventilated kitchens, 
compared with 6-12% in the city. These differences, along 
with poorer quality of water and sanitation in the rural area, 
may explain the urban/rural differences in the morbidity 
observed. 
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A full diet and nutritional survey was carried out in all 
areas with the help of two nutritionists. The procedure was 
to complete on a form the family's consumption of all food 
commodities, over a week, and the quantities eaten by each 

- subject, daily, for 7 days. The results indicated that poor 
nutrition was a significant factor in producing increased 
morbidity, particularly in the rural area. 

5.6.8.3 	Tucson chronic obstructive lung disease study.. 

To illustrate techniques in population studies of chronic 
diseases and the environment, a multidisciplinary study in 
Tucson is described (Lebowitz et al., 1975). The study team 
had an epidemiologist/statistician and a clinician as 
principal 	investigators. 	Co-investigators 	included 
physiologists, immunologists, and other clinicians. 	Other 
staff included nurses, technicians, programmers, 
statisticians, key punchers, clerks, and secretaries. 

The major objectives of the Tucson study were the 
etiology, natural history, and early detection of chronic 
obstructive lung disease. The general hypotheses included: 
the influence of various environmental and social factors on 
the development of the asthma-chronic bronchitis-emphysema 
syndrome, including the importance of familial factors and of 
childhood respiratory illnesses in the development of chronic 
airway obstruction. This was a longitudinal study of a large 
multi-stage, stratified geographical cluster population 
sample. It was endeavoured to keep to a minimum the prestudy 
self-selection as well as withdrawal or loss of participants 
in order to avoid demographic and health biases. 

Before starting the study, the study protocols and the 
consent form for participants were reviewed by the 
institutional review board. It was felt that it was easier to 
keep track of families than of individuals. Micro-environ-
mental characteristics could be determined in this manner. As 
in most chronic disease, age, sex, social status, and ethnic 
groups are all highly significant variables in the study of 
chronic obstructive lung disease. Therefore, stratification 
was made on all these variables except sex (since families 
were the study units). To ensure adequate geographical 
representation, the sample was a two-stage stratified cluster 
sample, using the 1970 census block statistics for the Tucson 
area. 

! 	Based on the contribution from Professor M.D. Lebowitz, 
University of Arizona, Tucson, USA. 
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Samples were selected from almost all of the blocks that 
met the criteria for the older-age strata and from most of the 
blocks that met the criteria for the middle-age strata. The 
blocks were picked randomly within clusters in the strata. 
Within each block, households were systematically sampled at a - 
1 to 6 ratio, starting at a random corner and going 
clockwise. Before participation, subjects were informed about 
the general nature of the study and the benefits and risks. 
The participants, willing to participate, signed consent 
forms. 	Potential bias in both demographic and health 
characteristics was minimized, since it was confirmed that the 
refusal households were not different from the consenting 
households. 

Extensive training was given to nurses to qualify them as 
survey interviewers and technicians. Their training enabled 
them to administer the questionnaires, answer questions on the 
self-completion questionnaire, and carry out objective 
testing. They were instructed to respond to questions in a 
standard manner. A pilot study was conducted for further 
training and pretesting of the various techniques. 

As bias was likely to be introduced through the way in 
which the questionnaire was administered by different 
interviewers, a self-completion questionnaire was devised. 
This was pretested, compared to the original standardized 
questionnaires, and revised as required (Lebowitz & Burrows, 
1976) 

Interobserver variability measurements were made regularly 
on the spirometry (Knudson et al., 1976) and on the reading of 
the allergy tests (Barbee et al., 1976), in order to make 
appropriate corrections. Quality control procedures were 
carried out on the laboratory determinations and on the strip 
chart readings from the spirometry. All information was 
recorded on preprinted forms ready for computerization. 
Standard quality control techniques were also used in the 
coding, key-punching and computer edit-checking of the data. 
Confidentiality was maintained by means of limiting access to 
original data by staff, elimination of personal names or 
addresses on data files, and the use of a pass word in 
computer files. 

The main study has been running since the beginning of 
1972 with funding by US National Institutes of Health. It has 
been shown that weekly respiratory symptoms were strongly 
correlated with weekly levels of air pollution and pollen, 
when controlling for climatic conditions (Lebowitz, 1977), and 
that the micro-environment is important. 
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5.6.8.4. 	The Tecumseh community health stud 

The Tecumseh community health study is a comprehensive, 
prospective epidemiological investigation of health and 
disease in the population of a geographically defined 
community (Higgins, et al., 1967a,b; Higgins & Keller, 1975; 
Higgins, 1977). The purpose of the investigation was to 
detect the characteristics of man and the environment related 
to health, to resistance and susceptibility to diseases, such 
as coronary heart disease, hypertension, chronic obstructive 
lung disease, diabetes mellitus, and arthritis, and to the 
onset and course of the diseases. 

The community to be chosen had to be stable, well-defined, 
and with a variety of occupations and living conditions; it 
should not have large seasonal fluctuations in population or 
be a suburb or dormitory of a larger city. Other desirable 
features were; the presence of a hospital and the cooperation 
of the medical profession; a history of community interest in 
health affairs; and the support of local mass media and commu-
nity organizations. The most critical element that would det-
ermine the success or failure of a long-term study was, of 
course, the willingness of the people themselves to take part. 
Tecumseh was chosen from all the possible cities, towns, and 
villages because it satisfied most of these requirements. 

The physical boundaries of the study area were drawn to 
include the population that used Tecumseh as the centre for 
social and economic services and activities. 	A map was 
constructed with reference to fixed boundaries, such as 
administrative subdivisions, school and postal districts, and 
utility service areas. Information was collected on shopping 
habits and on patterns of membership in churches and other 
local organizations. 	Almost all persons living within the 
study area of 145 km 2  were members of the Tecumseh 
community. About two-thirds of the population lived within 
the city limits and one-third in the surrounding rural area. 

In 1957, door-to-door canvassing was conducted, by trained 
interviewers who completed household and kindred listings and 
left forms for residents to report chronic conditions and 
physical impairements as well as a monthly record of illness, 
injury, and disability. There were about 8800 residents in 
the study area, living in 2400 households and belonging to 
3400 kindreds or blood lines. It appeared that there would be 
enough cases of the diseases of major interest and that the 
population was cooperative. The decision was made to proceed 

. 	Based on the contribution from Professor M.W. Higgins, 
School of Public Health, University of Michigan, Michigan, 
USA. 
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and funds were secured for the major study. Questionnaires 
were developed, examination procedures selected, and a system 
to determine the sequence of contacts was established. The 
Study area was divided into five strata based on geographical 
and socioeconomic considerations: a sixth stratum was provided 	- 
for newly-constructed housing. Ten percent of the households 
in each stratum were selected at random and combined to form 
one representative sample. This was repeated until the entire 
population was assigned to one -of the 10% representative 
samples. 	Each sample was therefore a cross-section of the 
whole community, which made findings referable to the whole 
community. 

For medical examinations, appointments were made for 
attendance at a special clinic where the staff physicians from 
the University of Michigan reviewed information from 
questionnaire 	surveys, 	collected 	additional 	medical 
information, and carried Out physical examinations. 	They 
diagnosed diseases present with two degrees of certainty, 
probable and 	suspect. 	Nurses 	and 	trained 	technicians 
performed clinical measurements and tests. The staff 
physicians reviewed all laboratory results and prepared 
reports for the subjects and their physicians. Agreement was 
reached with the local physicians about which abnormalities 
should be referred to them. No treatment was provided by the 
Tecumseh study staff. Reviewing physicians also completed 
diagnostic summaries on which they indicated whether diseases 
were absent or present at probable or suspect levels. 
Diagnostic criteria were developed for diseases of major 
concern including coronary heart disease, diabetes mellitus, 
chronic bronchitis, asthma, and arthritis. Death certificates 
were obtained for all the deceased. 

In addition to the information collected from subjects 
about aspects of their own current and past environments, a 
number of studies were made of the physical, biological and 
social conditions existing in the study area. These studies 
included measurements of meteorological conditions, air 
pollution, water hardness and purity, radioactive content of 
milk and water, identification of infectious agents prevalent 
in the community, characterization of the animal population of 
the area, and descriptions of social stratification and 
organizations in the community. The community had had little 
air pollution. The drinking-water had high concentrations of 
calcium, magnesium, and iron and was hard by usual standards. 

A variety of cross-sectional, retrospective, and prospec-
tive studies have been carried out over a period of 20 years. 
During this period, there has been a good deal of movement in-
to and out of Tecumseh and the subjects examined in recent 
years have no longer constituted a geographically-defined pop-
ulation. There have also been births and deaths, and the best 
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estimate is that less than half of the current residents with- 
in the study area ever took part in the study. Lack of re- 
sources precluded continuing the study of the entire community. 

- 	5.6.8.5 	Late effects of atomic bomb radiation! 

There have been basically three longitudinal (prospective) 
studies in progress to determine the effects of radiation 
exposure (gamma and neutron) on the cohorts who were present 
or in utero in Hiroshima, Nagasaki, and their environs at the 
time of the atomic bomb explosions in 1945. A cohort of about 
110 000 individuals was established in 1950; about 51 000 were 
exposed at less than 2000 m from the hypocentre, 32 000 were 
controls in the city, but more than 2500 m from the 
hypocentre, and 27 000 were unexposed controls (controls 
matched to the exposed by age and sex). The mortality of 
these survivors and non-survivors has been studied since 1950, 
many with autopsies (20-40%) (Zeldis & Matsumoto, 1961) and 
findings in both groups have been published (UNSCEAR, 1977). 
Since 1958, twice-yearly examinations have been conducted on 
20% of the cohort (the Adult Health Study), and cancer 
mortality and incidence have been followed in all. The in 
utero exposed (2800) and matched controls represent another 
longitudinal study to determine mortality and morbidity after 
birth (the In utero Exposure Study). A large-scale genetic 
study based on pregnancy registration (1948-1954) was 
conducted, starting in 1958, on a cohort of 54 000 children, 
whose parents include the exposed and unexposed groups, for 
cytogenetic and biochemical studies as well as mortality (Neel 
& Schull, 1956; Kato & Schull, 1960) (the Genetic Study). No 
genetic defects have been noted up to now from the records of 
birth defects or mortality, or from the results of the 
chromosomal aberrations study. 

The mortality follow-up study relies on keeping track of 
the people; where and when they die, making autopsies if 
possible, and obtaining death certificates (Ishida & Beebe, 
1959). It has demonstrated increased relative risks for some 
cancers (leukaemia, lung and stomach cancers); confirmation 
rates were 70-80% for these cancers, but less than 50% for 
some others (pancreas and liver cancers) (Yainamoto St al., 
1978). The Adult Health Study (JNIH-ABCC, 1962) contacts 
subjects by telephone or in person to arrange the examination; 
participation was initially 85% and is now 75%, though 
decreases in sample size have occurred through death and 
migration. Medical records on the cohort are studied between 

! Based on the contribution from Dr H. Kato, Radiation 
Effects Research Foundation, Hiroshima, Japan. 
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examinations. There is a record linkage with the tumour 
registry, from which incidences of cancers (i.e., breast and 
thyroid cancers) have been determined in relation to radiation 
exposure. Information on other carcinogenic etiological 
factors is obtained from the cohort through interviews, mail 
surveys, and record linkage with census data. Information is 
obtained on the following: smoking, occupation, history of 
mental illness, family history, dietary habits, exposure to 
medical X-rays. So far multiple-risk models have shown 
additive effects (but no synergism of the radiation) with 
smoking for lung cancer and with various risk factors for 
breast cancer (Nakamura et al., 1977). 

Data are updated and analysed continuously. Other results 
indicate; eye problems (section 4.5.3); increase in 
chromosomal aberration with dose, similar to leukaemia (Awa et 
al., 1971) though its clinical meaning for carcinogenesis or 
immune abnormality is unknown; no lowering of the immune 
function has been observed; no shortening of life span (except 
by cancer mortality) has been found (Finch & Beebe, 1975); 
the frequency of mental retardation increased among in utero 
exposed children (Blot & Miller, 1973). Leukaemia began 
appearing 2 years after exposure, reached its peak in 5-7 
years (depending on the age at exposure) and now has decreased 
almost to control level (Ichimaru et al., 1978). Other 
cancers with longer latency periods appeared at ages when such 
cancers normally occur and increased proportionally to 
age-specific population rates. 

As to exposure/effect relationships, some uncertainty 
continues to surround both the quantity and quality of the 
radiation released by these two nuclear devices, particularly 
the Hiroshima bomb. Only one weapon of the latter type has 
ever been detonated and thus its yield has had to be 
reconstructed. Different reconstructions have led to 
different estimates of the gamma and neutron exposures. A 
recent reassessment suggests that the gamma estimates used in 
the 1965 calculations might have been too low and the neutron 
estimates too high, and that total kinetic energy released 
(kerma) may have been greater than previously supposed 
(International Committee on Radiation Protection, 1977).. 

Given the uncertainties, attention here is restricted to 
exposure expressed as total kerina (tissue), since this metric 
changes least, relatively, for exposures of 0.1 Gy or more 
when these assessments are contrasted with the radiation dose 
calculated in 1965. Unfortunately, the newer calculations are 
still not complete enough to form the basis of a meaningful - 

! 	Another review of the dosimetry (Beebe et al., 1978) 
differs in some of these particulars. 
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dose—response 	analysis 	based 	on 	individual 	exposure 
assessments. 

5.7 International Collaborative Studies 

The 	principles 	of planning 	and 	execution 	of 	an 
epidemiological study are similar for both national and 
international studies. When a national study is performed 
simultaneously in various areas within a country, the problems 
of coordination and standardization of study methods are 
similar to those that have to be solved in collaborative 
international studies (Acheson, 1965). 

Although it may be necessary to have various expertises in 
a study team in participating countries, practical solutions 
should be left to the local team leaders. For example, social 
workers may be employed as interviewers in one country and 
professional interviewers used in another. However, 
interviewers should be trained in a uniform way, in accordance 
with the protocols set. It is highly desirable that an 
experienced epidemiologist or interviewer conducts the 
training in a participating country after having received 
joint training at the coordinating centre of the study. The 
same principles of uniform training methods should be applied 
to all other field workers. Detailed instructions should be 
prepared for each group of field workers and should be 
carefully translated for use in different countries. 

5.7.1 	Study protocol and timetable 

The study protocol, as well as the plan of the whole 
study, should be identical for all countries and areas. 
Initially, a draft of such a protocol, as complete as 
possible, should be prepared by the coordinator of the 
international study. The draft should be sent to the groups 
in the participating countries, prior to the meeting at which 
the protocol will be discussed, corrected if necessary, and 
approved. 

Although the study protocol should be identical for all 
participating countries, there may be some problems that 
require a different solution in different countries. However, 
the solutions should be designed and realized in a way that 
will assure obtaining comparable results. 

The timetable for each study group should be centrally 
coordinated. However, it does not seem necessary to perform 
the particular stages of a study at exactly the same time, in 
various countries. Sometimes, when possible climatic effects 
are to be taken into account, it may be necessary to perform 
the main field study in different months in different 
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Countries, in order to assure that the results will be 
obtained under similar climatic conditions. 

5.7.2 	Organizational and sampling procedures 

Although it is essential to secure comparable results, 
different procedures in the study organization may be followed 
in different participating countries. For example, the 
contents of an advance letter may differ according to local 
customs and other conditions. The letter may be signed by 
different persons in various countries (e.g., the mayor of the 
community in one and the president of a university or chief 
medical officer in another). In some countries, additional 
inquiries may be made by telephone, in others, only a few 
respondents may have a telephone at home and people may be 
unaccustomed to discuss matters by this means. All local 
solutions and adaptations should be mentioned in the local 
study protocol. 

Problems related to sampling procedures, which may be 
faced in the international studies, are mainly related to the 
availability of sampling frames, especially where general 
population surveys are to be performed. The use of various 
sampling frames in different countries implies the use of 
different methods of sample selection, which may lead to an 
increase in the extent of sampling error. Consequently, it 
may be necessary to increase the sample size in the respective 
areas leading to an increase in costs. In addition, some 
methods of sample selection (e.g., selection of clusters) may 	- 
necessitate the application of specific methods of statistical 
analysis. When a unique sampling frame is not available for 
all participating countries, the best solution is to emphasize 
"ends" rather than "means" and to require each country to 
prepare a sampling design in accordance with accepted general 
principles (Kohn & White, 1976). 

5.7.3 	Questionnaires 

One of the main problems to be solved in an international 
collaborative study is the correct translation of the 
questionnaire into different languages in order to obtain 
comparable results among participating countries. The main 
task of translation of the questionnaire is to assure the 
semantic 	equivalence 	of 	the 	contents 	of 	questions. 
Translators must be aware of differences in the colloquial 
usage of specific phrases or words. Some phrases or words may 	- 
even have a different meaning in countries using the same 
language, or in various areas within the same country. For 
example, it is not always possible to find an adequate literal 



- 257 - 

REFERENCES 

ACHESON, R.M., ed. 	(1965) 	Comparability in international 
epidemiology. Selected papers from the Fourth Scientific 
Conference of the International Epidemiological Association, 
Princeton, 1964. Milbank Memorial Fund Quarterly, 43(2): (part 
2), 432 pp. 

AWA, A., NERIISHI, S., HONDA, T., YOSHIDA, M., SOFUNI, T., & 
MATSUI, T. (1971) Chromosome aberration frequency in 
cultured blood-cells in relation to radiation dose of A-bomb 
survivors. Lancet, 2: 903-905. 

BARBEE, R., LEBOWITZ, M.D., BURROWS, B., & THOMPSON, H. 
(1976) Immediate akin-test reactivity in a general population 
sample. Ann. mt. Med., 84(2): 129-133. 

BEEBE, G.W., KATO, H., & LAND, C.E. 	(1978) 	Studies of the 
mortality of A-bomb survirors. 6. Mortality and radiation 
dose, 1950-74. Radiat. Res., 75: 138-201. 

BLOT, 	W.J. 	& MILLKR, 	R.. 	(1973) 	Mental 	retardation 

following in utero exposure to the atomic bomb of Hiroshima 
and Nagasaki. Radiology, 106: 617-619. 

COLLECTIVE WORK 	(1969) 	Chronic non-specific respiratory 
diseases in the city of Cracow. XI. The cross-section study. 
Epidemiol. Rev., 23: 242-252. 

COUNCIL FOR INTERNATIONAL ORGANIZATIONS OF MEDICAL SCIENCES 
(1982) Proposed International Guidelines for Biomedical 
Research involving Human Subjects. In: Human Experimentation 
and Medical Ethics, Proceedings of the XVth CIOMS Round Table 
Conference, Manila, 13-16 September 1981, Geneva, CIOMS/WHO. 

FERRIS, B.C. 	(1978) 	Epidemiology standardization project 
(American Thoracis Society). Am. Rev. Respir. Dis., 118 (No.6, 
Part 2): 1-120. 

FINCH, S.C. & BEEBE, G.W. 	(1975) 	Review of thirty years 
study of Hiroshima and Nagasaki atomic bomb survivors, F. 
Aging. J. Radiat. Res., 16 (Suppl.): 108-121. 

HASEGAWA, Y. (1983) "Normal" levels of cadmium in blood and 
kidney-cortex in the general population. In: Proceedings of 
International Workshop on Biological Indicators of Cadmium 
Exposure and Diagnostic and Analytical Reliability, jointly 
organized by the Commission of the European Communities and 



- 255 - 

translation from the English of the question 'Does the weather 
affect your chest?". 

In addition to the purely linguistic problems, it may 
happen that the study population in various countries or in 

- 	various areas in the same country, may be different from the 
point of view of 	literacy, 	education 	level, 	cultural 
background, etc. 	These problems should also be considered 
when the questionnaire is translated. 	Before the final 
approval of the translated questionnaire, it is usually 
necessary to perform several pretests of parts of, or of the 
whole questionnaire. 

The translation of the questionnaire must be carefully 
done, preferably by a person who is bilingual and specialized 
in that particular field. This text should then be 
retranslated into the original language, if possible by a 
professional translator unfamiliar with the subject study. A 
broad description of problems related to the translation of 
the original questionnaire into several languages is given by 
Kohn & White (1976). 

Another 	non—linguistic 	problem, 	related 	to 	the 
comparability of a questionnaire used in different countries, 
may arise when the it includes questions deaigned for the 
measurement of various social characteristics. Even when such 
a seemingly simple variable as, for example, the education 
level of a respondent is to be measured, questionnaires in 
different countries should be devised taking the different 
schooling systems into account, in order to assure comparable 

Ob 	measurement of the education level in the participating 
countries. 	Similar considerations may be required when 
studying family income, coverage by social insurance, 
disability, sickness, use of health services, and other 
similar variables. 

5.7.4 	Standardization of measurement instruments and methods 
and quality assurance 

In order to maintain uniformity of measurement methods and 
comparability of results, it is best to furnish all study 
groups with the same measuring instruments and equipment. 
However, this may be impractical and prohibitive in cost and 
various instruments and consequently different methods may 
have to be used. Under such circumstances, it is necessary to 
check the comparability, reliability, and validity of 
measurements by these instruments and methods. 

The importance of, and detailed procedures for analytical 
quality assurance in an international collaborative study, in 
which ten countries including six developing countries 
participated, have been described by Hasegawa (1983). The 
essential components of the quality assurance programme in 
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this international study were: (a) preanalytical quality 
assurance - use of the same equipment, reagents, etc. with 
known contents of contaminants in question, and ultra-care for 
avoidance of any contamination during the collection, 
transportation, and storage of samples; (b) establishment of 
criteria for acceptance of analytical results; (c) repetition 
of quality assurance exercises until all the analytical 
results by the participants have met the criteria for 
acceptance; and (d) quality assurance checks during the 
analyses of samples from an actual study - the analytical 
results were to be adopted only when che checks met the 
criteria for acceptance. 

5.7.5 	Reporting forms 

The need for uniform recording forms depends mainly on the 
arrangements for data processing and analysis. If all data 
are to be processed and analysed together in one computing 
centre, standardized reporting forms and coding sheets must be 
used in each country. 

If the study design provides for separate processing and 
analysis of data for each country, the design of reporting 
forms and coding sheets must be unified to an extent that the 
same analysis of data and production of comparable tables and 
indices are possible. These tables and indices will be 
necessary for the preparation of a common final report for all 
participating countries. 

-1 
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6. ANALYSIS, INTERPRETATION AND REPORTING 

6.1 Introduction 

Methods 	of 	assimilating 	and 	reporting 	results 	of 
epidemiological studies are discussed in this chapter. 
Guidance is offered on how to arrange, analyse, and present 
the information, and the principles underlying a statistical 
approach to data are outlined. But this is not a text on 
statistical methods; it is addressed to all members of an 
epidemiological study team including clinicians, epidemiolo-
gists, environmental scientists, computer programmers, and 
statisticians. Statisticians are expected to play a key role 
at this stage of the work and, in many cases, their 
contribution will be essential. Yet the effectiveness of a 
statistical analysis depends as much on informed medical and 
environmental expertise being brought to bear on the early 
results, as they emerge from the data, as it does on the 
professional ingenuity and mathematical sophistication of the 
statistician. The statistician should already have been 
involved in the early planning stage. He or she should have 
considered the implications of the design that was adopted and 
an effort should have been made to understand the essence of 
the technical problems that may lie behind the research 
questions being asked. Conversely, the other scientists 
involved in the work should join in the exciting task of 
unravelling the complexities of the data. Their critical - 
appraisal of interim results, backed by an understanding of 
the broad principles, if not the details, of the statistical 
methods used, will expedite the formulation of sensible 
conclusions and may reduce pointless expenditure of time and 
money in pursuit of unrewarding statistical work. 

The aim of this chapter is to encourage such cross-
fertilization of expertise during the analysis of data. Data 
have to be prepared, described, analysed, and interpreted. 
Finally they have to be reported. Data preparation is the 
systematic arrangement of the material prior to summarization 
and analysis. Data description involves distillation of large 
quantities of numerical information into tabular or graphical 
summaries that are comprehensible and relevant to the research 
questions. Analysis and interpretation require the 
application of a mathematical probability theory, with the aim 
of answering the research questions embodied in the study 
objectives and design. These matters are discussed in section 
6.4, and some of the material at that point presupposes 
familiarity with the theory of applied statistics. Reporting 
(section 6.5) covers all stages of communicating results from 
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the study and 	should 	involve 	the 	various 	disciplines 
contributing to the work. 

6.2 Data Preparation 

6.2.1 	Coding 

Prudent form design (section 5.6.3) will have reduced the 
necessity to code data that can easily be recorded numerically 
at the point where they are captured. But, in many cases, it 
will be necessary to translate some of the material received 
into numerically (or alphabetically) labelled categories 
("codes"). For instance, a detailed occupational or clinical 
history may have been taken in a semi-narrative form. It is 
not possible to know in advance which occupations, industries, 
diseases, or conditions will be mentioned. Distinguishing 
codes may have to be allocated after the survey to aid manual 
tabulation or entry of the data into a computer. Which 
individual items should be given separate codes? How should 
similar items be grouped? Flow should ambiguous items be 
classified? Discussion and decisions on these questions will 
involve various members of the study team, certainly not just 
the statisticians or computer programmers. In general, it is 
better to designate too many codes, rather than too few. 
Symbols that are judged later to be redundant, for instance 
because they represent synonyms for a particular job, can 
easily be merged during analysis. But if items are grouped 

-  prematurely, during coding, they cannot be separated easily 
later, when second thoughts or the pattern of results may 
suggest that a more detailed analysis would be desirable. 

The accuracy of coding should be verified by an 
independent check on, at least, random samples of the 
material. The sampling should be arranged so that it is 
representative of the different types of data, times of 
collection, and observers who recorded the data. Any errors 
found should be regarded either as justifying a complete 
duplication of the coding operatioo, or at least as indicating 
the necessity for more intensive sampling. The accuracy of 
manual transcription should be controlled by reading back each 
item on the transcript to a person other than the one who did 
the transcription. Squared (quadrille) paper is recommended 
for all tables (and subsequent calculations) using pencil 
rather than ink, so that errors can be erased. Data that have 
been checked should be ticked, initialled, and dated. 

6.2.2 	Key punching 

Data preparation for a computer usually involves the use 
of a key-punch or teletype. 	There are several potential 
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sources of error in this operation (e.g., misreading of 
symbols on source document, depression of the wrong key, 
omission of lines); the accuracy of the transcription to the 
computer medium must be verified. This is achieved by an 
independent repetition of the data entry operations. Various - 
automatic methods are then available to identify 
discrepancies, depending on the machine and the computer 
medium being used. 

6.2.3 	Data monitoring and editing 

"Are the data what they purport to be?" Finney (1975) 
reminds statisticians and others concerned with the 
interpretation of data, that they have an obligation to 
satisfy themselves on this matter before they proceed to 
summarization and analysis. When data have been prepared, 
they need to be inspected so that errors and irregularities 
can be at least identified, and sometimes corrected. Finney 
refers to this as "monitoring". It is closely allied to the 
concept of "validity checking" in computer operations, which 
often precedes an "edit" on a computer data file, that is, 
deletion or other alteration of information on the file prior 
to further processing and summarization. But the term 
"monitoring" applies equally to manually prepared data in 
tabular form. A deliberate effort must be made to identify 
anomalous items of data that appear to be implausible. Their 
occurrence should be queried and investigated. They should 
not be "corrected", unless the cause of the error (if it is an 
error) is discovered or is suspected with a high degree of 
confidence. For instance, a datum which reads 44.5 and 
purports to be a measurement of forced expiratory volume in 
one second (FEy1), in litres, may be regarded reasonably as 
a decimal-point transposition error of what probably was 4.45 
litres. This will be very plausible, if all other 
measurements in the set are recorded to the nearest 10 ml. 
If, however, the datum being queried is a FEy1 of say 0.45 
litres, then "corrections" or deletions are not in order, 
unless good independent evidence is available that the value 
recorded is in error. This can only be established by making 
an effort to trace the record back to its source. In 
practice, this may be very difficult, and sometimes 
impossible. This is why emphasis was placed in section 5.6.4 
on the importance of checking crude data, soon after 
collection. 

	

If the data are on a computer file, programs 	should be 
run that seek strange data, contradictions, and impossible 
data. These programs 	should not be restricted to a search 
for logic errors or impermissible symbols. 	They should 
include also procedures that identify values that lie outside 
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plausible limits. 	The specification of such limits is the 
responsibility of the physicians and other experts who are 
familiar with the measurements or observations concerned and 
with the circumstances in which they have been generated. The 

- 	values being queried should be listed. They should not be 
"corrected" automatically, but should be discussed 
individually with the members of the survey team, who 
specified the limits incorporated in the edit program. 
Decisions on how the "errors are dealt with should be 
documented and, ultimately, reported. 

6.3 Data Description (or Reduction) 

6.3.1 	Purpose 

The essence of the epidemiological approach is to attempt 
to apply generalizations from the individual items of data 
that have been gathered, to the group or "population" to which 
the individual items belong. Paradoxically, therefore, the 
first step in the "analysis" of results is a synthesis of 
individual data into summary tables and diagrams that 
reconstitute, in outline at least, the patterns and 
fluctuations of the variables that have been observed. These 
descriptions provide a first overall view of what has been 
achieved in the study. The main purpose is to begin to answer 
the research questions, but the tables and graphs may also 
reveal anomalies, indicative of possible errors (in survey 
procedures, data transcription, or preparation) that were not 
obvious at earlier stages of the work. It is essential that 
any such suspicions are investigated thoroughly, before 
proceeding with further statistical analysis and reporting. 
In reality, good data description provides the factual basis 
required to justify any more detailed exploration of results. 

6.3.2 	Frequency distributions and histograms 

A fundamental and usually indispensable summary of 
measurements on a continuous scale (e.g., age, height, blood 
pressure) is to determine the frequency distribution: that 
is, a statement of the numbers of observations that fall into 
a series of contingent intervals within the range of the data 
(Table 6.1). There are no hard-and-fast rules for choosing 
the size of the intervals. They have to be wide enough to 
include sensible numbers of observations, but not so wide that 
they hide what may be interesting variations in the density of 
values within the intervals. A useful rough guide is to 
determine the range of the observations (the highest value - 
the lowest value) and divide this into six to twelve 
convenient intervals, depending on the amount of material 
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Table 6.1. 	A frequency distribution. Estimates of cumulative exposures 
to respirable coalmine dust to time of survey; 2600 miners 
from 10 coalmines (Data from the llritish National Coal 

Board's Pnei,mocor,iosis Field Research)5 

Cumulative 	d u s t 	e x p o s u r e 

(gram-hours per cubic metre of air samples, gb/rn 3 ) 

0 	80 	120 	160 	200 	240 	280 	360+ 	All 

-79 	-119 	-159 	-199 	-239 	-279 	-359 

Frequency 481 	374 	372 	355 	298 	261 	291 	168 	2600 

2 Frequency 	18.5 	14.4 	14.3 	13.7 	11.5 	10.0 	11.2 	6.5 	100 

From flurley et al. (1982). 

Notes 	1. 	The grouping intervals differ in width at the 
extremes of the distribution, in order to 
provide sensible numbers in each interval for 
subsequent studies of the effect of exposure. 
The width of the last interval is represented as 
open-ended (360+). This drsws attention to the 
"tail" of the distribution (section 6.3.7.1). 
In fact, the highest exposure recorded was less 

than 500 gh/m3 . For a graphical 
representation of these data see Fig. 6.1a and 
6. lb. 

available and also on whether a particular subrange is of 
special interest. It is worthwhile specifying precisely where 
the interval begins and where it ends: avoid labelling tables 
or graphs for, say, age distributions as 15-20, 20-25, 
etc., because this notation is ambiguous about which interval 
contains the number of persons who were aged precisely 20 
years. 	It is better to write: 15-19, 20-24, . . . This is the 
convention 	now widely 	adopted 	in 	the 	epidemiological 
literature to aid comparison of results from different studies. 

The number of observations in a particular interval, 
expressed as a fraction of the total number in all intervals, 
is referred to as the relative frequency. Usually, it is the 
relative frequencies of observations, rather than the absolute 
numbers that provide the easiest to assimilate picture of the 
shape of the distribution. Note that the prevalence of a 
disease in a group is the number of people in the group with 
the disease. Usually, however, it is the relative frequency 
of occurrence that is quoted, the prevalence rate. This is 
the number of persons with the disease divided by the total 
number of persons examined, for a given time and place, 
conventionally expressed as a percentage. Relative 
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Fig. 6.1a 	A misleading representation of the data in Table 6.1. 

Note 	The visual impression given by Fig. 6.1a is false because no 
account has been taken of the different widths of exposure 
intervals into which the data have been grouped at the extremes 
and in the main part of the distribution. At first glance, Fig. 
6.1a suggests that the numbers of observations decrease fairly 
steadily over the exposure range, from a peak (mode) at less than 
100 gh/m3 , and that a substantial proportion of the men studied 
had exposures in excess of 300 gh/m 3 . A casual reader could be 
forgiven for imagining that about half the data are below 200 
gh/m3  (i.e., the median Z 200 gh/m3 ). 

frequencies may be portrayed graphically in the form of a 
histogram (Fig. 6.1b). If the grouping intervals chosen are 
of equal width, then the areas represented by the separate 
columns in the histogram are directly proportional to the 
relative frequencies. This is not true, if the grouping 
intervals are of unequal width. In this case, the appearance 
of the relative areas may give a misleading impression of the 
real relative frequencies (Fig. 6.1a). A convenient way to 
overcome the problem is to draw the heights of columns so that 

they are proportional to: relative frequency  
width of interval. 

The areas are then proportional to the relative frequencies, 
and the sum of the areas always equals unity, or 100%. A 
pattern of alternate high and low relative frequencies is 
usually an indication of a subjective bias in the purported 
precision of the recorded data. Graphical data description 
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Fig. 6.1b 	A histogram of the data in Table 6.1. 

Note; 	Fig. 6.1b reflects the reality more usefully. 	It is clear 
immediately that; 

the mode is somewhere in the region of 100 gb/rn 3 ; 

the median is between 100 and 200 ghfm3 , (in fact it is 
162 gb/rn 3 . 	The arithmetic mean of the exposures takes a 
slightly higher value, 183 gb/rn 3 , as would be expected 
from the shape of the distribution - section 6.3.7.1); 

most of the data were less than 300 gb/rn 3 , with only a 
small proportion higher than 360 gh/m 3 . 

Note; 	The decreasing frequencies in the range 80 - 280 gb/rn 3  are 
reflected faithfully in both graphs because the grouping 
intervals are of equal width in this region. 

can "smooth" such spurious periodicity by using a wider, more 
realistic grouping interval. 

6.3.3 	Bivariate distributions and scattergrams 

Two variables relating to the same individuals can be 
summacized jointly by tabulating the bivariate frequency 
distribution (Table 6.2). This is usually more interesting 
than two separate frequency distributions, because the two-way 
tabulation shows how the frequency of one variable varies 
depending on the value of the other. A systematic pattern in 
such variation indicates an association between the variables, 
which may be important. The association (or its absence) is 
representable graphically in a scattergram. This may record 
each individual pair of data-points (Fig. 6.2) (rather than 
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Table 6.2. 	A trivariate frequency distribution 
Number of men in ranges of cumulative dust exposure and 
hours worked. Also shown (in parentheses) are averages of 5 
physicians' assessments of the percentages of men in each 
subgroup whose chest radiographs showed simple 
pneumoconiosis amounting to category 2 or 3 on the 
International Labour Office's scale. (Data from the British 
National Coal Board's Pneumoconiosis Field Research)! 

	

C U M U L A T I V E 	D U S T 	EXPOSURE (gh/m 3 ) 

Cumulative 0- 	80- 	120- 	160- 	200- 	240- 	280- 	360+ 	ALL 
hours 	79 	119 	159 	199 	239 	279 	359 
worked 
(in 1000$) 

0-39 	73 	72 	84 
(0.0) 	(0.0) 	(0.0) 

40-48 	97 	81 	87 
(0.0) 	(0.0) 	(2.3) 

49-56 	91 	65 	68 
(0.0) 	(0.0) 	(2.4) 

57-64 	70 	51 	53 
(0.0) 	(0.0) (1.5) 

65-72 	75 	48 	36 
(0.0) 	(0.0) 	(0.6) 

73-80 	42 	35 	29 
(0.0) 	(0.0) 	(0.0) 

80+ 	33 	22 	15 
(0.6) 	(0.0) 	(0.0)  

10 	3 	3 	306 
(0.0) 	(0.0) 	(0.0) 	(0.0) 

26 	20 	3 	465 
(0.0) 	(3.0) 	(0.0) 	(1.2) 

45 	41 	7 	456 
(2.7) 	(1.0) 	(0.0) 	(1.3) 

81 	64 	37 	481 
(8.9) 	(6.3) 	(11.4) 	(4.1) 

46 	70 	33 	386 
(4.8) 	(10.6) 	(7.3) 	(4.5) 

38 	68 	64 	340 
(13.2) 	(11.8) 	(13.8) 	(7.3) 

15 	25 	21 	166 
(6.7) 	(8.8) 	(9.5) 	(4.0) 

ALL 	481 	374 	372 	355 	298 	261 	291 	168 	2600 
(0.0) 	(0.0) 	(1.2) 	(2.1) 	(3.6) 	(6.4) 	(7.8) 	(10.4) 

! Fromi Hurley et al. (1982). 

Notes 	1. The marginal distribution for dust exposure is the same as 
shown in Table 6.1. 
The relatively few numbers in the top-right and bottom-left 
sections of the table demonstrate the correlation between 
cumulative exposure and hours worked. These variables are 
associated, by definition. 
The marginal distributions of percentages of men with 
pneumoconiosis indicate a positive relationship with both 
associated explanatory variables. See Fig. 6.3 for a graphical 
representation of these data. 
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Fig. 6.2. 	A computer generated scattergrant of correlated explanatory 
variables. Subset of data shown in Tables 6.1 and 6.2; 338 
miners from one colliery. Each of the 338 miners 
contributes one data point; numbers of coincident points are 
indicated by the printed digits. 
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relative frequencies) or it may show average values, or 
relative frequencies, of one variable in suitably—sized and 
mutually exclusive subgroups of the data. Many computer 
packages have the facility for producing such scattergrams 
easily. Note that the density of points in various regions of 
the scattergram corresponds to the height of the rectangles in 
the univariate histogram. The sums of the number of points in 
the horizontal and vertical strips of the graph show the 
marginal frequency distribution for each of the two variables 
respectively. An important area of applied statistics deals 
with the quantitative study of associations between variables 
and with the relationships, including exposure/effect 
relationships, that they may imply. In later sections of this 
chapter, some aspects are discussed of the formidable body of 
statistical theory and methods that is available to tackle 
these problems. But it is worthwhile emphasizing, at this 
point, that the plausibility of any regression or multivariate 
models, which might be postulated, should always be considered 
before formal analysis, by careful examination of visual 
patterns of associations on the scattergrarns. 

The same principles of tabular and graphical multivariate 
data description can be applied, when more than two variables 
are recorded for the same person, but both tables and, in 
particular, the graphs are then more difficult to create and 
also to interpret. 	Computer programs may produce the 
enumerations required with relative ease; 	their condensation 
into a form that conveys the pattern of the results is more 
difficult. Simultaneous representation of three or four 
covariates is usually the maximum that can be digested 
easily. For data description purposes, it is generally 
sensible to select sets of three variables in different, but 
interesting combinations, and present these in tabular form. 
Admittedly, such tables will not display all the possible 
covariation and interactions in the data. Exploration and 
summarization of other complexities may be pursued using 
multivariate methods of statistical analysis (section 6.4). 

A two—dimensional scattergram may be exploited to convey 
also covariation with a third variable - by using different 
symbols (dots, crosses, etc.) to represent different levels of 
the third variable (Fig. 6.3). Three—dimensional (perspec-
tive) graphs are difficult to draw, though they may look 
attractive if well executed, but they rarely add much to an 
understanding of the material. 

6.3.4 	Discrete variables and contineencv tables 

Replies to a question such as "do you smoke" may be either 
"yes" or "no". The discrete nature of such variation ("yes" 
or "no") is distinguished from variations on a continuous 
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Fig. 6.3. 	A 	graphical 	representation 	of 	an 	exposure/effect 
relationship and a 'confounding variable" (hours worked). 
Data from Table 6.2. 

Note: 	
Evidently, both explanatory variable (cumulative exposure 
and time contributing to cumulative exposure) affect the 
response; both should therefore be taken into consideration 
in any statistical modelling of the data. 

Note: 	 The percentages of men with pneumoconiosis are plotted 
against the mean of the corresponding exposures. This gives 
a rather better visual idea of the shapes of the curves 
being represented than would be obtained by using the 
mcd—points of the exposure ranges, particularly at the 
extremities of the exposure distribution. 

scale (for instance the weights of tobacco consumed per weele 
by pipe-smokers). Discrete variables commonly encountered it 

epidemiological work include sex, ethnic group, occupation, 
smoking habit, geographical location, and responses to 
questions on symptoms. Adequate description often requires 
tabulation of frequencies and relative frequencies 
corresonding to such classifications. Graphical representa-
tion of discrete variable distributions should be distin-
guished from their continuous variable analogues by represent-
ing the frequencies as proportional to the heights of vertical 
lines or clearly separated rectangles, rather than by adjacent 
rectangles depicting grouped data on a continuous scale. 

Tables 	of 	multivariate 	discrete 	distributions 	of 
frequencies are known as contingency tables. They may be 
simple, perhaps involving only two variables (say sex and 
current smoking habit) with each divided into only two levels 
(male/female; smoker/non-smoker). Or they may be complicated, 
hierarchial (or "nested") arrangements of frequencies 
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according to several discrete variables, with each at two or 
more levels. The statistical analysis of such material has 
generated a large literature of its own and the most important 
methods are described in standard textbooks. For the purpose 
of data description, the essence of an effective presentation 
is to arrange the tables so that the variables and levels of 
variables included will reveal the presence or absence of 
associations that are pertinent to the research questions. 
Test—statistics calculated from such tables may indicate 
probabilities of chance occurrence of apparent associations, 
but references in reports to values of x 2  (Chi squared) or 
probability levels are not adequate substitutes for systematic 
documentation of the observed frequencies themselves. 

6.3.5 Independent and related data 

Epidemiological 	investigations often involve repeated 
observations on the same individuals at different times (e.g., 
replicated measurements of lung function in a cross—sectional 
survey; assessments of acute effects of temporary exposure to 
pollutants; follow—up surveys in longitudinal studies). 
Whatever the interval between the measurements, be it minutes, 
daya, or years, it is usually quite unrealistic to suppose 
that the sets of observations corresponding to the different 
times are "statistically independent". By definition, the 
Sets of data are related, and, in practice, they often show 
clear patterns of association. The corresponding frequency 
distributions should therefore be presented in tabular or 
graphical form, using methods appropriate for associated data 
(section 6.3.2). 

The same distinction between independent and related data 
is relevant to many case—control (retrospective) studies, if 
the individual cases are "matched" with controls. Results 
referring to individuals within a matched pair (for instance, 
the levels of exposure to a pollutant) are then "related" in a 
statistical sense, by definition, and it is often helpful to 
reflect this design—determined fact in the tables that 
describe the results. 

. 	Two events are statistically independent if the occurrence 
of one of them does not affect the probability that the 
other may occur. Many widely—used statistical procedures 

-  are based on the assumption that the individual items of 
data under examination are independent. Conclusions based 
on such methods, when the assumption is not justified, can 
be seriously in error. 
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6.3.6 	General points on tables and graphs 

Choice of statistical methods for the analysis of data is 
affected in an important way according to whether the 
variables are discrete or continuous, and whether the data are - 
related or statistically independent. It is desirable, 
therefore, that the format of data-description aids such as 
tables and graphs, reflect both these factors. Otherwise, 
perusal of the summarized material may confuse the issue and 
invite false conclusions. Ideally, graphs and tables should 
be interpretable without reference to any accompanying text. 
This requires that care is taken to ensure that captions and 
legends are informative and unambiguous in describing what the 
data displayed represent. Axes of graphs must be labelled 
clearly giving the correct units. Explanatory footnotes may 
be added, if necessary, to aid easy assimilation of the 
results displayed. However, the addition of a narrative 
verbal text describing the material will usually be necessary, 
and this should include references to summary statistics and 
indices of morbidity and mortality. 

6.3.7 	Summary statistics and indices! 

6.3.7.1 	Averages 

Care should be taken to select the most appropriate 
measure of average tendency to indicate the approximate 
location of the observations on the scale of measurement 
used. The arithmetic mean (or just simply the "mean") is 
usually the most informative statistic for this purpose, if 
the observations are on a continuous scale, and if they are 
distributed more or less symmetrically on either side of the 
mean. Happily (for statisticians), this is frequently true, 
but whether or not it is so in any particular instance can 
only be determined by examining the observed distribution 
itself, preferably in a graphical form. 

Marked lack of symmetry, for instance, a long "tail" on 
one side of the distribution, would justify supplementing a 
reference to the mean by quoting also the median, i.e., the 
value on the scale that splits the number of observations 
contributing to the distribution into two equal halves. A 

Most books on statistics, including some of those 
mentioned in the list of references, give formal 
definitions and derivations of various summary statistics 
mentioned in this section. These are not necessarily 
reproduced in this short guide on when and how the 
statistics should be used. 
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"bump" in the tail, be it large or small, is a warning to 
reexamine how the data were collected and processed before 
proceeding with description. Such bimodality may indicate 
that the observations refer to two or more fundamentally 
different types of situation, and it is usually wise to try at 
least to explain or, if possible, to disentangle the mixture. 

Distributions of measurements of atmospheric pollution are 
often positively skewed: most of the observations fall, 
perhaps symmetrically, within a relatively small range, but a 
proportion are distributed with decreasing frequency at 
considerably higher values (Fig. 6.1b). In this situation, 
the median will give a good idea of about where on the scale 
most of the data are located, while the higher value of the 
mean signals both the presence of assymetry and its direction. 

An alternative useful index of central tendency for 
positively-skewed distribution is the geometric mean: the 
nth roo t of the products of all (n) observations. Reference 
to a geometric mean should alert the reader to a likely 
positive skew, and this measure will then provide a better 
indication of where most of the observations are located than 
would the arithmetic mean. 

When describing averages of discrete distributions (for 
instance, the number of persons, or the number of smokers in 
each of a series of households) reference to the mean ("the 
mean number of smokers was 2.7.. .") may be misleading if it is 
quoted on its own. The most frequently occurring number of 
persons observed (the mode) is usually more acceptable and at 

-  least as informative a guide to the facts, provided that it is 
supplemented with some other information to indicate how 
typical the mode really is. 

The geometric mean is numerically equivalent to the 
antilogarithm of the arithmetic mean of the logarithms of 
the observations. 	The logarithmic transformation of 
positively-skewed data is often used to achieve 
approximate symmetry prior to the use of statistical 
procedures which appeal, in part, to arguments based on 
assumed symmetry, or to represent what is in essence a 
curvilinear relationship between variables by an equation 
for a straight line. If logarithmic scales are used in 
data description to illustrate such features (for 
instance, in graphs of cumulative frequency distributions 
or in scattergrams), then particular care should be taken 
to draw attention conspicuously to the transformation that 
has been used. Otherwise, Lhe table or graph may give a 
totally misleading impression of the pattern of the raw 
data. 
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6.3.7.2 	Scatter (or dispersion) 

Questions concerning the range of the observations, such 
as whether there was a sizeable proportion of households where 
the number seen was very different from the mode (or mean), 	- 
can be anticipated and answered by mentioning an appropriate 
percentile of the distribution. 	The pth  percentile is the 
value that is exceeded by p% of the observations (so that the 
50th percentile is the same as the median). 

Measures of dispersion, including the range and percen-
tiles, are equally important when describing distributions on 
a continuous scale. The statistical properties of the 
standard deviation of the Gaussian ("Normal") frequency 
function are well documented!. This fact determines that 
reference to an estimate of the Standard Deviation (SD) from a 
sample of data, which are distributed approximately normally, 
provides a powerful and easily interpretable measure of 
dispersion. If the observed data do mimic the pattern defined 
by the "Normal" frequency curve, more or less, then about 
two-thirds of all the observations will have occurred in a 
range stretching from one SD below the mean to one SD above 
it. Moreover, the mean will then be very close to the median 
and to the mode. However, the ease with which pocket 
calculators (to say nothing of computers) can generate SD5 
from large amounts of data must not be allowed to obscure the 
fact that all or some of the useful properties described above 
may be absent, if the observed distribution deviates seriously 
from the normal function. Summary statistics supplement but 
never substitute for careful tabulation and graphical 
description of data. 

Sometimes, the scatter within grouped subsets of data 
increases systematically with the mean values for the 
different subsets. For instance, the variability of somatic 
effects of a pollutant will generally be higher in groups 
exposed to high levels of the pollutant than in groups exposed 
to low levels. If the standard deviation is approximately 
proportional to the mean then the ratio of these two measures 
(SD/mean), called the coefficient of variation, which is 
usually expressed as a percentage, is a useful summary 
statistic, because it will be more or less constant over the 
whole range of the data. Conversely, reference to 
coefficients of variation on their own, for different sets of 
data, when the SD is not proportional to the mean can be 

A frequency function is a mathematical specification of a 
curve that describes a theoretical distribution of 
frequencies. The Gaussian "Normal" equation generates the 
familiar, symmetrical, bell-shaped Gaussian "Normal" curve. 
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misleading; one value may be relatively high, either because 
the SD is relatively high, or because the mean is relatively 
low (or both). Unlike the SD, the coefficient of variation is 
a dimensionless quantity. It can therefore be used to .compare 
variability in sets of data measured in different units (e.g., 
particle-count and mass concentrations of particulate matter). 

6.3.7.3 	Morbidity and mortality indices 

The earliest indices of community health were derived 
using death certificates originally introduced to serve as 
legal documents. As the limitations of these basic records 
became recognized and interest developed in disease and 
disability, epidemiologists turned their attention to 
alternative sources of information such as hospital and 
general practice records as well as morbidity surveys and 
morbidity registers (e.g., the National Cancer Register in the 
United Kingdom). This change was not straightforward. 
Mortality indices described absolute events occurring at 
single points in time; morbidity indices on the other hand, 
were needed to summarize periods of ill-health or disability 
of varying severity. Some of these conditions might result in 
deaths while others would be followed by complete recovery. 

Mortality measures the numbers of people dying in a 
defined population in a defined period of time. In most 
circumstances mortality can be expressed simply as the number 
dying per 100 000 population in one year. Actuaries have used 
this index, referred to as the central death rate, to 
calculate the probability of surviving (or dying) from one age 
to the next. 

	

Two indices used to describe morbidity; 	incidence and 
prevalence have been defined in section 4.2.2. 

When a number of different morbidity indicators (symptoms, 
signs, lung function, radiological changes, etc.) are used, 
some individuals will demonstrate morbidity on more than one 
scale. Care should therefore be taken to specify exactly what 
is being measured and how the various aspects of morbidity 
overlap. 

In most studies of mortality and morbidity, measures of 
the burden (the numbers of deaths or cases of disease and 
disability) can be converted to rates by relating them to 
independent estimates of the size of the population to which 
the burden refers. Thus, the total number of deaths in a 
country in a particular year may be divided by an estimate of 
the mid-year population to give a crude death rate for the 
country. As record linkage has developed and epidemiologists 
havestarted to monitor the experiences of individuals in 
well-defined groups, more precise measures of the population 
at risk have been defined by taking into account the changing 
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ages of individuals as they are observed over time. This new 
denominator, the person-years-at-risk, is more useful than an 
estimate of the mid-year population, particularly when the age 
Structure of the population may be changing rapidly with 
time. Such is the case, for example, in studies of cancer 
survival, when death rates in the first few months after 
diagnosis are particularly high (section 6.4.4.3). 

6.3.7.4 	Standardization 

The principal determinant of mortality is age; at the ages 
of 85 years and over, death rates are more than 100 times 
those at ages 35-44 years. It is essential, therefore, that 
comparisons between populations should take into account 
differences in the age-structure of the populations. The most 
effective approach is to make comparisons within age-groups by 
considering age-specific death rates; the narrower the 
age-group the more precise the comparison. 

However, in many situations, particularly when a number of 
comparisons are required, it is not practicable to compare 
age-specific death rates. A summary statistic is needed. A 
useful form of summarization is by age-adjustment (or 
age-standardization). 	The two most common approaches are 
indirect and direct standardization. 	The corresponding 
mortality indices derived from these techniques are 
Standardized Mortality Ratios (SMR) and Comparative Mortality 
Figures (CMF) respectively, but the same principles can be 
used for the construction of standardized morbidity indices. 
For instance, McLintock et al. (1971) used indirect 
standardization, to adjust for differences in age and in the 
profusion of small opacities on chest radiographs, for a study 
on regional variations in the attack rate of progressive 
massive lung fibrosis in British coalminers. Fleiss (1981) 
reviews both these and other methods for standardization and 
discusses some further examples. 

Indirect standardization of mortality data answers the 
question "how many deaths would be expected if the study 
population were subject to some standard death rates"? 
"Expected deaths" are calculated as: J study population\

) 

 (standard death rate 
Expected deaths 	in age group i 	x 	in age group i age 

and the SMR is defined as: 
observed deaths 

X 100 
expected deaths  

Direct standardization answers the question "what would be 
the death rate of the standard population, if it had 
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experienced the study population's age-specific death rate?" 
The approach is to calculate first the total equivalent deaths 
in the standard population 

Total equi- 	Z (standard populatio (death rate for stud 
valent deaths age 	in age group i1 	roup in age group i) 

The age-adjusted death rate is then defined as: 

total equivalent deaths 
total standard population 

and the CMF as: 

age-adjusted death rate for study group 	
100 

crude death rate for standard population 

total equivalent deaths for study group 
x 100 

total deaths for standard population 

In general, the SMR and CMF are similar, numerically. The 
two factors that contribute to differences between them are 
the age-specific mortality ratio and the age-specific 
population distribution. For the SMR and CMF to differ 
appreciably, the mortality rates must vary with age, and the 
population distribution by age for the two groups must also 
differ materially. 

One advantage of the SMR compared with the CMF is that 
calculation of an SMR does not require knowledge of ages at 
death in the study group; all that is required is the age 
distribution of those at risk of death, and, of course, the 
corresponding standard death rates. Calculation of SMRs by 
hand for a series of study groups or subgroups, but using the 
same standard death rates, is also easier than calculation of 
the corresponding CMFs, and this may be an important 
consideration, if electronic computing aids are not readily 
available. 

In practice, the SMR is used mainly in occupational or 
other cohort studies, when the number of deaths observed are 
small relative to the size of the population being studied. 
The CMF is helpful, when comparing national and regional 
statistics and trends over time. Some statisticians argue 
that the CMF may be preferred also for summarizing data from 
prospective studies, if the main aim is to make comparisons 
between subgroups within the population being investigated, or 
if the length of follow-up results in relatively high observed 
age-specific death rates. 
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6.3.7.5 	Proportional mortality 

Often 	the 	main 	interest 	in 	an 	epidemiological 
investigation is the suspected prominence of a particular 
cause of death, rather than overall mortality. A 
disproportionately high number of deaths attributed to a 
particular cause may than be summarized as, the ratio of the 
fraction of all deaths attributed to that cause in the study 
group to a similar fraction in the control group or standard 
population, with which it is desired to make the comparison. 
The resulting index, the Proportional Mortality Ratio (PMR), 
has the advantage of simplicity: in its crudest form neither 
the age distribution of those at risk nor the ages at death 
are required to calculate it. But great care is required when 
trying to interpret the significance of such a ratio 
particularly if the age range of those being studied is wide. 
An unusually high proportion of deaths from a particular cause 
may be because of an unusually high number of people at risk 
in an age-group, where the cause-specific death rate is high 
in any case, even in the standard population. 

One way in which gross anomalies of this kind can be 
avoided, even when the age distribution of those "at risk" is 
not known, is to use the distribution of ages at death to 
calculate the number of deaths due to a particular cause C 
that might be "expected", if the age-specific fractions of 
deaths due to C had been the same as in the standard 
(referent) population. Note that the definition of "expected" 
here differs from that used to calculate the SMR. The 
"expected" number of deaths due to cause C is: 

EC = 	2 /fraction of deaths \ 	/ number of deaths 
age at 	due to C in referent) x ( from all :auses in 

death 	\population at age i/ 	\study group at age 

The age-standardized proportional mortality ratio for cause C 
is then taken as the total number of deaths attributed to C 
that have been observed, expressed as a percentage of those 
"expected": 

Standardized PMRC = (observed deaths due to C) 
x 100 

An even more useful way of studying proportional mortality 
is to compare the observed fraction of deaths attributed to a 
cause C with the fraction that would be expected If the age-
and cause-specific death rates of the referent population had 
been experienced: 
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(observed deaths due to C) 
(all observed deaths) 

x 100 
(expected deaths due to cause C) 
(expected deaths from all causes) 

This proportional analogue to the SMR has been referred to 
as a Relative Standardized Mortality Ratio (RSMR), because of 
its numerical equivalence to the SMR for the cause of interest 
divided by the SMR for all deaths: 

SMR for cause C 
RSMRc = 	SMR for all causes 	

x 100 

The importance of the RSMR is that it may exceed 100%, 
indicating an excess proportion of deaths due to C in the 
study population, even when the cause—specific SMR (SMRC)  is 
similar to or perhaps less severe than in the referent 
population. This would imply that the SMR for all causes is 
well below 100%, indicating a favourable overall mortality 
compared with the referent population. This situation is met 
frequently in occupational health studies, because of the 
selection effects common in such studies. Kupper et al. 
(1978) discussed the theoretical relationship between the RSMR 
and the standardized PMR, and showed that, in practice, the 
latter may be a good approximation to the RSMR. 

6.3.7.6 	Relative risk and attributable risk 

The ratio of comparative mortality figures (CMF5) from two 
groups (when both CMF5 are based on the same reference 
population) is equivalent algebraically to the ratio of the 
corresponding age—adjusted death rates. The quotient is 
therefore a direct measure of the relative risks of death in 
the two groups. Similarly, the relative risks of disease in 
two groups may be expressed as the ratio of the appropriate 
(directly) age—standardized disease incidence rates. 

But incidence rates can only be measured in follow—up 
studies. Prevalence rates, from cross—sectional surveys of 
large groups, are only indirect reflections of disease risks, 
because prevalence depends not only on the incidence of 
disease over a period of time, but also on how long those with 
disease remain in the group being studied. The prevalence 
rate of cases (with disease) in a group defined for a 
case—control study does not provide any measure of the disease 
risk for that group, because the magnitude of such a 
prevalence rate depends on an arbitrary choice of how many 
controls are included in the study. 
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Nevertheless, an approximate measure of relative risk for 
two groups, A and B, can be obtained, both from 
cross-sectional and from case-control studies, by comparing 
the odds favouring the occurrence of the disease in the two 
groups: 

(number with disease in group A) 
(number without disease in group A) 

Odds ratio = 
(number with disease in group B) 

(number without disease in group B) 

This quotient is a useful index of the extent to which the 
occurrence of disease is associated with membership of one or 
other group. If the true incidence rates of the disease 
concerned are small in both groups, then the odds ratio 
approximates closely to the ratio of the incidence rates 
themselves - the true relative risk. Of course, differences 
in the age distributions of the two groups may seriously 
distort such a comparison, just as they would when considering 
any other crude average. Techniques analogous to 
age-standardization (or standardization for any other 
variable, such as smoking) can be used to calculate an 
adjusted Summary Relative Risk from data relating to 
appropriate subgroups (Mantel & 1-Iaenszel, 1959). These ideas 
are developed further in section 6.4.5. 

Sometimes, it is necessary to make a quantitative 
assessment of the likely impact of preventive measures on the 
future incidence of disease. It then becomes important to try 
to estimate how much of the total incidence of the disease in 
a community is attributable to a risk factor under 
consideration. If the incidence rates for the whole community 
and for that part of it which has been exposed to risk are 
known, then the difference between these rates provides an 
obvious measure of attributable risk. This may be expressed 
as a proportion of the total risk in the community, that is, a 
population Attributable Risk Ratio. But, as with relative 
risks, difficulties arise when incidence rates are not known. 
However, if at least a reliable estimate of the proportion of 
those in the community who are exposed to the risk factor (it.), 
and a reliable estimate (from the odds ratio) of the risk for 
those exposed relative to those not exposed (r) are available, 
then the population Attributable Risk Ratio may be 
approximated by [(r-l)]/[l+x(r-l)]. For further details of 
these and other approximations see Walter (1976) and Leung & 
Kupper (1981). 
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6.3.7.7 	Concluding remarks about summary statistics and 
indices 

It is important to recall that summary statistics were 
' 	introduced 	in 	section 	6.3.6 	as 	supplements 	to 	data 

description, not as substitutes for that activity. Any one 
summary statistic cannot do more than reflect one aspect of 
the results, and reference to that single aspect is unlikely 
to provide a convincing answer to even the simplest research 
question. 

The morbidity and mortality indices that have been 
mentione4 are measures of average tendencies and, as such, 
references to them should generally be qualified by an 
indication of the dispersion of the results on which they are 
based. This may be achieved by tabular or graphical 
representations as discussed above, or by quoting statistics 
that summarize the scatter (section 6.3.7.2). A further 
extremely important way of describing the scatter associated 
with an average is to derive a measure of the variability that 
would be expected in that average, if the experiment, or 
survey giving rise to it were repeated a large number of 
times, that is, the Standard Error (SE) of the average 
concerned. Calculation of the SE from the data leads directly 
to statistical inference including the formal testing of 
hypotheses, and these problems are discussed in the sections 
that follow. 

6.4 Analysis and Interpretation 

6.4.1 	Statistical ideas about the interoretation of data 

In some Situations, a careful description of results from 
an epidemiological study may be enough, or almost enough, to 
satisfy the main research objectives. More usually, perusal 
of the data descriptions leads to questions. Is it reasonable 
to conclude that the apparent differences, trends, 
associations, or corre1ations, which have been observed, 
really reflect the effects of the explanatory variables 
hypothesized? How easily could the results have arisen by 
chance? What is the best estimate of the likely effect of a 
particular noxious agent, other things (smoking habits, age, 
physique, social factors, etc.) being equal? What degree of 
confidence can be placed in the estimate? 

These questions reflect the uncertainty associated with 
-  many experimental and observational settings, particularly 

those involving living organisms. The uncertainty stems from 
the multiplicity of factors that may influence a particular 
Outcome, such as the onset or cure of disease in an 
individual. The outcome for the individual is not precisely 
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predictable; 	yet a pattern is thought to exist and may be 
discernible, if enough observations are made on a number of 
persons and over a sufficiently long period. This type of 
situation is described by statisticians as a random system. 

Applied statisticians study data generated from random 
systems with the aim of quantifying the inherent uncertainty 
in the observations and teasing-out patterns that may not be 
immediately obvious. The procedure, quite generally, is to 
construct an idealized mathematical representation (or model) 
of the system being studied and then to examine the degree to 
which the model conforms to the observed data. Statistical 
models are distinguished from other mathematical constructions 
used in science by the fact that they always include a term, 
explicit or implicit, to symbolize variations that are not due 
to the factors being studied, that is the randomness in the 
system. The aim is to characterize the pattern of random 
variation, to quantify it, and to use the estimated magnitude 
of the so-called "random error" to qualify statements about 
the factors and effects being studied. The effects (e.g., 
disease incidence, mortality, symptom prevalence) associated 
with particular factors (e.g., exposure to a pollutant, 
membership of a social group) are estimated (so-called "point 
estimates"). The probable ranges within which the estimate 
might be expected to fall, if the study were repeated a large 
number of times, may also be determined ("interval 
estimation"). 	The estimated random error is also used 
frequently as the basis for making judgements about the 	- 
statistical significance of effects, apparently associated 
with factors in the model. 

The percentage level of statistical significance is an 
inverse index of how likely it is that an observed effect is 
due to chance. Reference to a 5% level of significance, for 
instance, is equivalent to stating that the probability of 
observing a result as extreme or more extreme than that 
recorded, purely by chance, is less than five in one hundred 
(-P <0.05). This particular level of significance is usually 
interpreted as some evidence that the effect concerned is not 
due to chance. A lower significance level, for instance, 
P < 0.01, might be described as fairly strong evidence that 
the result is not due to chance. Most people would regard 
P < 0.001 as overwhelming evidence against chance occurrence. 

The ubiquity of significance testing in epidemiology 
justifies a brief restatement here of three important riders; 

(a) Significance testing cannot prove that an effect is real. 
A one-in-thousand chance does occur occasionally - by 
chance (about once in a thousand times, in fact). 
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If the probability of chance occurrence is, say, less than 
1%, this does not mean that the probability that the 
effect is real is 99% or more. 

"Not significant" is not to be misinterpreted as "not 
real" or "not important". The absence of a statistically 
significant result means only that the data concerned are 
consistent with chance variation. 

6.4.2 	Errors 

The riders mentioned above draw attention to different 
types of error that may occur, when accepting results from 
significance tests. The situation described in rider (a) - a 
chance event occurs in practice, although the odds are fairly 
heavily against it occurring - implies that an investigator 
who accepts the evidence from the test at its face value is 
accepting an error; the so—called Type I error. No 
statistical procedure can determine whether or not the error 
has been made; but, if the test suggests significance at, say, 
the a % level, then the probability of making the Type I error 
is quantified; it is less than a %. If the results are 
really due to chance, and the statistical test also suggests 
that they are not significant at the a % level (P > a), then 
the probability that an investigator is right in accepting the 
implications of the test is at least (1—a); i.e., (I —a) is the 
probability of not making the Type I error. Neither the level 
of significance (a) nor its complement (1—a) measures the 
probability that an observed effect is real (see rider (b)). 

On the other hand, it is possible that a real effect does 
exist and yet the survey results may not provide any 
convincing evidence in support of the reality, possibly 
because the effect is small, or because not enough data are 
available. The absence of a statistically significant result 
in this situation may persuade the investigator to accept the 
Type II error: accepting the hypothesis of "no effect" (the 
"null hypothesis") when in fact it is not true. Again, no 
statistical procedure can determine whether or not such an 
error has been made, but the probability of making it (8)  can 
be controlled by adequate design of the study. Fleiss (1981) 
provides useful tables to help answer the familiar question; 
"how many observations are required ...?" to achieve the 
required statistical power (1-6) consistent with various 
significance levels a-7 and specified differences in 
proportions. 

It is the randomness in the system that gives rise to the 
existence of Type I and Type II errors; the possibility of 
making them cannot be avoided, but the probability of their 
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occurrence can be measured. A third more serious type of 
error is to ignore the existence of a or B or both, and to 
rely entirely on intuition when interpreting epidemiological 
data; this error is avoidable. 

Results from epidemiological surveys usually provide a 
large number of possible contrasts and comparisons. For 
instance, the data may be divided into subsets corresponding 
to the two sexes, to exposure types or categories, etc. A 
well thought-out survey plan, designed to answer specific 
questions, will have anticipated the main contrasts that are 
likely to be of interest. Data collection and data 
description will have been organized in such a way that these 
contrasts can be studied sensibly. But an alert eye must be 
kept for the unusual and the unexpected, and tests of 
significance in this situation are not necessarily 
straightforward. 

In particular, unplanned division of the data into 
subsets, with no specific research question in mind, sometimes 
leads to the question of which, if any, of the observed 
differences between subgroups are unlikely to be due to 
chance. The answer cannot be determined simply by repeated 
tests of significance on all possible combinations of 
subgroups, or by selecting for test those contrasts that 
appear to be large. Apparent significance levels from such 
repeated tests are not sound estimates of probabilities of 
making Type I errors!. Multiple comparisons of this kind 
require special procedures that are described in many 
statistics texts, usually in the context of analysis of 
variance (section 6.4.3.4). The first step in these 
procedures is to put the question in a more general form, not 
specific to any particular subgroup, i.e., whether evidence 
from the data that the dispersion between the grouped results 
is anything but random. Only if the answer is that there is 
indeed evidence that the dispersion is not entirely random, is 
it necessary to proceed with further modified tests to 
determine which of the contrasts show significant 
differences. For instance, the Registrar General of England 
and Wales (Registrar General, 1978) discussed multiple 
comparisons of SMRs in large-scale mortality studies. 

For instance, 15 subgroups would generate 105 possible 
contrasts between pairs of subgroups. It would not be 
surprising to find that about five of these contrasts 
appear to be 'statistically significant at the 57 level" 
even if the 15 subsets of results were effectively random 
samples from one homogeneous set of data (i.e., there are 
no real differences between subgroups - only chance 
variations). 
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The instruments used in an epidemiological survey may 
generate errors in the observations that are analogous to the 
Type I and Type II errors familiar from the theory of 
significance testing. Suppose that circumstances dictate that 
it is not possible to use sophisticated clinical laboratory 
equipment in the field, and that a simpler, but necessarily 
cruder, instrument (or questionnaire) is used to classify 
subjects into the dichotomy diseased/not-diseased. Suppose 
also that a pilot study has been conducted on a sample 
consisting of N subjects, all of whom have been examined by 
both methods, and that the results are as shown in Table 6.3. 

	

Table6.3. T R U E 	S T A T U S 

(based on full clinical investigation) 

	

With disease 	Without disease 	Total 

With 	 a 	 b 	 a + B 

Result 	 disease 

from simpler 
test 

Without 	 c 	 d 	 c + d 

disease 

Total 	 a+c 	 b*d 	 N = a+b+c+d 

A fraction [b/(b+d)] of those with no disease is 
classified wrongly as having the disease ("false positives", 
compare the probability of making the Type I error, a) 
[l-b/(b+d)] = d/(b+d) is known as the specificity of the 
simpler test. 

Another fraction [c/(a+c)] is classified wrongly as having 
no disease ("false negatives" compare the probability of 
making the Type II error, ). [l-c/(a+c)] = a/(a+c) is known 
as the sensitivity of the simpler test. 

The hypothetical pilot study referred to above might be 
extended to help distinguish between two other types of error 
that may be incurred in the survey procedures. Suppose that 
not just one, but repeated measurements are made with the 
simpler (survey) instrument on all N subjects involved in the 
pilot study. The results from any one subject may be very 
variable (a high coefficient of variation perhaps) but they 
may average out to a value very close to the "true" value for 
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that subject, as determined from the measurement on the more 
sophisticated equipment. In this event, measurements using 
the simpler instrument are said to be very imprecise but 
unbiased. 

However, it may be that the simpler instrument gives very 
precise results for any one subject (a low coefficient or 
variation), but averages of results referring to individual 
subjects may differ systematically from the true values of the 
individuals. The instrument and the measurements are said to 
be biased, although they are precise. It is important to 
distinguish between lack of precision and bias. In principle, 
the precision of an average of repeated measurements can 
always be increased (at a cost) by making more measurements. 
Bias however is usually more difficult to detect or to 
correct. Properly conducted pilot studies should include 
efforts to quantify these possible errors (section 5.6.6). 

The various terms concerning the characteristics of 
results of measurements, such as precision, accuracy, and 
validity, have been discussed in sections 3.5.1 and 4.1.2 It 
is clear that errors arising from the way that observations 
are made, from the limitations of the instruments themselves, 
and from the inherent variability in the (random) biological 
system being studied, all contribute to the total uncertainty 
that is associated with epidemiological results. It is worth 
recalling, therefore, the references in Chapters 2 and 5 to 
the important link between the design and conduct of a study 
and the subsequent analysis of results. The more carefully a 
study has been designed, the easier it is to postulate 
realistic models and to derive sensible conclusions from the 
observations. Conversely, it is generally true that a poorly 
designed or conducted study is unlikely to yield reliable 
results, however ingenious the statistical analysis. 

The remainder of this section will refer to some of the 
models that may be applicable to results from some of the 
study designs discussed in Chapter 2. 	The statistical 
principles 	involved are emphasized, without details of 
statistical theory and methods. 	Recent developments in 
statistical thinking that are particularly relevant to the 
analysis of epidemiological data are discussed, although some 
of the ideas mentioned are still controversial. 

6.4.3 	Analysing results from cross-sectional studies 

6.4.3.1 	Qualitative data 

Cross-sectional studies generate results that refer to a 
single point in time (or to a relatively short interval). The 
effects observed in such a study are, of course, influenced by 
time to a major extent (e.g., the ages of those studied, the 
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length of prior exposure to a pollutant, the latency period 
for the occurrence of disease), but technical complications, 
which arise when considering repeated measurements on the same 
individuals at different times, are absent. Cross—sectional 
survey results are therefore a convenient starting point for a 
discussion on how to interpret data that have been described 
previously by the methods outlined in section 6.3. 

In the first instance the qualitative data are considered, 
that is, the classified frequencies with respect to discrete 
variables in the contingency tables that were mentioned in 
section 6.3.4. The variations in numbers recorded in the 
corresponding cells of the data description tables will 
generate questions. For instance, is the relative frequency 
of persons with disease, in the sample studied, a useful 
indication of the true prevalence in the "population" from 
which the sample has been drawn? 

The above enclosure in quotation marks of the word 
"population" is to draw attention to a difference between the 
use of the word in a statistical context, and the more general 
meaning of the word population as used also by 
epidemiologists. For instance, a survey with a 100% 
response—rate of all people in a village exposed to a 
particular pollutant may provide an authoritative picture of 
disease prevalence in that community, or population in the 
sense that the word is used by epidemiologists; this is 
important in its own right. However, the most important 
aspect of the results from the survey is likely to be the 
information that it provides on the probable prevalence of the 
disease in other groups who may be exposed to the same 
pollutant. From this point of view, the group studied in one 
village is but a sample from a larger statistical population 
of similar communities that have not been studied. And it is 
this population of villages, or groups, that has not been 
surveyed, (and may not even have been identified), which 
probably lies at the centre of the research question that 
stimulated the survey in the first place. 

How good then is the sample estimate of the population 
prevalence? A quantitative answer to this question will 
require an appeal to statistical theory about binomial 
responses. it will depend partly on the size of the sample 
that has been studied, and it may be expressed either as a 
standard error of the sample estimate of prevalence, or as 
confidence limits for the estimate. In many situations, these 
measures are directly related, in that an interval measuring 

pproximate1y twice the standard error on either side of the 
estimate will approximate closely to the 95% confidence 
interval. This is the range of figures likely to embrace 95% 
of the prevalence results in a hypothetical long series of 
repetitions of surveys, of the kind that have produced the 
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sample estimate. 	Provided 	that 	the 	group 	studied 	is 
representative of the population concerned, then the best 
available (point) estimate of the true population prevalence 
will be that found in the survey. The variability of the 
estimate can be quantified using probability concepts. 

Similar principles will be used, when exploring 
hypothesized differences between groups that apparently 
exhibit different levels of prevalence. To what extent are 
those differences attributable to the fact that the individual 
results are only sample estimates of the true corresponding 
population prevalences? How likely is it that the differences 
observed are due to chance? The extension of these ideas to 
analyses of results with more than two levels of a discrete 
variable (i.e., not just disease/no disease, the so-called 
binary responses, but possibly disease A/disease B/no 
disease), and to the investigation of possible associations 
between discrete variables (e.g., occurrence of disease and 
residence in a particular area) is often pursued using the 
well-known X 2  test of association. The principle of this 
test is to divide the data into appropriate subsets 
corresponding to cells in a contingency table (section 
6.3.4). The numbers of observations that might be expected in 
each cell, under the (null) hypothesis of no association, are 
calculated in proportion to the observed frequencies in the 
marginal distributions. The sum of terms (one for each cell) 
each of the form: 

[(number observed - number expected) 2 /(number expected)] 

constitutes the test statistic probability distribution of 
which, under the null hypothesis, is approximately the same as 
that of a mathematical function known as 	2 	The X 2 
distribution varies, depending on the number of independent 
terms (degrees of freedom) contributing to it, and this number 
is always less than the number of cells in the corresponding 
contingency table. A table consisting of r rows and c columns 
contributes (r-l) x (c-l) degrees of freedom to the test 
statistic. Note that the test statistic must be constructed 
by operating on numbers of observations (observed and 
expected), not on proportions, percentages, or measurements on 
a continuous scale. 	The text by Maxwell (1961) provides a 
particularly helpful and concise guide to these methods of 
analysis. The statistical study of rates and proportions is 
dealt with in a systematic and comprehensive way by Fleiss 
(1981) 	in 	a 	book 	that 	includes 	many 	examples 	of 	— 
epidemiological applications. 

See footnote to section 6.3.5. 
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Different categories of a discrete variable are sometimes 
arranged naturally into a distinct order; for instance, low, 
medium, and high exposure to a pollutant that has not been 
measured precisely; or categories representing the increasing 
severity of a symptom. Generation of such ordered categorical 
data is often characterized by a subjective element, which 
usually implies a relatively high level of variability between 
different observers in their assessments of the same phenomena 
- observer error. The data themselves are quasi-continuous, 
in that changes from one category to the next reflect an 
underlying continuum from low to high, or small to large; but 
the difficulty of determining precisely where on the continuum 
a particular observation should be placed determines that the 
measurements are expressed as discrete categories. Some of 
the methods available for analysing data arranged in ordered 
categories have been reviewed by Jacobsen (1975a), who gives 
examples from classifications of an increasing profusion of 
small shadows on chest radiographs. 

Methods for investigating associations between binary 
responses and several other variables, and for estimating the 
separate effects attributable to these variables, are 
reviewed, explained, and extended in a classical monograph by 
Cox (1970). Some of the ideas used by Cox are analogous to 
those applied to the study of continuous variables that 
generate quantitative data. 

6.4.3.2 	Quantitative data response and explanatory variables 

Physiology, 	chemistry, 	and biochemistry, 	quantitative 
pathology, and anthropometry may furnish epidemiologists with 
biological endpoints to relate to environmental factors. 
These endpoints of function, concentration, or size are 
normally recorded as continuous variables, yielding 
"quantitative data". Moreover, even when the data recorded 
are qualitative, for instance the numbers of deaths occurring 
in different groups, their analysis may sometimes be effected 
more efficiently by expressing the numbers as fractions or 
rates (for instance the death rates in the various groups). 
Either the fractions themselves, or one of several possible 
mathematical transformations of the fractions, may then be 
treated as quantitative data, as if they were measurements on 
a continuous scale. 

Statistical models involve two broad types of variables, 
both of which may include qualitative and quantitative data. 
The first type refers to variations that are posited as the 
consequence of some other event or events; these are the 
so-called response or dependent variables, which are also 
referred to as regressands in the context of regression 
analysis. Then there are the so-called explanatory, indep- 
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endent, or regressor variables, namely, those that are 
represented in the model as being responsible for some part of 
the variation in the response variables!. 	Mortality and 
different indices of morbidity including, for example, the 
level of lung function, the blood level of a pollutant, the 	- 
appearance of a chest radiograph, or the occurrence of 
symptoms, are typical response variables in an epidemiological 
setting. 	Age, nutrition, social conditions, smoking habits, 
and the intensity and length of exposure to a pollutant, are 
examples of observations that are usually regarded as 
explanatory variables, because the way in which they vary 
helps to explain the variation in the response variable of 
interest. 

It will be clear immediately that what may be regarded 
reasonably as an explanatory variable in one situation may be 
considered as a response variable in another. For instance, 
the concentration of pollutant in the ambient air is certainly 
an explanatory variable in an analysis of the effect on the 
health of the people exposed to the pollutant. But the very 
same levels of pollutant may be regarded as responses to 
variations in climatic conditions or the intensity of 
production of some local factory, or variations in types of 
fuel used in the area. 

Moreover it is commonplace that some explanatory variables 
are themselves associated, that is, one of them may vary 
depending on the level of another (Table 6.2; section 6.3.3). 
Age for instance is often correlated with the level of 
cumulative exposure to a pollutant. Indeed, in the absence of 
an independent measure of exposure, age, or some simple 
function of age is sometimes used as a crude, indirect index 
of cumulative exposure. 

A further complication in the statistical nomenclature for 
variables arises in case-control or restrospective studies. 
The cases and controls are defined and identified at the start 
in relation to the presence and absence, respectively, of some 
morbid condition. The research question is: do these two 
groups differ also with respect to some antecedent factor, 
such as exposure to a pollutant? From the statistical point 
of view, the exposure is now a response variable; the 
occurrence of a case or control is the explanatory variable. 
This apparently curious reversal of the labels attached to the 
same variable is a reflection of the fact that the question 
presented in the case-control study can be formulated as 
follows; "given these (independently) defined groups, cases, 

In this chapter it is convenient to distinguish between 
these broad classes of variables by referring to them as 
response and explanatory variables, respectively. 
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and controls, what 	is the difference 	in their prior 
exposures?". The corresponding cross-sectional or prospective 
design to examine the same epidemiological problem would lead 
to the question: 	"given different levels of exposure to a 

- 	pollutant, what is the difference in the prevalence or 
incidence of the conditions of interest?". The design-
determined difference in the way that the statistical question 
is posed, is often reflected in the methods used for the 
statistical analysis. In general, a decision as to which is 
the explanatory and which the response variable in a 
particular setting depends on which data are given at the 
outset; the given information refers to the explanatory 
variable. 

6.4.3.3 	Statisticians and computers 

Most 	epidemiological 	studies are observational, 	not 
experimental. Normally, the effects of several known or 
Suspected explanatory variables must be considered before 
useful inferences can be made concerning relationships of the 
environment to the biological indicators of interest. 
Multiple variables must be included in the analysis: hence 
multivariate analysis. Analysis of variance, and correlation 
and regression analysis, described in any good basic 
statistics text (Dixon & Massey, 1957, for example) are the 
best known of the multivariate techniques, and the most 
generally useful in environmental epidemiology. Choice of the 
appropriate multivariate approach and practical implementation 
of the analysis are tasks requiring the professional skills of 
a statistician, who should be qualified and experienced in 
applying mathematical probability concepts to data generated 
from observations on a human population. 

For large sets of data, particularly when many variables 
are being considered, full exploitation of the methods 
discussed here will usually require access to a computer. 
Generally, it will be desirable to inspect results from 
several alternative statistical models of the data before 
attempting to draw conclusions. When a computer is used, it 
is wise to select a subportion of data for manual analysis, 
using perhaps three variables on 50 subjects, and compare 
results with those on the computer output. This will serve to 
highlight possible errors in the computer programs themselves 
or in the choice of statistical options of the user provided 
in general purpose packaged software (preprogrammed 
statistical operations). In any case, the additional insight 
into the data, which will be gained by adopting this 
discipline, is a valuable aid to intelligent inspection and 
interpretation of the computer output. 



- 294 - 

The following discussion concerns multivariate methods in 
environmental epidemiology from three points of view 	first, 
the 	utility 	of 	various 	techniques; 	second, 	general 
considerations in formulating models; 	and finally, how to 
evaluate the effectiveness of particular models. 	- 

6.4.3.4. 	Analysis of variance 

Analyses of variance are used to establish the presence of 
statistically significant effects in designed experiments and 
to estimate the effects with appropriate confidence limits. 
The usefulness of this powerful statistical tool depends 
largely on the ability to control the sequence in which 
specified combinations of different levels of explanatory 
variables are allowed to occur, and this is determined by the 
experimental, as distinct from epidemiological, design. The 
method is therefore the mainstay of experimentalists, but it 
has relatively few applications in observational sciences 
(King, 1969).. Nevertheless, the analysis of variance is 
used in environmental epidemiology in certain circumstances, 
for instance, to study multiple repeated measurements in 
near-experimental study designs. An example referring to 
daily changes in lung function over several days may be found 
in the papers by Carey et al. (1967, 1968). An analysis of 
multiple repeated measurements over three years by McKerrow & 
Rossiter (1968) is of particular interest, yielding evidence 
of linear trends over the study period for individuals. - 

The analysis of variance can be regarded as a special case 
of the more general family of multiple regression models that 
are used extensively in observational studies and that are 
considered further below. The formulation and interpretation 
of such models in environmental epidemiology requires 
knowledge concerning factors affecting fluctuations in both 
response and explanatory variables. These problems may be 
studied by considering the "components of variance" in a set 
of observations. Total variability may be estimated by 
combining independent estimates of the components, using 
analysis of variance methods, or by measuring the observed 
(total) variance directly. Duncan (1959) discussed this 
important topic in detail. In cross-sectional studies, it is 
usually necessary to have reasonable estimates of what 
proportion of the total variance in a measurement can be 
ascribed to between-person variability, individual or within- 

The constraints on materials and methods in epidemiology 
affect not only the statistical approach to the data but 
also the conclusions that can be drawn, particularly in 
exposure/effect studies (section 6.4.6). 
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person variability, instrument, or laboratory variability, 
when relevant, and residual variance. 

Another epidemiological situation, in which the idea of 
components of variance may be important, is when limited 
sampling equipment and resources have to be allocated to 
measure the concentration of a pollutant (e.g., in air, water, 
or food supply). The problem is how to plan the distribution 
of the available resources to different locations and times so 
as to maximize the precision of exposure estimates that are 
required for the subsequent epidemiological survey. A 
solution to the problem may usually be found from a pilot 
study designed to yield estimates of the appropriate 
components of variance (between general locations, specific 
places within the general locations, different time intervals, 
instruments, staff using the instruments, etc.). Such a 
preliminary study may have quasi-experimental features suited 
to a formal analysis of variance, or, otherwise, the 
components of variance may be estimated, but less efficiently, 
using more general regression models. 

Analysis of single pairs of differences, such as changes 
in ventilatory function before and after a work shift (Lapp et 
al., 1972) may be based on paired t-tests. Before and 
"after" study designs are extremely useful in environmental 
epidemiology, because short-term decrements in function in 
response to an environmental agent may suggest long-term 
effects. In general, analyses of pairs of observations should 
be carried out on differences in averages of the 
observations; 	using the observations singly may generate 
statistical artefacts (due to regression towards individual 
means) and the spurious correlations can be misleading. 
Oldham (1962) and Gardner & Heady (1973) have discussed the 
problem in detail. 	Effects of regression toward individual 
means in analyses of results from treatment of groups of 
patients have been studied by Deniston & Rosenstock (1973); 
their experience is relevant in environmental epidemiology 
when panels of ill subjects are being selected for repeated 
observations over a period of time (time series). 

Within-individual variability often depends on the time 
interval over which the repeated measurements are made. For 
instance, systematic reduction of lung function within 
individuals over several years has been studied longitudinally 
(Fletcher et al., 1976; Love & Miller, 1982) but the variation 
between individuals in the rates of reduction with time is 
much higher than the variations between individuals of the 

— 	same age, at the same time. 	This fact points to a very 
substantial 	non-systematic 	(random) 	within-individual 
component of variance over long time periods. 	In general, 
variability within individuals from one year to the next is 
greater than that from one month to the next, and so on down 
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to the time between immediately repeated tests (Berry, 1974; 
Lebowitz et al., 1982). Cross-sectional evaluation of any 
physiological test in terms of within-subject variability 
requires explicit consideration of the duration over which 
variability is of interest. - 

6.4.3.5 	Correlations 

A correlation coefficient is an Index of the degree of 
linear association between two variables. It is a 
dimensionless decimal fraction that may vary between -1.0 and 
+1.0 depending on whether one of the variables decreases or 
whether it increases as the other increases. The danger of 
misinterpreting numerical estimates of such coefficients from 
samples of data can be reduced by making it a rule always to 
study their significance in the context of the corresponding 
scattergrams (section 6.3.3). Studying the scattergrams will 
often reveal features in the data that may have artefactually 
inflated or diminished the calculated values. 

One fairly common and potentially misleading situation is 
the occurrence of a high value of the index in bivariate data 
consisting of well-separated clusters of points that happen to 
fall on a straight line drawn through them (Fig. 6.4a). The 
separate clusters may correspond to quite different 
situations, each characterized by relatively slight 
variability about different mean values of one variable (say, 
blood-lead levels as determined at different laboratories). 
Even quite small but systematic differences in the laboratory 
techniques may then generate superficially impressive but 
spurious correlation with any explanatory variable, the mean 
levels of which also happen to differ systematically between 
the laboratories in the same (or in the opposite) direction 
(say some aspect of dietary intake among persons resident 
close to the laboratories). A scattergram will quickly reveal 
the clustering and will also show whether there is any 
suggestion of a linear trend within the clusters. If there is 
no such trend within clusters (and in the same direction as 
the trend between clusters), then the apparently high value of 
the correlation coefficient is not to be interpreted as an 
index of linear trend between the variables; it reflects only 
a linear trend of mean values between clusters. Good data 
description should have identified the clustering before the 
correlation coefficient was calculated, and the possible 
reasons why it occurred should have been investigated before 
formal analysis (section 6.3.1). 

Similar spurious correlations may occur, if most of the 
data are clustered quite randomly in one region of the 
scattergram (say, in the bottom-left corner) with a few points 
in the opposite corner (Fig. 6.4b). A high value of the 
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Fig. 6.4a. 	Spurious 	correlations 	(I). 	Fictitious 	"relationship" 
between variables X and Y. The centroids of three clusters 
of points happen to lie on a straight line. The apparent 
correlation is positive (r = +0.94) and appears 
superficially to be highly signficiant, given the 33 points 
shown. In fact, the correlation within each separate 
cluster is negative (r = -0.4). 

Fig. 6.4b 	Spurious correlation (2). 	Neither of the two clusters of 
points show any sign of an association between X and Y. 
(The points have been arranged symmetrically to give exactly 
zero correlations within both groups). In the absence of 
infocmation on what happens in the central region of the 
graph, the apparent correlation based on all 33 data pooled 
(r = +0.86) is dangerously tendentious. 
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correlation coefficient in this situation does not reveal 
anything more than is obvious from elementary geometry; the 
shortest distance between two points placed in the centroids 
of the two clusters is a straight line. In observational 
studies, generally, high coefficients of correlation may be 
interpretable as reflecting real linearity in the relationship 
between the variables considered, only if the plotted points 
on the scattergram fall into portions of the graph that are 
reasonably representative of the ranges of the data concerned. 

Equal caution is required when considering low, not 
significant values of the coefficient. The low figure 
indicates only the absence of a linear tread in the data. But 
the shape of the relationship between two variables may be a 
curve rather than a straight line. If so, the pattern will 
often be apparent from the scattergram. Data transformations 
and regression methods may then be used to quantify and study 
such relationships (section 6.4.3.8). 

Any set of multivariate data can be used to generate a 
correlation matrix: an array of correlation coefficients that 
reflect the degree of linear associations between the 
variables taken in pairs. 	Inspection of such a matrix, 
together with the corresponding scattergrama and frequency 
distributions, is usually an indispensable part of the process 
of searching for the most appropriate approach to building 
statistical models. But it may be seriously misleading to use 
the magnitudes of such correlations, or partial correlations, 
as indicators of what are the most important relationships. 
This is because the observed correlations depend not only on 	- 
the underlying true relationship between the variables; they 
depend also on the particular variance structures as observed 
in the study. The latter are frequently not characteristic of 
other groups or situations. 	Using observed correlation 
coefficients to compare relationships is like comparing two 
overall death rates without age-adjustment. 

These cautions are particularly relevant to a class of 
epidemiological investigations, 	sometimes referred to as 
"correlation" or "ecologic" studies. 	The idea is to examine 
hypothesized associations by considering correlations between 
measures of average tendency (e.g., disease incidence rates, 
mortality incidences, average levels of air contaminants) from 
different communities; but the variability of these features 
within the different communities is not taken into 
consideration. Valid interpretation of apparent correlations 
is then extremely difficult if not impossible, because 
variance structures of possible explanatory variables (air 
pollution, weather data, dietary, smoking or drinking habits) 
may differ widely from year-to-year and place-to-place. At 
best, any correlations that are observed should be regarded as 
stimuli for further research, rather than as a basis for 
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conclusions. A useful discussion of the effect of measurement 
errors in correlation analyses is given by Fleiss & Strout 
(1977). 

6.4.3.6 	Multiple regression 

The following discussion of multiple regression includes 
some points that are also relevant to other multivariate 
techniques. 

The essence of a multiple regression model is to 
hypothesize some mathematical function of the explanatory 
variables which, together with a variable representing random 
fluctuations, will provide a useful estimate of the response 
corresponding to a particular combination of values of the 
explanatory variables. For example, it is known from many 
studies that, in general, a person's FEy1 depends in part on 
the individual's height (H), age (A), and smoking habit (S). 
The following simple function usually provides a good 
approximation of the likely value for an individual, provided 
that the coefficients b 0 , b1 and b3 are known for the 
population of which the individual is a member. 

FEy1 = b0  + b1H + b2A + b3S 

The variable S, symbolizing smoking habits, might be expressed 
in various ways: perhaps the number of cigarettes being 
smoked per day or per week at the time of survey, or some 
estimate of cumulative exposure to tobacco smoke measured in 
cigarette-pack-years. The constant b 0  can be thought of as 
some underlying number for the population being studied which 
is modified by the addition of terms consisting of the 
explanatory variables each of which have first to be 
multiplied by appropriate constants. 

The above equation is a deterministic mathematical model. 
The corresponding statistical multiple regression model would 
alter the left-hand side of the equation to read "E 
(FEV1/H,A,S)", symbolizing the statement "the expected value 
of FEy1 given some particular values of H, A, and S". This 
restatement of the model now incorporates the essential 
statistical concept of "expectation", meaning that given 
enough individual data from the same population, all of whom 
are characterized by identical values of I-I, A, and S, then the 
equation provides an estimate of the mean value of FEy1 that 
might be observed for those individuals. It follows 
immediately that the statistical model does not purport to 
predict a precise value of FEV1 for any one individual; it 
provides an estimate of the likely value and it admits that 
the value observed for an individual may vary from that 
estimate, up or down, because of random fluctuations. This 
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idea can be expressed directly by the following alternative 
way of writing the statistical model; 

p\ 
ObservedFEV

1 
 = b 

o 
 +b 

 1 
 1+b 

 2 
 A + b 3  S + R 

This indicates that the result observed for an individual can 	- 
be expressed as the sum of terms corresponding to estimates 
(symbolized by the circinnflexes) of effects associated with 
the explanatory variables, 	plus an additional 	term R 
representing random fluctuations. The precise value of R, 
negative or positive, is not predictable for an individual, 
but the regression model stipulates that, for a sufficiently 
large number of individuals, the average of the Rs will be 
zero!. The technical problem in a multiple regression 
analysis is to estimate the regression coefficients (the bs) 
and to estimate the variance of R from data. 

6.4.3.7 	Additive linear models 

Fow, consider how long-term exposure to a pollutant 
affecting the respiratory system might require the model to be 
modified. The simplest, and sometimes an effective, way of 
incorporating this new explanatory variable is to add a 
further term, E (symbolizing a continuous measure of exposure) 
and to attempt to estimate the corresponding regression 
coefficient b4. Rogan et al. (1973) used a model of this 
kind to show that cumulative exposure to respirable coalmine 
dust affected the FEW1 of miners irrespective of whether 	- 
they had simple pneumoconiosis. 

If the exposure to the pollutant is current, and includes 
an acute reversible effect, then the coefficient b 0  might be 
altered, reflecting a change in the underlying average level 
of FEy1 for the subjects exposed compared with those not 
exposed. 1evertheless, the equation as modified remains a 
so-called additive linear model. It is "additive" because the 
terms involving different explanatory variables are added to 
each other, rather than being multiplied by each other. It is 
"linear" because the effect of any one variable on the 
response is represented in the model as changes corresponding 
to a straight-line graph of FEy1 plotted against that 
variable on its own. 

Some authors prefer to use the simpler deterministic form 
of the equation to describe multiple regression models, 
omitting the random term R, which is then implied by the 
statistical context of the report. 
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6.4.3.8 	More complicated models 

In many situations, an additive linear model may be 
sufficient for practical purposes, despite the fact that it is 
probably a simplification of reality; the existence of 
statistically significant effects may be established and a 
fair idea may often be obtained of the order of magnitude of 
the change in the response variable that might follow changes 
in the explanatory variables. Sometimes, however, it will be 
convenient, advantageous, or even essential to work with more 
complicated models. For instance, Cole (1975, 1977) suggested 
that FEy1 might be better represented as a power function of 
height rather than as a linear function. Jacobsen (1975b) 
argued that a non-additive model incorporating a term that 
represents the product of age and height (Al-I), in addition to 
linear terms for each of these variables separately, might 
equally reflect the apparent non-linearity of FEy1 with 
respect to height. A possible interaction between the effect 
of an environmental pollutant and smoking is often important 
and may be reflected in a regression model by also including a 
new variable defined as the product (ES). 

In general, an interaction between two or more explanatory 
variables implies that the magnitude of the effect of any one 
of them on the response will itself vary, depending on the 
level of the other(s). No single regression coefficient can 
then summarize the effect concerned and a simple additive 
model that does not reflect these complications can be 
misleading. For instance, in an analysis of racial 
differences in FEy1, Stebbings (1973) found that blacks had 
lower mean values than whites; among non-smokers the 
coefficient for age did not differ between blacks and whites; 
but black smokers had a less rapid decline in FEy1 than 
white smokers for the same amount smoked. A simple linear 
model, representing race and smoking as additive effects would 
have been grossly misleading. 

6.4.3.9 	Dummy variables 

Discrete explanatory variables can be included on the 
right-hand side of the regression equation as follows. 
Suppose that the only information available about the smoking 
habits of individuals surveyed is whether or not they were 
smokers or non-smokers at time of survey. The variable S in 
the model described might then be defined as taking the value 

- 	1, if an individual is a smoker, and zero for a non-smoker. 
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S is now a "dummy variable"i 	The regression coefficient 
(b3) is then to be interpreted as a measure of the change in 
the response depending upon whether or not a person is a 
smoker or non-smoker. 

The same idea can be extended to discrete variables having 
more than two levels. In general, a discrete variable with n 
mutually exclusive categories can be represented in the model 
by a system consisting of (n - 1) dummy variables. 

Interactions between dummy variables, or between one dummy 
variable and another continuous variable, can also be 
accommodated in regression models. An alternative way of 
accomplishing the same objective is to fit separate, but 
identical, models to data corresponding to the different 
levels of the discrete variable (e.g., smokers and 
non-smokers). Possible differences in the effect of the other 
explanatory variables can then be examined directly. The 
usefulness of dummy variables in observational studies has 
been discussed by various authors (Suits, 1957; Johnston, 
1963; Cohen, 1968; Wesolowsky, 1976) and examples of their 
application in environmental epidemiology can be found in 
several papers by Stebbings (1971a, 1971b, 1972, 1973, 1974). 

6.4.3.10 	Selection of variables 

Which explanatory variables should be included in a 
regression model? In what order should they be introduced 
into the sequence of computations, required to estimate the 
regression coefficients? Which, if any, criteria should be 
used to decide that a particular variable should be omitted 
from an equation? These questions have been debated at length 
in the statistical literature and the topic remains 
controversial to some extent. The issues involved have been 
reviewed by Cox & Snell (1974) and by Hocking (1976). The 
following non-technical discussion draws attention to the main 
points. 

In a well-designed experiment, the explanatory variables 
of interest are chosen before the experimental work begins and 

The term "dummy variable" is used also in a different 
sense, in the context of case-control studies. 
Information judged, a priori, as very unlikely to explain 
the occurrence of cases is gathered for both cases and 
controls. The aim is to monitor the absence of a possible 
difference in the rigour and effort used to obtain all the - 
information relating to cases and to controls. An 
apparent association between such a "dummy variable" and 
the occurrence of cases will alert the investigator to a 
possible bias in the research methods. 
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the observations are made in a way that ensures that 
correlations between explanatory variables in the experimental 
data are exactly zero. Generally, no such arrangements are 
possible for observational studies. For instance, the elder 
members of a community being surveyed are likely to have had 
longer exposure to a pollutant under investigation. The fact 
that at least part of their cumulative exposure may have 
occurred in earlier years, may mean that they received higher 
doses per unit time early in their exposure histories. Their 
breathing capacities, as measured, say, by the FEy1, will 
certainly be lower than those of younger persons in the same 
community. How much of the average decrement observed is 
reasonably attributable to the higher doses received at an 
early age? How much is due to the higher cumulative 
exposure? How much is due simply to age? 

The 	non-zero 	correlations 	between 	the 	potential 
explanatory variables complicate interpretation of results, 
even from a multiple regression analysis, because any one 
regresion coefficient that emerges is an estimate of the 
effect of the variable concerned, given that the variability 
associated with the others previously included in the equation 
has already been taken into consideration. Thus, the 
inclusion or omission of any one variable, and the sequence in 
which the variables are introduced affect the numerical values 
of the estimates that are made, sometimes substantially, and 
may also affect their apparent statistical significance. 

An intuitively reasonable approach is to ensure, in the 
first place, that the model includes all variables, which are 
known to affect the response. In the example of FEy1 above, 
these might be height (an intrinsic factor), age (also an 
intrinsic factor but likely to be correlated with other 
extrinsic factors), instrument effects, technician effects, 
and smoking. 

Other variables, in which the reality of the effect is 
uncertain and under investigation, would be added to the 
equation at that point. They might include concomitant 
variables (or intervening variables) whose influence on 
results are suspected but not fully understood (social class 
for instance) or variables of direct interest such as air 
pollution, home-heating method, or occupation. 

Some Statisticians recommend the use of so-called stepwise 
procedures to select a subset of test variables for inclusion 
in the final fitted equation. The principle is that if two, 
or more, potential explanatory variables happen to be highly 

-  correlated in the set of data being considered (say employment 
in a particular industry and use of a particular type of 
domestic fuel), and inclusion of either one of them on its own 
into the equation helps to explain a significant portion of 
the varitions in the response, then inclusion of the other may 
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not appear to have any significant effect. 	The stepwise 
procedure then determines which of the two explains more of 
the variance of the response, when they areentered into the 
equation at the same point, and it thus prfriableides a criterion 
for excluding one and including the other 	from the 	— 
fitted equation. 

Used in this way, stepwise regression is essentially a 
decision procedure, and it presupposes a logical selection of 
the level of statistical significance that is required to 
justify inclusion of a variable, and also the level of change 
in the estimate of response (per unit change in the 
explanatory variable) that is regarded as important enough to 
merit inclusion of one or other or both of the competing 
candidates. Useful reviews of stepwise selection procedures 
are included in the books by Wesolowsky (1976) and Draper & 
Smith (1966). 

Other research workers feel that, because the selection of 
constraints for the decision procedure are a matter of 
subjective judgement, the apparent objectivity of variable 
exclusion criteria may be misleading. It is argued that, if 
these methods are used at all, then all results should be 
reported, perhaps with some comment on which particular 
formulation of the model produced the best fitting equation. 
Readers of the report may then use their own judgements as to 
whether results based on the statistical criteria adopted 
coincide with their general expectations based on commonsense 
and on familiarity with similar data from other sources. An 
unconstrained exploratory approach to the data, backed by 	- 
informative scattergrams, is often the most helpful way of 
trying to understand results from epidemiological surveys. 

If two variables are very highly correlated in the data 
then no statistical procedure can determine which of the two 
is more important; but presumptive considerations, 
independent of the data themselves, may suggest which is of 
greater interest. 

It can happen also that an explanatory variable known, in 
general, to influence the response (say height on FEy1) 
happens to be not statistically significant at some 
arbitrarily chosen level in a particular analysis, perhaps 
because the range of heights observed was too small to affect 
the response significantly, relative to the residual 
variability in that set of data. This does not mean that the 
variable concerned can be excluded from the equation with 
impunity; it may nevertheless affect the estimates of one or 
more of the other variables under investigation. If there are 
sound reasons for supposing that a particular variable 
influences the results (e.g., smoking on lung function, or the 
use of different technicians in cooperation—dependent or 
partly subjective tests) then it is wise to include those 
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variables in the model, irrespective of their statistical 
significance. This is equivalent to standardizing results; 
it places assessments of other effects on a common base-line 
and helps to avoid artefacts and biases. 

6.4.3.11 	Evaluatins "noodness of fit" 

Evaluation of the model that has been chosen can be 
considered under two broad headings; goodness of fit and 
stability (Section 6.4.3.12). First, how well does the fitted 
equation explain the variability in the particular set of data 
that has been observed? ("Goodness of fit"). 

A residual is the difference between a single observed 
response and that which may be estimated from the fitted 
equation. The pattern of residual variability in the data, 
that is the variation unexplained by the equation, can give 
valuable clues to deficiencies in the fitted model. Graphical 
and tabular analyses of residuals may reveal trends indicating 
that the functional form of the equation is inadequate, or 
that there are interactions between explanatory variables that 
have been included only as additive terms, or that assumptions 
that are made in significance testing about the shape of the 
distribution of residual variability are inappropriate. 
Draper & Smith (1966) devote an entire chapter of their book 
to this important topic and explain how graphical analyses may 
be complemented by formal tests based on probability. Cox 
(1970) also includes a discussion of how to examine residuals 
in models where the response is a transformation of a binary 
variable. 

Corrective action to improve the fit can take various 
forms depending on the deficiency identified. Nonlinear 
relationships may often be studied using regression methods 
either by mathematical transformations of the variables into a 
linear form or by the addition of polynomial terms into an 
additive model. 	Draper & Smith (1966) give a useful 
introduction to the subject; 	Williams (1959) discusses 
transformations and nonlinear regressions, and the comparison 
of alternative forms of regression. Frequently, in 
environmental epidemiology, there is no clear choice between 
linear and nonlinear regressions; both may then be tried. 
Sometimes, when there is a large residual variance, neither 
form has a clearly demonstratable advantage. Non-normality in 
the residuals or a changing variance of the residuals over the 
range of the data (heteroscedasticity) do not bias the 
estimates of the regression coefficients, but serious 
deviations from these properties may affect the validity of 
tests of significance. Methods for dealing with these 
problems are discussed by Wesolowsky (1976). 
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Dependence of a residual on preceding residuals, when the 
observations are arranged in some natural order, indicates 
autocorrelation, and this may occur in studies involving 
variations in space or time. Johnston (1963) and Wesolowsky 
(1976) discuss autocorrelation in the temporal case; King 
(1969) discusses it in geographical correlations. 

Graphical analyses of residuals may draw attention to 
so-called outliers that may or may not have been revealed in 
the earlier data preparation and description. These are 
values of the observed responses that lie well outside the 
range of the rest of the data, the plausibility of which is 
suspected. The controversial question then arises: is it 
sensible to include such unorthodox results in the analysis? 
Tietjen & 400re (1972) described some methods for detecting 
outliers and for deciding whether or not they should be 
removed from the analysis to improve the goodness of fit. 
When either the response or explanatory variables are highly 
skewed, as may be the case in a time-series of air pollution 
measurements or in studies of trace-substances in the body, 
Scott (1964) suggested serial deletion of outliers, and 
examination of a plot of regression coefficients to determine 
when they stabilize. 	It is clearly important to be 
particularly cautious 	in drawing conclusions about the 
importance of a pollutant, if deletion of one or several 
observations from dozens or hundreds drastically changes the 
inference that would be made without the deletion. 

A crude overall index of "goodness of fit" of the model to 
the data is the coefficient of determination (R 2 ) which is a 
measure of the proportion of the total variability that has 
been explained by the particular formulation of explanatory 
variables appearing in the equation. On its own, this index 
is only of limited value; it may be quite low, even when 
statistically significant effects have been detected. 

Some measurements have a high proportion of between-
individual variability to total variance. The FEW1 is an 
example for which a review of variance components is available 
(stebbings, 1971a). Others, like the fractional carbon 
monoxide uptake 	(Stebbings, 	1974), 	have a very high 
variability component within individuals over several months 
and a low component between individuals. 	Data from 
cross-sectional studies provide the basis for studying 
variations between individuals in large human populations; 
studies involving repeated measurements in relatively small 
groups may be used to estimate within-individual variability. 
But, in general, either type of study, on its own, describes 	- 
adequately the total variability in large populations. This 
underlines the importance of trying to identify and estimate 
the components of total variability in responses, rather than 
relying on correlation coefficients (r) or coefficients of 
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determination (R2 ) to assess the viability of particular 
hypothesized relationships. 

If it is known from the literature or from pilot studies 
that a particular response measurement has a relatively high 

- within-individual variance component, then a cross-sectional 
study may be strengthened by arranging for repeated 
measurements on the same subjects. The analysis of results 
may then separate the between- and within-individual variance 
components and this will make more sensitive statistical tests 
possible for what may be small but real differences between 
groups of individuals, i.e., the statistical power of the 
procedure is increased. 

6.4.3.12 	Evaluating the stability of models 

If a fitted regression equation appears to explain the 
observed data moderately well, it will be desirable to 
consider how likely it is that the fitted relationship will be 
reproducible, at least approximately, in other similar 
surveys. Replication of findings in different studies is the 
ultimate evidence of the reliability of conclusions. Cox 
(1968) noted that stability might mean that, when the survey 
or experiment was repeated under different conditions: either 
(a) the same regression equation would hold, even though other 
aspects of the data changed; (b) parallel regression 
equations would be obtained; or (c) satisfactory regression 
lines would always be obtained, but with different positions 
and slopes. 

The 	ideal 	situation 	(a) 	is 	rarely 	achievable 	in 
epidemiology because of well-known demographic variations in 
many physiological and biological indicators. Type (b) 
stability is very important when considering estimates of the 
effects of a pollutant if the results from surveys are to be 
used for decisions on environmental hygiene standards. Even 
when such stability is demonstrated with respect to the effect 
of the pollutant, the effects of other concomitant variables 
may vary in different human populations. 

Type (c) stability amounts to convincing confirmation that 
assertions of statistically significant effects in one survey 
are not artefacts. Cox suggests that variations in parameters 
indicated by situations (b) and (c) may be investigated by 
further regression analyses, in which the differing estimates 
of regression coefficients are treated as responses, and the 
new explanatory variables now characterize the different 
populations that have been studied. 

All this presupposes that comparable studies have been 
reported. An indirect approach to the problem in "ecologic" 
studies is to investigate a number of test variables which are 
not expected to correlate with the health indicators. A 
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selection of such variables is generally available from 
published statistics. They should not correlate with health 
as readily as do the suspect agents, if the apparent effects 
of the latter are real (see footnote on dummy variables in 
section 6.4.3.9). - 

6.4.3.13 	Predicted normal values 

Estimates of regression equations based on large samples 
of various populations have been published and provide 
so-called predicted normal values, particularly for various 
measures of lung function. These predictions may be used to 
aid clinical diagnosis of disease or respiratory impairment in 
an individual. Murphy and Abbey (1967) and Oldham (1970) 
discuss some of the difficulties involved and errors that may 
occur. 

However, it will be clear from the foregoing discussion of 
the variety of regression models that can be postulated 
reasonably, and from the differences in coefficients that may 
be relevant in different studies, great care must be taken if 
such predictions are used to assess deviations from 
"normality" in an epidemiological survey. If data are 
available to estimate the appropriate coefficients from the 
sample being studied, some researchers feel, when attempting 
to make inferences in epidemiology, that predicted normal 
values should never be relied on. For FEV1, Cole (1977) 
suggested relatively simple formulae for standardizing this 
measure of lung function for age and height, while avoiding 
the computational complexities of having to fit a multiple 
regression equation. 

6.4.3.14 	Other methods for studying multivariste data 

	

Sophisticated 	instrumentation 	is 	frequently used 	in 
environmental epidemiology, for measuring both the environment 
and physiological responses. Random error in such 
measurements is often a major contribution to the total 
variability in the experimental setting. Great care should 
therefore be taken in using conventional regression on 
correlation models to analyse such data, since an assumption 
that the explanatory variables have been measured without 
error is usually not even approximately satisfied. This 
problem and some solutions are discussed by Williams (1959) 
under the title "functional relations". One approach is 
orthogonal regression or principal component analysis. 
Hartwell et al. (1974) presented a detailed discussion of the 
problem in a report on nine methods for monitoring nitrogen 
dioxide in ambient air. In their numerous examples, they 
compared results from principal components with those obtained 
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from conventional regression analyses. 	A similar idea has 
been used to reduce a complex of interconnected variables, 
reflecting pollution of urban environments, to a smaller 
number of orthogonal factors with only weak correlations 
between them (Cassel et al., 1969; Zvinjackovskij, 1979; 
Shandala & Zvinjackovskij, 1981). Such preliminary 
condensation of the data provides new explanatory variables, 
representing groups of environmental factors with only low 
correlations between groups, which may then be related to 
morbidity patterns in the exposed communities. 

One usage of the term "multivariate analysis" restricts it 
to methods involving multiple response variables. 	These 
techniques (discriminant analysis, canonical correlation 
analysis, factor analysis, etc.) are used in epidemiology for 
the identification of disease entities and for the 
classification of patients (Kasap & Corkhill, 1973; Maxwell, 
1970). Application of these methods in environmental 
epidemiology is relatively rare, possibly because the health 
indicators and environmental variables measured in such 
studies are frequently of intrinsic interest individually. 
Attempts to condense several variables into one or two 
composite measures of response may then tend to obscure rather 
than clarify the relationships that are being sought. 
Examples of the use of such methods in occupational health 
studies include Liddell's (1972) application of canonical 
correlations to data on the appearances of coal-miners' chest 
radiographs in life in relation to the weight and composition 
of dust found in their lungs post mortem; and a study of 
coal-miners' mortality in relation to canonical variates 
derived from a battery of correlated in viva lung function 
tests (Oldham & Rossiter, 1965). 

Another interesting application of these ideas, relevant 
to environmental epidemiology, is in the stratification of 
study subjects by the multivariate confounder score of 
Miettinen (1976). This makes it possible to adjust for 
several disturbing variables at the same time, thereby 
avoiding the need for multiple crass-classification of the 
data as the prelude to standardization. 

6.4.4 	Analysis of data from prospective and follow-up studies 

6.4.4.1 	Nomenclature 

In this section, statistical approaches to results from 
studies involving a prospective health follow-up of a defined 
group, or cohort are discussed. This type of investigation is 
referred to variously as a prospective, longitudinal, 
follow-up or cohort study, but we use the terms prospective 
and follow-up as explained in section 2.6. 
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6.4.4.2 	Time as a measured variable 

Most of the statistical concepts and methods discussed in 
the previous sections are also widely used in the analyses of 
results from prospective and follow-up studies. But the fact 	- 
that a prospective or a follow-up study involves observations 
at least at two points in time adds a new dimension to the 
analysis. 	It is possible to consider the incidence of 
disease, not just prevalence; 	to measure the rate of change 
of a condition (for instance, deterioration in lung function, 
radiological 	progression); 	and 	to monitor environmental 
conditions over the period of follow-up. Exposure/effect 
relationships and disease latency periods may be studied with 
greater precision than would be possible otherwise. But new 
methodological problems arise in the statistical analysis. 
Comparisons between groups over a period of time are also 
complicated by the changing age structure of those at risk of 
disease or death as the study proceeds. 

The results of prospective and follow-up studies can be 
expressed as estimates of absolute risks (exposure-specific 
incidence rates, prevalence rates, or mortality rates) or as 
relative risks (relative that is, to some unexposed or 
comparison group; the comparative mortality figure (for 
instance). 

The following discussion refers 	to some of these 
additional features. Studies of cancer mortality are used to 
illustrate the main points, although many of the methods are 
equally applicable to investigations of morbidity or other 
causes of death. 

6.4.4.3 	Person-years method 

As noted earlier (section 6.3.7.3), the force of mortality 
in a population over an extended period of time may be 
summarized by an average annual death rate, that is, the total 
number of deaths divided by the person-years-at-risk (PYR). 
The same principle is often applied and extended when 
calculating denominators for Standardized Mortality Ratios 
(SMR) in prospective and follow-up studies. The number of 
deaths expected over the whole follow-up under the hypothesis 
of no difference in mortality between the group being studied 
and a standard control group is then: 

t 	s (survivors up to\ ( rs atandard death 
Expected deaths = Z E 	of year i ) x 	 te in year i 

il jl 
[(start 

in stratum j I 	for stratum j 
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If an external control group2 is being used for the 
comparison, then the s strata are likely to refer to specified 
values of variables such as sex, race, and attained age. 
Cause-specific standard death rates corresponding to the 
strata for different calendar years are obtained from 
published statistics for the geographical region concerned. 
Note that if such statistics are used as standard rates, then 
it is improper to correct death certificates for the study 
group by the use of supplementary information (hospital 
records, pathology reports, etc.) since such corrections are 
not made for the death certificates used for the compilation 
of population death rates. Preferential correction of data 
for the study group would tend to bias cause-specific 
comparisons. 

When internal controlsL are used, further stratification 
is possible to adjust for other factors (e.g., smoking 
history). Thus, by proper stratification it can be inferred 
that the difference in cancer mortality between the exposed 
group and controls is due to exposure to the agent, and not to 
differences in the composition of the comparison group such as 
age, race, and sex. 

Pasternack & Shore (1977) pointed Out that in studies of 
radiation carcinogenesis an assumption is often made that the 
carcinogenic risk is additive and therefore expressible in 
absolute terms. The usual terminology expresses absolute 
(excess) risk as "cases/00 6  years rem)". This implies that 
the radiation-induction of some types of cancer is independent 

- of the spontaneous rate of that cancer; an important 
assumption, because the spontaneous incidence of most forms of 
cancer varies markedly with age. If the assumption is not 
true, then the absolute risk estimates are interpretable, only 
if they are expressed specific to age. In some cases, the 
ratio of the absolute risk to the spontaneous risk will be 
constant at different ages, suggesting the use of a relative 
risk model. Taken as a whole, the available epidemiological 
data on radiation carcinogenesis do not clearly support either 
the absolute risk or the relative risk models. Therefore, the 
nature of the relationship between age and radiation risk 
should be examined carefully in each study. 

Because age has such a powerful influence on the rates of 
tumour induction and on many other diseases, it is important 
to make careful adjustments for age variations in prospective 
and follow-up studies. Ideally stratification should be by 
single year of age, if the sample size were large enough, 

! 	See section 2.6. 

See section 2.6. 
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although 5-year intervals are satisfactory for most purposes. 
Occasionally, it may be necessary to use lu-year intervals, 
when there are only small numbers in subgroups, defined by age 
and other factors simultaneously. Studies using 20- or 
30-year age groupings may fail to adjust for a substantial 	- 
fraction of the bias introduced by age differences. Even if 
it is desired to report data grouped by wide age ranges, such 
as this, it is desirable to stratify by narrower ranges in the 
analysis, and then summarize results in broader groups. 

6.4.4.4 	Modified life-table method 

If information on exposure history is available, then more 
informative and sensitive analyses become possible by 
stratifying the data according to years of exposure. With 
elapsed time since first exposure, it is possible to consider 
latency, as well as the possibility that the carcinogenic risk 
(the incidence rate) may change with time from the initial 
exposure. Ignoring latency usually leads to an underestimate 
of carcinogenic effect. Even when the exposures of 
individuals to the suspected pollutant cannot be measured 
precisely, it may still be possible to construct approximate 
exposure categories based on the relative magnitudes of 
exposure (taking duration, intensity, and timing into 
account). Any evidence of an exposure/effect relationship 
would further strengthen inferences concerning the presence of 
an effect. 

6.4.4.5 	Overlap of exposure and observation periods 

If the exposure period and the follow-up period do not 
overlap (as might be the case when studying groups of retired 
workers), then those at risk in the exposed group may be 
stratified according to appropriately defined exposure 
categories. But, if the exposure and follow-up periods 
overlap, as is usually the case, difficulties occur. As noted 
by Enterline (1976), high exposure and death tend to be 
incompatible states. For example, in a retrospective 
follow-up of employees entering a study in 1938 say, with a 
follow-up period 1938-64 and exposure measured as time worked 
during the interval 1938-64, the maximum exposure period (27 
years) could only be attained for a worker who survived the 
entire follow-up period. Early cancer death during the 
observation period had to correspond to lower exposure. Thus, 
there is a built-in bias that tends to generate a spurious 
negative correlation between exposure and effect. 

When overlap occurs, modified techniques have to be used. 
Pasternack & Shore (1977) suggested the following method for 
dealing with the problem. Each PYR for a worker is assigned 
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to an exposure category that reflects the total exposure 
experience (Or score), up to the time point concerned. This 
implies that any one person may contribute PYRs to several 
exposure categories. If each PYR is also simultaneously 

- stratified according to yearly interval since first exposure 
(eliminating early years, say the first five years, that is, 
the minimal latent period), as well as attained age and any 
other factors to be controlled, expected deaths can be 
obtained for exposure categories with equivalent times since 
first exposure and with adjustment for age and other 
confounding factors. This method was used by Pasternack et 
al. (1977) in their retrospective cohort mortality study of 
occupational exposure to chioromethyl ethers - resulting in 
improved estimates of the exposure/response relationship. 
Breslow (1977) suggested an alternative approach using 
time-dependent covariates, based on Cox's (1972) regression 
model for survival data. 

6.4.4.6 	Lagged exposures 

Assignment of a current cumulative exposure score to each 
PYR, as suggested above, may not be appropriate for studying 
cancer mortality, because recent exposures are unlikely to 
affect the current cancer risk. It was therefore suggested by 
Pasternack & Shore (1977) that lagged exposures might be used 
to predict risk. For example, the exposure/response 
relationship could be tested when the PYRs were assigned to 

- exposure categories reflecting the person's cumulative 
exposure from, say, five years prior to the given PYR. 
Ideally, if a model of tumour growth-rates or other temporal 
factors in tumour induction is available, the lagged years 
could be weighted in correspondence with this model. Without 
such a model, an exploratory series of analyses might be 
performed with lags of one year, two years, three years, etc., 
to determine the degree of lag that results in the most 
sensitive statistical analysis for detecting a carcinogenic 
effect. 

6.4.4.7 	Measures of latency 

The end of a follow-up period in a study of environmental 
cancer usually occurs before all those at risk have died. A 
precise survival time is known for those who died during the 
follow-up; but, for the remainder of the cohort, survival time 
is less definite. Such data are said to be censored up to the 
end of the follow-up. As the censoring increases, the latency 
estimates derived from considering only the cancer cases will 
be increasingly too small, since the PYRs decrease as the 
interval from exposure onset increases. This would not be of 
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great concern if the degree of bias were equal in all the 
groups being compared. However, according to the differences 
in the amount of censoring differs among the groups, the 
amount of bias will also differ, so a measure of latency is 
needed that takes into account the size of the population at - 
risk at each interval. 	A median latency derived from a 
life-table analysis provides such a measure. 	Pasternack & 
Shore (1977) provide details, as do Robinson & Upton (1978) 
who describe alternative methods in the context of animal 
carcinogenesis studies. 

It should be noted that if a median or other quantile 
value is to be interpreted in an absolute sense, then it is 
necessary to have observed at least part of the sample until 
the end of the period of tumour induction. However, even when 
the end of the induction period has not been reached, it is 
still possible to compare the median, etc., in two or more 
sets of data having the same length of observation, and to 
determine if there are relative differences in the time to 
tumour appearance. 

	

The goal 	in studying latency 	is 	to 	examine 	the 
distribution of only those cancers attributable to the 
environmental exposure under study. 	If the available data 
suggest that the exposure being studied accounts for virtually 
all the cancers that occur, then the method described by 
Pasternack & Shore (1977) may accomplish this goal. Usually, 
however, such data are found mainly with tumours, which quite 
rarely occur spontaneously, or when the relative risk is very 
high, so that the bulk of the tumour occurrences are 	- 
carcinogen-induced. With a more common type of cancer and a 
fairly low relative risk, the fraction of cancers attributable 
to the carcinogen is small: 	thus any calculation of latency 
needs to be corrected for the spontaneous incidence. 

6.4.4.8 	Some analytical techniques 

A modification of the procedure described by Mantel & 
Haenszel (1959) can be used when two Sets of life-table data 
are to be compared (Mantel, 1966; Hankey & Myers, 1971). The 
Mantel-Haenszel (1959) relative-odds measure, or Miettinen's 
(1972) standardized-risk ratio provides estimates of adjusted 
relative risk (see also Thomas, 1975). 

The Mantel-Haenszel (1959) technique can be generalized to 
three or more groups (Mantel & Byar, 1974). When the groups 
are defined by exposure levels, exposure/response 
relationships can be tested for linearity and nonlinearity by 
methods developed by Mantel (1963) and Tarone (1975). Using 
these methods in conjunction with stratification of the data 
as suggested above, it is possible to examine the 



relationships while adjusting for interval since exposure, 
age, and other variables. 

Other techniques have been described for relating risk 
factors to disease or death in prospective and folthw-up 
studies, based on the multiple logistic model used by Truett 
et al. (1967); see reports by Brown (1975); Byar & Mantel 
(1975); Dyer (1975a,b) and Farewell (1977). Kuilback & 
Cornfield (1976) described the use of log-linear models for 
analysing multiple cross-classified data and gave an 
illustration dealing with the effect of a number of smoking 
variables on mortality from coronary heart disease. 

The role that epidemiological methods play in the process 
of assessing human risk from cancer, including sample size 
requirements for cohort and case-control studies were 
discussed by Mack et al. (1977). Applications of multistage 
models of disease induction to problems of design, analysis, 
and interpretation of epidemiological studies were considered 
by Berry (1977), Berry et al. (1979), Whittemore (1977), and 
Peto (1978a,b). 

Many of the most recent developments in statistical 
methods for analysing data from prospective and follow-up 
studies are based on applications and extensions of the 
important general model for survival data proposed by Cox 
(1972). The flexibility of this approach to the study of 
time-related and other explanatory variables in an 
epidemiological setting is explored below, in the context of 
case-control studies (section 6.4.5.2 et seq.). 

6.4.5 	Analysis of data from case-control studies! 

6.4.5.1 	Relative and absolute risks 

The difficulties in reaching valid conclusions from the 
case-control approach are discussed in a paper on how to 
analyse data from retrospective studies by Mantel & Haenszel 
(1959). The authors emphasize that the investigators must 
satisfy themselves about "the fundamental assumption 
underlying the analysis of retrospective data": that the 
assembled cases and controls are representative of the 
statistical population defined for the investigation. 

Mote the different meaning attached to the word "control" 
here, compared with section 6.4.4.3 et seq. There the 
"control group" was required for a comparison of incidence 
of disease, not for a comparison of previous history. See 
also the remarks about nomenclature for variables in 
section 6.4.3.2. 
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The contingency table methods described by Mantel & 
Haenszel concentrate on how to summarize the overall relative 
risk from substrata among those being studied, where the 
strata refer to groups similar in age or some other factor 
expressed as a discrete variable. 

Note that the results are expressed as estimates of 
relative risk; on their own, case—control studies do not 
provide measures of absolute risks. 

6.4.5.2 	Relation between prospective and case—control studies 

Mantel & Haenszel (1959) noted that, in a case—control 
study, "a primary goal is to reach the same conclusions ... as 
would have been obtained from a forward study, if one had been 
done." This viewpoint is fundamental to a relatively new 
methodological approach described here. The analytical 
methods for prospective and follow—up studies outlined in 
Section 6.4.4 may relate the probability of disease 
occurrence, or more precisely the rate of occurrence, to each 
individual's exposure history. The following discussion shows 
that the same methods of analysis can be adapted for use with 
the case—control design. 

Consider first the prospective and follow—up study in 
which a population of disease—free persons is followed over a 
study period of defined length. Subjects are classified at 
the beginning of the period, according to their exposure 
history, and at the end, according to whether or not they have 
developed the disease. (Times of disease occurrence during 
the study period are ignored for the moment). A common method 
of analysis for this situation is to apply the linear logistic 
model (Cox, 1970), which relates a binary response variable 
y to a vector of K independent explanatory variables 
X = (X ' •. ., X ) via the conditional probability formula. 

1 	K 

pr (y=1IX) = (1 + exp (-0 - 	k'Xk)' 	(1) 

Here y denotes whether (y = 1) or not (y = 0) the disease 
occurs, while X represents the exposure history and other 
relevant risk variables. A large number of possible 
relationships can be represented in this form by including 
among the X s both discrete and continuous variables, 
transformations of these variables, and interaction (cross 
product) terms. The classic illustration of this methodology 
is that of Truett et al. (1967), who used it to study the 
simultaneous effects of age, systolic blood pressure, serum 
cholesterol, and other variables on the risk of coronary heart 
disease. 
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Provided that the disease is sufficiently rare, or the 
study period sufficiently short, the ratio of risks (RR) for 
individuals with two separate sets of values x  and X is well 
approximated by the corresponding odds ratio. 

RR = pr(y1 F X*)pr(y=O )( ) 	(2) pr(y1 x)pr(y0 Ira) 
Uuder the logistic model (1) this takes the particularly simple torm, 

exp { Z 8 (x 	- xk)} 	 (3) 
1k 

Thus the effect of a unit increase in the value of the kth 
risk variable Xk  is to multiply the risk of disease by the 
factor exp (,()• In other words, 8k represents the 
natural logarithm of the relative risk accompanying a unit 
change in Xk. 

Case-control studies should involve random sampling from 
the population at risk. Typically, all or nearly all 
available cases are used, while the controls represent only a 
small fraction of persons who remain disease-free throughout 
the atuoy period. The essential requirement is that the 
sampling fractions for cases and controls must not depend on 
any of the risk variables under study. Under these 
circumstances, the relative risk corresponding to different 
histories can be estimated by fitting to the sampled 
case-control data exactly the same logistic model (1) as would 
have been fitted to the data on the entire cohort, had they 

— 	been available. The regression coefficient , has exactly the 
same interpretation as for the cohort sLudy; 	only the 
constant term a is modified, depending on the ratio of the 
sampling fractions for cases and controls. See Anderson 
(1972), Mantel (1973), and Prentice & Breslow (1978) for 
technical details that justify this approach. 

One of the major difficulties of hospital-based studies, 
in which persons with diseases other than that under study are 
chosen as controls, is that they often violate the requirement 
that the control sampling fractions should not depend on the 
risk variables. Since the same exposure may be related to 
several diseases, exposed persons can easily be over-
represented in the control sample, which leads to the relative 
risk associated with such exposures being underestimated. 

6.4.5.3 	Analysis of stratified samples 

— 	In practice, it would be rare to draw an unrestricted 
sample of cases and controls from the population at risk. The 
age and sex distribution of patients with particular diseases 
usually departs markedly from that of the general population. 
Since these variables are often related also to exposure, they 
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may confound—a the relationship between risk factor and 
disease (Miettinen, 1974). This suggests that a stratified 
control sample should be drawn with roughly the same age and 
sex distribution as the cases. Additional nuisance factors 
may be used for strata formation, when their influence on the 
risk of disease occurrence is not itself of intrinsic interest 
but serves mainly to confound the issue. Strata may be formed 
also on the basis of variables which could interact with the 
exposures to modify their effects. Since variables selected 
for stratification at the design stage cannot be evaluated as 
potential risk factors, an appropriate choice requires 
considerable care as well as substantial knowledge of the 
disease process. Factors considered to be a nuisance on one 
occasion may well be the risk variables of prime importance in 
another study. 

Even if a stratified sample has not been drawn at the 
design stage, it is possible to form the strata at the time of 
analysis. The same criteria are applied, namely the variables 
selected for strata formation are those that may confound or 
modify the disease/risk factor association. Of course, with 
post-hoc stratification there is a risk of having serious 
imbalances between the number of cases and controls in some 
strata. 

Thus, the strategy of statistical analysis suggested here 
is to control the effects of the nuisance factors by 
stratification, while modelling the exposure main effects and 
interactions via the linear logistic model. Equation (1) is 
generalized to; 

pr.(yl 	(1 + exp (-a .- 	x )Y' 	(4) 
1 	 1 lkk 

where j. = 1 ......, 	I indexes the stratum. 	If none of the 
regression variables X are interaction terms between 
exposure and stratification factors, a consequence of this 
formulation is that the RR associated with particular expo- 

The word "confounded" is used in the statistical theory of 
experimental design to describe an arrangement whereby 
information about the independent effects of some factors 
is sacrificed deliberately for the sake of economy of 
effort. The more general use of the term in epidemiology 
refers to inadvertent associations between the main factor 
under investigation and other factors which may also 
affect the response variable. Special care is then 
necessary to try to distinguish between the effects of the 
confounded variables. See also the remarks in sections 
2.5 and 6.4.6. 
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Sures remains constant over strata. 	However, by including 
such interaction terms, changes in the RR can be modelled that 
accompany changes in age or other stratification factors. 

If the study period is very long, say more than a year or 
two, dividing it into intervals and using calendar time as one 
of the stratification variables in addition to age should be 
considered. Cases developing the disease during a particular 
time interval are matched with controls who remain 
disease-free at that time. Thus, the probability (Equation 4) 
refers more specifically to the conditional probability of 
developing the disease during the associated interval, given 
that the subject was disease-free at the appropriate instant. 
An advantage of this formulation is that, provided the 
intervals are made sufficiently short, the probability of 
developing the disease during any one of them is so small that 
there is no doubt about the odds ratio approximation (Equation 
3). 

A convenient computer package for fitting the model 
(Equation 4), among several that are available, is the General 
Linear Interactive Modelling Program (GLIM) developed by 
Nelder (1975). This provides maximum likelihood estimates of 
the relative risk parameters I and large sample estimates of 
their standard errors. Evaluation of the statistical 
significance of terms in the regression equation, whether 
singly or in groups, is made via the likelihood ratio test. 
Breslow & Day (1980) present several worked examples that 
illustrate this approach. 

6.4.5.4 	Analysis of matched samples 

If closer control over the nuisance factors is desired 
than that provided by stratification into broad categories, 
each case may be matched individually to one or more 
controls. Studies carried out entirely in hospital often 
involve sets of cases and controls matched on the basis of 
age, sex, race, and date of admission. For occupational 
studies, the control may be chosen as having the same dates of 
birth and employment and being disease-free at the time that 
the case is diagnosed. 

One view of matching is as a limiting form of 
stratification in which the intervals of age and time used to 
form the strata become infinitesimally small. This results in 
a continuous time analogue of Equation (4) wherein the ratio 

waft 	
of age- and time-specific incidence rates for persons having 

ipoure Vria1bles 	and X is given exactly by Equation (3). 
It will be recognized as the proportional hazards model of Cox 
(1972) which was mentioned earlier as a major tool for the 
analysis of cohort studies. In the analysis stemming from 
this model, each case of disease occurring in the cohort is 
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compared to the risk set of all persons remaining disease—free 
at the time the case was diagnosed. With the case—control 
approach, the case is compared only with those matched 
controls actually sampled from the risk set at that time. 
Prentice & Breslow (1978) give a more detailed account of the 
proportional hazards model as it relates to case—control 
studies. 

Alternatively, each matched set may simply be regarded as 
a stratum for which the logistic model (Equation 4) continues 
to hold. However, when the number of oj  parameters is of 
the same order of magnitude as the number of subjects, then it 
is, no longer feasible nor advisable to estimate them all. 
Instead, they may be eliminated from the model by conditioning 
on the collection of risk Vectors L actually observed for each 
matched set (Breslow et al., 1978). Xjjk denotes the value 
of the kth  variable for the case (j = o) or jth  control in 
the 1th  matched set. Then the conditional probability that 
the vector of variables 4i o  = ( Xj .....Xj Ok) pertains 
to the case, as observed, and the remainder to the controls is 

1 
1 + L 	exp{18 ( x 	- x 	)) 

k k 	ijk 	ink 

A likelihood function for B is obtained by taking the 
product of the conditional probabilities (Equation 5) over all 
the matched Sets. This may be used to generate maximum 
likelihood estimates of the regression coefficients, standard 
errors, and likelihood ratio tests as in the stratified 
analysis based on the model (Equation 4). Computer programs 
for implementing the matched analyses are available (Smith St 
al., 1981; Cail et al., 1981), and worked examples are 
presented in an IARC/WHO publication on the analysis of 
case—control studies (Breslow & Day, 1980). 

6.4.5.5 	Effect of ignoring the matching 

Prior to the advent of methods for the multivariate 
analysis of matched case—control studies, it was common 
practice to ignore the matching in the analysis. This was 
thought to do little harm since, at least in the case of a 
single binary risk factor, it was known to yield conservative 
results (Seigel & Creenhouse, 1973; Armitage, 1975). Moreover 
in many problems, accounting for the matching in the analysis 
did not make any perceptible changes in the estimates of 
relative risk. 

When matching variables are strongly correlated with both 
disease and exposure, however, it must be anticipated that an 
unmatched analysis may lead to serious underestimation of the 

(5) 
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relative risk. Breslow & Day (1980) present an example which 
contrasts the correct analysis based on the conditional 
likelihood derived from (Equation 5) with several 
unconditional analyses that take increasing account of the 

- matching variables through inclusion of additional Al 
stratum parameters in the logistic equation (4). Estimates of 
the log relative risk () parameters in the unmatched analysis 
are approximately half, in absolute value, of those obtained 
with the fully-matched conditional analysis. Estimates based 
on unconditional models incorporating some of the matching 
variables occupy an intermediate position. This suggests that 
the bias in an unmatched analysis may be avoided, at least in 
part, by modelling the effects of the matching variables in 
the regression equation. Of course, this is only feasible 
when the matching factors are quantifiable, and would be of 
little help if cases and controls were sibs, for example. 

Situations will occur when variables that were thought to 
have confounding effects during the planning process and were 
therefore used for matching, turn out later not to have such 
properties. The question then arises concerning the loss in 
efficiency that may accompany a fully matched analysis when it 
is not needed. If, in a matched-pairs design, the 
probabilities of exposure to a binary risk factor are constant 
over the matched sets at P1  and p0  for cases and controls, 
the matched analysis is unnecessary to avoid bias and has an 
efficiency of; 

- 	p 1q
1 
 +pq 

00 
p 1 q0  + pq 1  

relative to the analysis that ignores the matching. 	The 
efficiency is 100%, when the relative risk is 1 ( pi - Po' 
and generally falls below 70% only if relative risks larger 
than 4 or smaller than 0.25 are being estimated (Breslow & 
Day, 1980). 

A related question is whether or not matching at the 
design stage ought to have been used at all as a method of 
controlling the confounding effects of quantitative variables 
that could be controlled in analysis. Several papers (Kupper 
et al., 1981; Samuels, 1981; Smith & Day, 1981) suggest that 
such matching is helpful, only if the confounding variables 
are strongly related to the disease. Otherwise, the gains in 
efficiency from having case-control samples that are balanced 
vis--vis the confounding variables are not important and, in 
some situations with large relative risks, there may even be a 
loss. 
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6.4.5.6 	Alternative methods of analysis 

The methods described above require the solution of 
nonlinear equations by iterative numerical methods and are 
thus practical only if the research worker has access to the 	- 
appropriate computer hardware and software. When interest is 
focused on a single risk variable, and particularly when that 
variable takes on only two values, such machinery is not 
needed. The techniques for stratified analyses proposed by 
Mantel & Haenszel (1959) have served many epidemiologists well 
for nearly two decades. The same non-iterative techniques can 
also be used with matched designs and, if the number of 
controls per case is constant, they lead to quite simple 
expressions for estimates and test statistics (Miettinen, 
1970). The required calculations are easily programmed for a 
pocket calculator, or may be performed by hand, if the data 
are not too extensive. Fleiss (1981) gives many examples. 

If high-speed computing machinery is available, however, 
there is considerable advantage in using the logistic 
modelling approach. Since it is couched in a general 
regression framework, it allows the user a great deal of 
flexibility with regard to the treatment of the various risk 
variables in the analysis. Continuous variables such as age, 
weight, or blood pressure are probably best categorized into 
several levels, a separate estimate of relative risk being 
made for each, relative to a designated baseline level. 
However, they may be analysed as continuous variables, using 
transformations and polynomial expressions, where necessary, 
to achieve an adequate fit to the data. Interactions among 
risk variables, or between risk and stratification variables, 
are easily explored. Powerful tests are available for 
assessing the statistical significance of such interactions, 
which would not be feasible with the simpler stratified 
analyses. Using general purpose computer software such as the 
General Linear Interactive Modelling (GLIM), all this may be 
accomplished with relative ease using standard statistical 
nomenclature. In short, the logistic model and its analogues 
provide a link between the fundamental epidemiological measure 
of relative risk and the mainstream of statistical concepts 
and methods. 

6.4.6 	Drawins conclusions from analyses 

Most of the statistical methods referred to above are 
based implicitly on an assumption that is very rarely 
justified for epidemiological data. The assumption is that 



- 323 - 

the observed response measurements are random samples from 
hypothetical statistical populations of similar responses. 

Consider a well-designed clinical drug trial: 	it is 
possible, at least in principle, to allocate one or other 

-  treatment to persons selected randomly from a defined 
population of patients. The theoretical requirement of random 
sampling may be met, or very nearly met. But a group of 
individuals who happen to be exposed to a pollutant because 
they are resident in a particular part of a district, are 
certainly not a random sample of all people in that district. 
Moreover, their residence there is likely to be associated 
with a number of social factors, some of which may be 
associated in turn with the same measures of response that are 
thought to be affected by the pollutant; the effects of the 
social factors are then partly confounded with the effect of 
exposure to the pollutant (footnote to section 6.4.5.3). 

The problem of obtaining random samples is common to all 
observational studies. Statistical implications have been 
reviewed in detail by McKinlay (1975) who refers to many 
earlier discussions in the literature (see also the comments 
by Fienberg (1975) on McKinlay's paper and remarks by Jacobsen 
(1972) about epidemiologically determined exposure/effect 
relationships). 

The fact that it is not usually possible to achieve truly 
random sampling in epidemiological studies determines that 
reliance is placed on the hope that the data are 
quasi-random. Therefore, every effort has to be made to avoid 
biases in the way that the material is selected for study (a 
question of design, organization, and conduct of the work) and 
attempts must be made to detect biases that are unavoidable. 
Data processing and descriptions should have been pursued with 
an alert eye open for artefacts and impossible data. Model 
building should reflect the realities of the situation, as 
determined from data descriptions, so that the analyses can 
search for intercorrelations between hypothesized explanatory 
variables and other interfering factors that may have 
distorted the structure of the data. Estimates of effects may 
be adjusted accordingly, whenever possible, using assumptions 
that can be tested from the data themselves. In some cases, 
quantitative statements can be made about the degree to which 
biases may have affected results. Conclusions based on the 

A random sample consists of items which have been selected 
from a population in a way which ensures that all items in 
that population have an exactly equal chance of being in 
the sample. See section 6.4.3.1 for an explanation of the 
statistical concept of "population". 
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application of statistical methods can then be qualified by 
warnings about the restricted range of their validity. 

These caveats underline the importance of the suggestion 
in the introduction to this chapter: the interpretation of 
epidemiological data should be an activity involving all 
members of the study team, not just statisticians. Results 
from statistical analyses must be considered in the wider, 
extrastatistical context of the biological and environmental 
phenomena that are being investigated (Merkov, 1979). 

The need for an interdisciplinary approach becomes 
particularly urgent when attempting to draw conclusions from 
statistically significant associations between an 
environmental factor and some index of disease. Can that 
association be interpreted legitimately as evidence that the 
environmental factor caused the disease? The question touches 
on fundamental and controversial philosophical issues that 
have been debated for centuries; no universally accepted 
formula has yet been devised that resolves the difficulty. 
Nevertheless, several authorities have made suggestions on how 
to assess the plausibility of a causal interpretation of an 
epidemiologically-determined association (e.g., US Public 
Health Service, 1964; Hill, 1965; MacMahon & Pugh, 1970; 
?lerkov, 1979). Examples of efforts to apply these ideas in 
practice include studies of smoking and lung cancer (us Public 
Health Service, 1964), air pollution and health effects (Lave 
& Seskin, 1977), and cadmium poisoning and Itai-Itai disease 
(Shigematsu, 1978). Some of the principles involved are 
discussed below. 

In the first place, it is important to rule out the most 
obvious statistical artefacts: spurious correlations of the 
kind discussed in section 6.4.3.5; lack of attention to 
confounding variables; population selection effects; and other 
biases common in observational studies. A causal 
interpretation is generally more plausible, if it can be 
demonstrated that such possible distortions are unlikely to 
have affected results, and, if the observed effect on health 
tends to occur after exposure to the suspected agent, rather 
than before such exposure. The latter desideratum may be 
difficult to achieve from results based on retrospective (or 
even from cross-sectional) study designs, if the effect on 
health is a chronic condition with a well-recognized latency 
period (e.g., cancer). 

Second, the so-called strength of the association should 
be considered. In an epideiniological context, this refers to 
how frequently the health effect is observed contiguously with 
the hypothesized environmental factor. However impressive the 
statistical significance of an association, that is, however 
low the probability that it is due simply to chance, an 
interpretation that the environmental agent caused the effect 
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on health will be less attractive if the same effect also 
occurs frequently in the absence of the suspected causal 
factor. 

The strength of an association will be reflected in the 
magnitude of the estimated relative risk or some other 
statistical index of association that may be appropriate. But 
of course, that index is calculated generally from a 
particular sample of data. If other well-designed studies 
fail to demonstrate similar associations,then this weakens the 
suggestion that the association found can be regarded as a 
demonstration of cause and effect. To strengthen the case for 
causality, consistency in the association in different 
studies, circumstances, and population groups should be sought. 

Such consistency is analogous to the concept of stability 
of regression relationships, which was discussed in section 
6.4.3.12. If the suspected environmental factor can be 
expressed in the form of a continuous exposure variable, and, 
if the corresponding fitted regression model is reasonably 
convincing, then this demonstration of an exposure/effect 
relationship is powerful evidence supporting a causal 
interpretation. 

Confidence that the apparent stability of an exposure/ 
effect relationship is real and not artefactual will be 
strengthened further, if it can be shown, after the survey has 
been completed, that a reduction in the level of the pollutant 
concerned does indeed lead to the reduced effect predicted by 
the fitted model. Intensified preventive measures, which 
often follow publication of results from epidemiological 
studies, may thus provide further very strong quasi-
experimental evidence supporting the original hypothesis of 
cause and effect. 

A 	cause-effect 	explanation 	for 	a 	statistically 
demonstrated association will not be convincing, if the 
explanation appears to conflict seriously with other well 
established knowledge concerning the biological processes 
involved or the environmental conditions posited as having led 
to the health effects. Coherence of an hypothesized causal 
model with previously established scientific facts will tend 
to strengthen the argument. 

All the above presupposes that the statistical evidence 
demonstrating an association is convincing, i.e., that the 
probability of having made the Type I error is acceptably 
low. But the existence of the Type II error should not be 
forgotten. A strong association (say an apparently high 
relative risk) may justify concern, even if it fails to reach 
statistical significance at some arbitrarily chosen level. 
Results of this kind should prompt at least two questions 
before conclusions are formulated. First, what precisely was 
the level of significance found? Obviously P = 0.45 is less 
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impressive than P 1Pd 0.06, although both may be reported as not 
significant at the 5% level. 	It is a mistake to treat such 
very different Situations as if they were equivalent. 	In 
research—oriented studies, 	signficance testing should be 
regarded as a tool to help quantify evidence, not as a 
procedural panacea for solving scientific problems. 	The 
second question should be "what, approximately, 	is the 
probability of having made the Type II error?". The absence 
of statistical significance when g  is high (perhaps because 
of constraints on the numbers of observations that were 
possible in the survey situation) should be interpreted more 
cautiously than would the same results in circumstances where 
B is low. 

Conclusions derived from a critical review of results 
along these lines will remain sterile unless they are 
communicated clearly and convincingly. The planning of the 
study should have allowed adequate time and resources for 
reporting. 

6.5 Reporting 

6.5.1 	The variety of epidemiological reports 

The potential audience for reports on results from an 
epidemiological study of environmental factors is likely to be 
wider than is usual in many other areas of scientific 
activity. Individuals and groups directly involved, the 
sponsors of the work, public authorities, trade unionists, 
politicians, the press, and of course scientific colleagues - 
all may be anxious to hear about the findings in more or less 
detail and to learn of the conclusions drawn.! 

Pressures for statements and summaries before the data 
have been properly processed and analysed may have to be 
resisted (section 5.6.7.6). Premature release of material 
before it has been verified may mislead and confuse rather 
than assist. Priority should therefore have been given to 
sound data description (section 6.3) as distinct from formal 
analysis. The format of such descriptions should have been 
planned in advance, and the material should be made available 
to members of the study team, for comment, before modelling 
begins, even if some tables or graphs have to be endorsed with 
warnings that they are subject to correction on details. 

The epidemiological or environmental hygiene implications 
of the results should be distinguished clearly from any 
clinical observations on individuals, which will have been 
communicated in confidence to the persons concerned, soon 
after examination. 
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Clear captions and legends and perhaps short explanatory notes 
may be all that is required for the first informal reports, to 
stimulate comments and suggestions that will be of help in the 
subsequent more detailed statistical work. 

Cootinuatjon of such useful interaction between various 
parts of the study team may require additional papers and 
notes, of increasing complexity, during the course of the 
analysis. Placing results and ideas on paper in a form that 
can be understood by others is a useful aid to clear thinking, 
and the accumulated papers will be helpful in the preparation 
of the main report. 

6.5.2 	Main scientific report 

The funding agency or other organization that has 
requested or supported the work may have specified the format 
and amount of detail required for the final, as distinct from 
the interim progress, reports. Some useful guidelines for the 
documentation of epidemiological studies have been suggested 
by the "Epidemiology Work Group of the Interagency Regulatory 
Liaison Group" (1981). In any case, it is sensible to assume 
that the sponsors will wish to receive a workmanlike 
scientific document that states clearly how the resources were 
used. The report should include: 

- 	an explanation of the objectives of the study and Comments 
on why they were chosen; 

- 	a description of how the work was carried out; 
- 	presentation of the results; and 
- 	discussion on their implications. 

These elements and their sequence correspond to the four 
familiar main headings in scientific papers: 	Introduction; 
Methods; Results; Discussion. 

6.5.2.1 	Introduction 

The introductory explanation as to why the study was 
undertaken may refer to previously published material on the 
same subject, to justify the new effort that is being 
reported. Authors will wish to highlight gaps in existing 
knowledge or new hypotheses that have been stimulated by 
earlier work. However, there is no merit in prefacing the 
report with a formal bibliography or mini—review article, 
unless this has been specifically requested; it will tend to 
obscure the main purpose of the section, i.e., a clear 
statement of objectives. 
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6.5.2.2 	Methods 

The description of methods used should obey the norms of 
good scientific reporting - clarity and precision of 
expression and economy of words. 

In an epidemiological report, this section should include 
unambiguous statements: describing the study design that was 
used; defining the group(s) being studied with respect to 
location and time; recording how the defined individuals were 
identified; and explaining what steps were taken to establish 
that identification of the defined groups was complete and 
accurate. 	The methods for defining and ascertaining the 
health outcomes (end points, 	indices) must be clearly 
reported, as well as the methods for determining environmental 
exposures. 

There should be references to the equipment, instruments, 
and questionnaires that were used, how they were used, by 
whom, and after what training. Precautions taken to avoid 
errors should also be mentioned. Non-standard methods should 
be described in sufficient detail to permit reproduction by 
others. Lengthy descriptions (for instance, a newly developed 
questionnaire) may be conveniently placed in an appendix. 

The mechanics of data processing and verification 
procedures should be summarized, from the point that data were 
collected or generated to the point where analyses began. 

The Methods section may include a brief account of 
findings from any pilot trials that were conducted, 
particularly with regard to estimates of intra- and 
interinstrument and observer variability. If this material is 
extensive and interesting in its own right, then it is better 
placed in an appendix. 

6.5.2.3 	Results 

Results usually start with a statement of how many in the 
defined group(s) were in fact identified and surveyed 
(response rates and follow-up rates). These facts should be 
presented in a form that enables the reader to assess the 
degree to which lack of response or other gaps in the data 
might have biased or distorted the results. This means that 
the distribution of individuals or items of data, which were 
not included, should be reported in relation to the main 
variables of interest, as far as possible, (e.g., age, or 
index of disease at an earlier survey). Such tables may be 
the basis for estimating the likely or the maximum possible 
bias in the results caused by the omissions. But note that 
tests of significance on apparent differences between those 
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surveyed and those not surveyed with respect to explanatory 
variables are usually irrelevant.. 

Data description follows, based on careful selection of 
available tables, graphs, and summary statistics, in order to 
convey the overall trends and the complexities that are 
relevant to the study objectives, including negative results. 
Very detailed tables containing many rows and columns may be 
included as appendices, with appropriate summary tables in the 
text, if the data they contain are central to the main 
research objective. The principle is to ensure that all the 
essential information is documented and available for detailed 
study by the interested specialist reader without disturbing 
the flow of the text describing the results. Summary 
statistics should be referred to with standard errors or other 
measure of dispersion, and with results from significance 
tests where appropriate.. 

Narrative, tabular and graphical descriptions of results 
from more complex modelling of the data are often easier to 
follow if the model used is stated explicitly rather than just 
in general terms, perhaps as a footnote. Graphs of fitted 
curves are generally unhelpful, unless they are accompanied by 
descriptions of the dispersion of results around the estimated 
lines, either in the form of confidence limits, or standard 
errors, or scattergrams of the data. 

Tabular presentation of estimates of parameters, such as 
means or regression coefficients, are best accompanied by 
standard errors rather than 'P-values". The former allow the 
latter to be derived by the reader; the converse is not true. 

The test accompanying the tables and graphs might explain 
why particular models were considered to be appropriate and 

Whether or not the gaps in the data arose by chance, by 
negligence, or by force of circumstances might be of 
interest to those responsible for auditing the survey 
procedures, with a view perhaps to improving them in the 
future. The absence of a significant difference in these 
circumstances is certainly no assurance that there is 
negligible bias in the results. 

For instance, whether or not a difference in age between a 
group being studied and a control group is due to chance 
is immaterial. The important point is to adjust estimates 
of response to allow for this factor. See also the last 
paragraph of section 6.4.3.10. A useful guide to deciding 
whether or not a significance test is appropriate is to 
ask: "What is the null hypothesis? What is the 
alternative hypothesis? Are they relevant to the research 
questions?". 
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why others were not investigated at all, but an effort should 
be made to separate the statement of results (with comments to 
clarify the meaning of the analysis) from the discussion of 
their implications. 

6.5.2.4 	Discussion 

This should include a critical review of imperfections in 
the design as originally conceived and as realized in 
practice. It should draw attention to weaknesses in the data 
revealed by the description and analysis, with particular 
attention to possible population selection effects or other 
biases. The discussion may include comparisons of results 
with those in earlier reports and any apparent contradictions 
should be commented on. The discussion may include hypotheses 
generated from the work described and future steps to be taken. 

The authors' main conclusions may be recapitulated in the 
last paragraph of the discussion, or perhaps in a short 
additional section. 

6.5.2.5 	Abstract 

A report of this kind should always include an Abstract 
rather than a Summary. An abstract means a concise statement, 
usually not exceeding one or two pages, which refers to the 
key points in each of the four main sections of the report; 
i.e., why the work was done, how it was done, the findings, 
and the conclusions. The word "Summary" is used more loosely 
to include, at the one extreme, the kind of abstract described 
above, and at the other extreme, a single sentence 
paraphrasing the main conclusion or even just elaborating on 
the title of the report. Neither of these options are 
recommended for the kind of report considered here, but 
shorter papers that are intended for submission to scientific 
journals should comply with the convention of the journal 
concerned. 

6.5.3 	Non-technical reports 

A well-prepared scientific report should be clear and 
pleasant to read, however long or complex the argument. 
Unnecessary jargon will have been excised from early drafts 
and obscurities will have been clarified as a result of 
discussion and criticism from colleagues. But the detailed 
documentation that is proper for such a report will often be 
of little interest or will be unintelligible (because of its 
technical complexity) to many non-specialist who are very 
anxious to understand what was found. However, the abstract 
may not provide sufficient information to satisfy them or it 
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may not convey the essential message adequately to those 
unaccustomed to reading scientific reports. It will often be 
useful therefore, and sometimes it will be essential, to 
prepare an additional short paper that recapitulates and 
supplements the abstract without necessitating familiarity 
with the various technical disciplines typically involved in 
epidemiological studies of environmental problems. 

The difficulty of preparing such a short document should 
not be underestimated. A balance has to be struck between 
providing all the information strictly necessary to sustain 
tle argument rigorously on the one hand, and oversimplifying 
the issues on the other. The busy people who will want to 
rely primarily on this paper will not wish to be blinded by 
science; but neither will they wish to be patronized. It will 
be helpful to seek criticisms of drafts not only from 
professional colleagues, but also from others unconnected with 
epidemiology. 

The effort required is usually justifiable, since it is 
better that an attempt to summarize the findings in 
non-technical language should be made by someone thoroughly 
familiar with the complexities and nuances of the particular 
study, rather than by someone unconnected with the project, 
however competent. 

A report of this kind will often be the key document 
informing public debate and for briefing policy makers. These 
matters are discussed in Chapter 7. 
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7. USES OF EPIDEMIOLOGICAL INFORMATION 

7.1 Introduction 

Epiderniological 	research 	provides 	a 	variety 	of 
information, the main aim of which is to answer the hypothesis 
as to whether there are associations between suspected 
environmental agents and the health of those exposed to them. 

The objectives of epidemiological studies of the effects 
of environmental agents on health may be summarized as follows: 

to provide decision makers and health workers with 
information needed 	for 	the establishment of health 
criteria and programmes for the control of pollution and 
other environmental hazards; 

to assist in evaluating the efficacy of preventive and 
control 	measures 	in 	protecting 	human 	health 	from 
environmental hazards and to improve the quality of life; 
and 

To improve scientific knowledge of the effects on health 
of environmental conditions. 

Thus, epidemiology is expected to provide the bulk of the 
answers that the scientist, workman, employer, citizen, or 
government needs about the relationship between various 
aspects of environment and human health. 

The objective of this chapter is to present guidance on 
the practical application of epidemiological information in 
the identification, management, and solution of some of the 
principal health problems related to environmental pollution 
by chemical and physical agents. The use of such information 
could be different from one Situation to another, in 
particular, 	in relation to 	the 	social, 	economical, 	and 
cultural 	differences 	of 	communities, 	but 	some 	general 
principles may be advanced. 

7.2 Communication with the Public 

As discussed in Chapter 6, a report of the results of a 
study has to be prepared in precise and accurate scientific 
language on the one hand, but on the other hand, there will 
frequently he a need for a simplified presentation of results 
that can be addressed to policy makers, the public and, in 
some cases, the mass-media. The second type of presentation 
Cannot tell the story with all the technical details, and this 
frequently brings in a risk of misinterpretation. It is 
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therefore important that any material written for the public 
in this way should be cleared by the scientists and 
epidemiologists involved in the basic study. They must 
carefully check the degree of simplification tolerable so that 
the communication remains comprehensible to its intended 
audience. In such a presentation, limitations of the 
epidemiological approach, and the need for support from other 
studies, before firm conclusions can be reached, may have to 
be spelt out, as discussed below. 

7.3 Important Features and Limitations of 
Epidemiological Information 

One of the most important features of epidemiological 
research is that it often leads to valuable findings, without 
elucidating the detailed mechanisms involved. As an example, 
one can have confidence in the epidemiological relationship 
between lung cancer and cigarette smoking, although it has not 
yet been proved what the carcinogenic factors are. The 
Minamata disease incidence (section 7.4.2) is another good 
example of this kind, where the disease had been related to 
the consumption of contaminated fish and shellfish and 
preventive action had been taken, though the causative factor, 
methylmercury, became known much later. 

However, this in turn means that an epidemiological 
association does not necessarily provide firm evidence of a 
cause/effect relationship. Quantitative exposure information 
necessary for establishing exposure/effect relationships is 
always difficult to obtain. Public health administrators and 
decision makers have to be made aware of these problems. 

For a number of reasons, epidemiological studies of the 
working population are of importance and of relevance to the 
general population. Exposures are often much higher in the 
workplace than those in the outside environment and, 
therefore, the health risk would be higher. For this reason, 
the first group from which to seek information on an 
environmental impact will often be the workers. However, it 
has to be borne in mind that a working population is partly 
selected, since it excludes children, elderly people, those 
whose health is already impaired or who may be hypersensitive 
to certain agents, and a proportion of women. Furthermore, 
exposure to a contaminant at work is limited in most cases to 
eight hours a day. Therefore, extrapolation from workplace 
results to the broader use of the data has to be done with 
great caution. 

It should also be noted that existing or routinely-
collected indices of morbidity or mortality are not, in 
general, of as much value for standard setting as specific 
studies directed to the effects under consideration. A 
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further complication is that it is unusual for exposure to be 
to one agent only; not only are the effects due to various 
pollutants or contaminants liable to be similar, but also 
there is increasing evidence of interactions between different 
agents. Even the most sophisticated epidemiological 
techniques cannot always provide answers to these problems. 

In the past, epidemiologists have learned a lot from 
various emergencies caused by the accidental release of toxic 
chemicals (sometimes called a "natural experiment", see 
section 2.10) by following-up those who might have been 
exposed. However, though major incidents attract distinct 
alarm and attention on many occasions, sometimes valuable data 
have not been secured, because of the inadequate organization 
for data collection in the early stages of the emergency. 

This type of problem is well illustrated by an example 
where 	great 	difficultires 	were 	encountered 	in 	the 
epidemiological survey of the population exposed to 
2,3,7,8-tetrachlorodibenzo-E-dioxin (TCDD) after an industrial 
accident in Seveso, Italy. Many social, political, and 
ideological debates took place, particularly during the months 
immediately after the accident. In addition, a great number 
of "scientific suggestions" for the protection of the 
population and land reclamation, often contradictory to each 
other, were sent to the regional health authorities and to the 
inhabitants of the polluted area, from several Italian and 
foreign research workers and institutions. The decision of 
the Regional Council to improve local services met with many 
difficulties in finding technical and administrative manpower 
for efficient management of this critical situation. All this 
and the uncertainties due to scant public health services 
dismayed the population and deterred them from participating 
as "guinea-pigs" in a big international laboratory. They felt 
that they had the right in the investigation of this accident 
not to allow clinicians and epidemiologists to perform any 
test on them they wanted, and not to allow politicians and 
social groups to use them to further their own interests 
(Homberger et al., 1979; Bisanti et al., 1980; Del Comb et 
al., 1980; Favaretti et al., 1980). 

7.4 Standard setti 

One of the most important fields in which epidemiological 
information is required is that of standard setting. It is, 
however, important to emphasize that epidemiological data are 
only one of many factors that have to be taken into account 
when developing standards. Even when an appropriate standard 
for any one country has to be considered, it is likely that 
the scientific information available from all sources, 
including 	toxicological 	research, 	clinical 	studies, 
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epidemiological surveillance, and environmental monitoring, 
may still fall short of that which is essential for deriving 
an exposure/effect relationship. Even if in an ideal 
situation such a relationship could be constructed, there must 
still be another layer of activity before a standard can be 
postulated. That is, a standard has to take account, not only 
of the scientific data from which the exposure/effect 
relationship is derived, but also of the national resources to 
ensure compliance with the standard. 

No human activity is devoid of all risk, and, in many 
cases, it is implicit that a threshold cannot be proved. 
Therefore, any standard involves some degree of risk, either 
to susceptible individuals or to a vulnerable proportion of 
the population. Hence, it is essential that standard setting 
should be seen not only as a scientific exercise, but as 
something requiring the cooperation of those likely to be 
exposed and of the government agencies and managements 
responsible. 

The value judgements to be made on the information 
available would be the responsibility of policy decision 
makers, and not of epidemiologists or doctors in their 
professional roles. The role of an epidemiologist is to 
provide the best data and exposure/effect relationships 
possible and, in their interpretation, to underline the limits 
of confidence to be placed in them. 

Where attempts are made to set 	standards in the 
international field, the difficulties are greater, because of 
cultural, political, geographical, and other differences. 
Thus, there is always a danger of an agreement or apparent 
agreement being reached that cannot be applied effectively, in 
practice. 

7.4.1 	Factors in standard setting 

One of the basic questions on the assessment of health 
risks from chemicals and other environmental hazards is 
whether extrapolation from experimental animal studies is 
appropriate. Experience shows that extrapolation from animal 
to animal, even with the same species, is often difficult 
because of Variations in factors such as nutrition, 
metabolism, or habits. Extrapolation from animal to man is, 
in consequence, generally much less reliable. Consideration 
has to be given also to the adequacy of any "safety factor" 
that is introduced as a result of the incompleteness of the 
available information. The development of laboratory tests 
for mutagenesis, with all the technical problems involved, 
leads to further questions about the continuity of the 
significance of findings from cell systems through various 
animal species to man. In the long run, however, only human 
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studies will support or challenge the control limits that are 
adopted. 

The importance of social and economic factors in the 
required decisions about acceptable standards is well 
illustrated by an example on the problem of exposure to 
arsenic through drinking—water in Mexico, in an area where the 
water supply is limited. In this case, if assurance could be 
given that there would be no significant health risk to the 
population through the food chain, water with a content of 
arsenic unacceptable for human beings could be used for 
agricultural purposes and possibly for cattle. The economic 
significance of such action would be great, since it might 
avoid the necessity of bringing water with a lower arsenic 
content from distant hydrologic basins. It would be an 
oversimplification to consider that, under all circumstances, 
lower levels of a standard are better for man (Castellano 
Alvarado et al., 1964; Sanchez de la Fuente, 1976). 

Fluoridation of drinking—water is another example that has 
long been controversial. This health measure was introduced 
in Canada in 1945, and today some 45% of those on public water 
supplies receive fluoridated water (Canada, Health and 
Welfare, 1978). Allegations that fluoridation increased 
cancer rates prompted an epidemiological study of the cancer 
mortality data from some 79 groups of municipalities 
throughout Canada (Canada, Health and Welfare, 1977). 
Comparisons of the death rates from all types of cancer, for 
the period 1954-73, in some 58% of the Canadian population did 
not show any appreciable differences between municipalities 
with fluoridated and non—fluoridated water supplies. Nor were 
any significant differences apparent between death rates from 
all types of cancer when compared within the same group of 
municipalities prior to and after fluoridation. This is an 
instance where an environmental policy decision to fluoridate 
public water supplies, the benefit of which had been 
demonstrated by an epidemiological study, was further 
supported and reinforced by a population study based on 
disease incidence. 

There are obviously great difficulties in establishing 
that no effects exist. However, it is of great importance 
that negative evidence should be made available, with 
indications of the degree of confidence that can be placed on 
the results, since a summation of marginally positive results 
might create mistaken impressions and mislead those concerned 
with decision making. 

7.4.2 	Interim standards 

In one sense, all standards are interim, since they have 
to be reviewed at intervals, but there are also occasions when 
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action levels have to be set to limit exposures while further 
studies are pursued. Epidemiological studies are often unable 
to provide the unequivocal evidence required by decision 
makers. Similarly, since adverse effects may in some cases 
only become manifest after a long latent period, interim - 
standards for new or newly-introduced substances might have to 
be maintained for extended periods, before appropriate 
epidemiological data become available. 

In applying epidemiological studies in the establishment 
of working assumptions about a disease of unknown cause, the 
experience gained in the initial stages of Minamata disease 
taught valuable lessons about possible approaches. A patient 
with an undiagnosed cerebral disease was seen in the 
paediatric clinic of a hospital at Ninamata City, Japan, in 
early May 1956. A doctor in the clinic remembered four 
similar patients in the recent past. He thought that this was 
a sign of an epidemic outbreak of an unknown, unusual cerebral 
disease and notified the Minamata Health Centre. An 
epidemiological study was initiated by the Health Centre with 
the cooperation of the local medical society and the city 
health department. This was reported to the Department of 
Health of Kumamoto Prefecture, and then to the Ministry of 
Health and Welfare. The Medical School of Kumamoto University 
organized a study group on Minamata disease in August 1956 
(Study Group of Minamata Disease, 1968). In November 1956, an 
initial conclusion of the epidemiological studies was 
presented suggesting that this disease was caused by long-term 
exposure to a common causative factor, which was assumed to be - 
polluted fish and shellfish in Minamata Bay. Another 
important and interesting finding was an abnormally high 
mortality rate in the cat population, with associated cerebral 
disorders similar to those in man. 

Although the findings of the epidemiological studies were 
still preliminary, and although no exact cause had been 
identified at that time, considering the grave health damage 
caused in the community, the Prefectural Governor issued a 
probibition order on sales of fish and shellfish harvested in 
Minainata Bay. This is a typical example of the application of 
epidemiological findings to the decision of public health 
administrators in a health crisis in a community. 

The second outbreak of Minamata disease was reported along 
the Agano River in Niigata Prefecture, Japan, in May 1965 
(Special Research Team, 1967). In the light of widespread 
concern about the mercury pollution, nation-wide studies on 
the mercury and methylmercury contents of fish and of the hair 
of the general human population and workers in mercury-
handling industrial plants were conducted by the Ministry of 
Health and Welfare. Although scientific evidence sufficient 
to establish tolerable limits of mercury and alkylmercury had 
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not yet been obtained from epidemiological and other studies, 
the Ministry of Health and Welfare was urged to take the 
necessary action to set up provisional guidelines for 
monitoring, surveillance, and control of these compounds. 
These guidelines were developed, on the basis of the results 
of studies in Minamata, Agano, and from the nationwide survey 
(Ministry of Health and Welfare, Japan, 1968). It was only in 
1972 that the Joint FAO/WHO Expert Committee issued 
provisional tolerable weekly intakes of total mercury and 
methylmercury (WHo, 1972). 

These examples illustrate the need for preventive action 
before all the scientific facts, including epideniiological 
evidence, become available and the subsequent need for more 
detailed studies. 

7.5 Assessment of Effectiveness of Control Measures Taken 

Once the environmental risk, to which a population group 
is exposed, is determined and certain corrective measures have 
been taken, it is useful to conduct epidemiological studies to 
see whether the corrective measures taken have proved to be 
effective, and whether the effects on health or the risk of 
exposure have been reduced in the expected manner. The 
following is an examplea to illustrate the use of an 
epidemiological study in this respect. 

In a region in Mexico, chromium salts were entering the 
environment through an inappropriate dumping arrangement for 
nundreds of tonnes of solid wastes, resulting in the salts 
leaching into an underground water supply. The corrective 
measures taken fundamentally consisted in prohibiting the 
dumping of wastes in order to stop them entering the water 
supply and in continuously recycling within the industrial 
process. Also, at solid waste disposal sites, necessary 
preventive measures were taken. Drinking—water, which was not 
unduly contaminated, was brought in from elsewhere. A second 
epidemiological study was organized, a few years later, to 
evaluate the benefits that these actions had had on the 
population. The study included medical examinations of a 
representative sample of the affected population. The levels 
of chromium compounds in urine were also determined. At the 
same time, environmental measurements were conducted to 
measure chromium concentrations in soil, in water samples from 
deep wells, and in the effluent to the air from the factory. 
From all this information, it was found that the corrective 

PO 	measures implemented were effective. 

! 	Based on the contribution from Dr B. R. Ordonez, 
Autonomous Metropolitan University, Mexico City, Mexico. 
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7.6 	Policy of Openness 

Some of the main uses of epidemiological information have 
been described and illustrated. An attempt has been made also 
to show the limitations implicit in the epidemiological 
method. Nowhere are these difficulties more obvious than in 
the consideration of multifactorial disease and the setting of 
appropriate standards for environmental factors to which 
individuals may be particularly sensitive. Decisions have to 
be taken about the appropriateness of safety factors in the 
standard—setting process and such decisions are not purely 
scientific by any means. In many cases, the crudeness of the 
assessment of exposure is also a serious matter, and it is 
important to avoid creating a false impression of precision. 
This means that, where no threshold levels are known, or where 
measurement is unreliable, no statement of absolute safety can 
be issued in relation to any effects. If there is no 
threshold for carcinogenic effect, the only way of ensuring 
that additional cases would not occur under any circumstances 
would be to ban the material concerned. There are usually 
many side—issues and other consequences involved in banning a 
substance, or replacing it with something else, which may 
again be adverse to the health of the population. 

In recent years, philosophical considerations arising from 
such questions have led to an extensive literature on the 
subject of the relative risks of various aspects of human 
activity (Knox, 1975; Reissland & Harries, 1979). The 
expression "acceptable risk" has also been used, though it - 
appears to evade the question of who decides to accept it and 
on whose behalf. While it is unlikely that a true balancing 
of relative risks or a true understanding of what the term 
"acceptable" risk means will ever be achieved, there are 
certain principles which, to the epidemiologist, the standard 
setter, the economist, and the administrator, must be made 
very clear. 

It is the responsibility of the leader of a study team to 
make results with their proper interpretation available to the 
study participants, the public, policy and decision makers, 
and to the scientific community. Sometimes, hasty conclusions 
may have been drawn from imperfect studies or from 
misinterpretation of eKisting results, which may confuse the 
public and the decision makers. The Scientist must clearly 
indicate the unsatisfactory nature of such conclusions in 
dialogues with the public and decision makers. It may be 
stated that, in certain situations, conflicting interests make 
it difficult to transmit results to both the public and 
administrators. It follows that, as far as possible, all 
those who are involved contribute to the dialogue leading to 
prevention. 
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There are differences of opinion about the role of an 
epidemiologist in relation to political, economic, and other 
spheres of activity. It would appear that two positions are 
possible, and these are not, in fact, incompatible. In the 
first place, the epidemiologist is responsible for analysing 
and studying the available scientific evidence and arriving at 
as many definite conclusions as possible. Any reservations 
that may be held about the firmness of the inferences should 
be included in the statements. If the scientific position is 
incorrect, everything else that follows will be incorrect also. 

Once a statement has been prepared about the relation of a 
measurement of biological effect to a quantum of exposure, the 
broader dialogue must proceed. In this dialogue, the 
epidemiologist has a role as an expositor, recognizing, 
however, that the evidence being presented is only one 
factor. When there are discussions outside the realm of 
epidemiology, such as those on economic or social factors, the 
epidemiologist can speak only as a citizen with no more 
authority than any other citizen. A failure to recognize this 
difference has led undoubtedly to friction in the past. 

Unfortunately, non-scientific political factors can lead 
to a blurring of scientific evidence, 	and unreal and 
unjustified alarm can possibly arise. 	It would appear that 
the only way of dealing with these problems, systematically 
and correctly, is by a declared policy of openness on the part 
of the scientific community and by as much exchange of 
scientific information as can be arranged effectively. It 
must be hoped that there is a scientific integrity among those 
responsible for measurements, assessments, and interpretations. 
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